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Abstract

This paper describes our work in the WAT
2020 Indic Multilingual Translation Task.
We participated in all 7 language pairs
(En↔Bn/Hi/Gu/Ml/Mr/Ta/Te) in both direc-
tions under the constrained condition—using
only the officially provided data. Using trans-
former as a baseline, our Multi→En and
En→Multi translation systems achieve the
best performances. Detailed data filtering and
data domain selection are the keys to perfor-
mance enhancement in our experiment, with
an average improvement of 2.6 BLEU scores
for each language pair in the En→Multi sys-
tem and an average improvement of 4.6 BLEU
scores regarding the Multi→En. In addition,
we employed language independent adapter to
further improve the system performances. Our
submission obtains competitive results in the
final evaluation.

1 Introduction

This paper describes our work in the WAT
2020 Indic Multilingual Translation Task
(Nakazawa et al., 2020). Our team (Team ID:
HW-TSC) participated in all seven language
pairs (En↔Bn/Hi/Gu/Ml/Mr/Ta/Te) by training
Multi→En and En→Multi multilingual translation
models. Based on previous works, we mainly
focus on exploiting fine-grained data filtering
and domain data selection techniques to enhance
system performance. Multistep filtering is
conducted to sort out the high-quality subset
for training. Several other strategies, including
Back-Translation (Edunov et al., 2018), Tagged
Back-Translation (Caswell et al., 2019), Joint
Training (Zhang et al., 2018), Fine-Tuning (Sun
et al., 2019), Ensemble and Adapter Fine-Tuning
(Bapna et al., 2019) are employed and tested in our
experiments. sacreBLEU (Post, 2018) is used to
evaluation the system performance.

2 Data

This section describes the size and source of the
dataset as well as our data filtering techniques.

2.1 Data Source
We use PM India and CVIT-PIB datasets for the
training of the 7 language pairs. PM India (dataset
size: 255k) is a high-quality alignment corpus al-
ready being filtered while CVIT-PIB (dataset size:
478k) contains mainly multilingual hybrid data that
requires alignment. Table 1 shows the data distribu-
tion of 7 language pairs. Apart from the two multi-
lingual datasets, 700k monolingual data provided
by the organizer is also used in our experiments.

2.2 Data Pre-processing
Our data pre-processing procedures include:

• Convert full-width text to half-width text;

• De-duplicate the data;

• Remove text which the source or target side
is empty;

• Perform language identification (Joulin et al.,
2016b,a) on the dataset and remove texts with
undesired tags;

• Employ multilingual sentencepiece model
(SPM) with regularization (Kudo and Richard-
son, 2018; Kudo, 2018) for all language pairs;

• Filter the corpora with fast-align (Dyer et al.,
2013);

• Delete extra-long sentences with more than
100 sub-tokens.

It should be noted that we trained the hybrid
SPM in conjunction with English and 7 other indic
languages. In order to ensure that each language
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has equivalent vocabulary size, we averaged the
training data for each language when training SPM,
namely, over-sampling low resource languages. In
consideration of the small dataset size, we did not
perform strict data cleansing strategy at the begin-
ning but merely observed poor alignment results
regarding the CVIT-PIB dataset compared with the
PM India dataset. So we further use Fast-align on
the dataset to improve the data quality, although a
quite large amount of data was removed during this
process.

2.3 Data Selection

During the experiment, we observed that the sys-
tem trained only with the PM India dataset per-
formed better than the system trained jointly with
PM India and CVIT-PIB datasets. We believe the
reason is that the domain of the PM India dataset
is much more align with that of the test set. So
we further filtered the CVIT-PIB dataset to select
the “in-domain” data. Inspired by curriculum learn-
ing ideas (Wang et al., 2019), we exploited the
Static Data Selection strategy. We regarded the PM
India dataset and the dev set as “in-domain” and
tried to sort out “in-domain” data in the CVIT-PIB
dataset with a trained classifier. First we use PM
India dataset combine CVIT-PIB dataset to train a
base model. Then we sampled a fixed number of
sentences (e.g. 30k) from the source side (EN) of
the PM India dataset plus the dev sets and labeled
them as IN-domain. Then we sampled the same
amount of sentence from the CVIT-PIB dataset and
labeled then as OUT-domain. We trained a Fasttext
(Bojanowski et al., 2017) classifier on the sampled
dataset to score sentences in the CVIT-PIB with the
classification probability of P (y = InDomain|x)
to retrieve the top-k bi-text pairs. Where k is set
to 5k in our experiment. Not that even the prob-
ability score is lower than 0.5, we still kept the
sentence pairs as long as their ranks are within the
top-k. Then we used the “in-domain” CVIT-PIB
data and PM India data to fine-tune the base model
we trained and observed better performances.

From the experiment, we find that data selection
is quite effective compared to using entire CVIT-
PIB dataset on both En→Multi and Multi→En.

3 System Overview

This section describes our system used in the WAT
2020 Indic Multilingual Translation Task. The fol-
lowing introduced strategies are tested sequentially

Language PM India CVIT-PIB Mono
En-Bn 26K 48K 114k
En-Gu 44K 29K 121k
En-Hi 52K 195K 155k
En-Ml 29K 31K 80k
En-Mr 31K 80K 116k
En-Ta 35K 87K 87k
En-Te 35K 5K 109k
Total 255K 478K

Table 1: Data source of Indic Multilingual Translation
Task

and our experimental results regarding each strat-
egy is listed in each part.

3.1 Model
Transformer (Vaswani et al., 2017a) has been
widely used for machine translation in recent years,
which has achieved good performance even with
the most primitive architecture without much mod-
ifications. Therefore, we choose to start from
Transformer-Deep and consider it as a baseline,
which is the model with deeper encoder version
proposed in (Sun et al., 2019), with 35 encoder
layers and 3 docoder layers, 512 hidden size and
4096 batch size. We used the Adam optimizer
(Kingma and Ba, 2014) with β1 = 0.9, β2 = 0.98.
We used the same warmup and decay strategy for
learning rate as (Vaswani et al., 2017b), with 4,000
warmup steps. During training, we employed label
smoothing value of 0.1 (Szegedy et al., 2016). For
evaluation, we used beam search with a beam size
of 4 and length penalty α = 0.6 (Wu et al., 2016).
Our models are implemented with THUMT (Zhang
et al., 2017), and trained on a platform with 8 V100
GPUs. We train models for 100k steps and average
the last 6 checkpoints for evaluation.

3.2 Multilingual Strategy
For this Indic Multilingual Translation Task, we
exploited different multilingual training strategies
regarding multilingual training on the basis of trans-
former. We trained the hybrid SPM model in
conjunction with English and 7 indic languages
as the shared word segmentation system for all
language pairs. We kept the vocabulary within
30k, which included all tokens of all 8 languages
(En/Bn/Hi/Gu/Ml/Mr/Ta/Te). Two mainstream
methods about multilingual training are available:
two models with En→Multi and Multi→En sepa-
rately and a mono Multi→Multi model. We tested
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En→Bn Bn→En En→Gu Gu→En En→Hi Hi→En En→Ml Ml→En En→Mr Mr→En En→Ta Ta→En En→Te Te→En
En→Multi / Multi→En 15.61 16.97 10.6 18.40 19.03 18.60 3.55 12.58 8.03 15.42 4.59 12.56 3.63 16.97
Multi→Multi 14.66 16.31 10.25 15.61 18.36 18.68 3.13 11.37 7.97 13.59 4.59 10.11 3.63 16.31

Table 2: BLEU score of Multilingual strategy for En→Multi, Multi→En and Multi→Multi. for line En→Multi /
Multi→En, En→XX inferenced by En→Multi model and XX→En inferenced by Multi→En model

both methods by training three models with the PM
India dataset. The results listed in Table 2 shows
that Multi→Multi performs worse than the other
strategy and thus we only consider the separate
En→Multi and Multi→En models in the follow-
ing experiments. We believe that a Multi→Multi
model contains too many languages pairs (14 in this
case) so conflicts and confusions may occur among
language pairs in different directions. Regarding
our En→Multi model, we added tags “2XX” (XX
indicates the target language, e.g. 2bn) at the be-
ginning of the source sentence for each bilingual
sentence pair, a strategy used in (Johnson et al.,
2017). Then we mixed all data for training.

Due to the limitations of the multilingual transla-
tion model, once the model is trained, other further
training methods (fine-tuning, etc.) might be dif-
ficult to improve the performance of the model,
so we will introduce the fine-tuning method we
use below to improve each language pair without
affecting the performance of others.

3.3 Data Augmentation
Our experiment demonstrates that simply combin-
ing all bilingual data altogether does not produce
gains to model quality, as described in the previous
section as well in Table 3 and Table 4 that adding
the whole CVIT-PIB dataset negatively influenced
the model performance with respect to most of the
language pairs. Two strategies regarding data aug-
mentation are leveraged:

• Data filtering: To address the poor-quality
CVIT-PIB data, as we introduced in the previ-
ous section, we used fast-align to further filter
the dataset despite a significant reduction of
the training data size. This strategy works
as we can see from Table 3 and Table 4 that
the BLEU scores of several languages achieve
increases of more than 0.5 points.

• Domain transfer: Static Data Selection is
leveraged to filter “in-domain” data. As we in-
troduced in the previous section, we regarded
the domain of PM India dataset more align
with the test set and CVIT-PIB more like
“out-of-domain” data. We use the techniques

described before to select more “in-domain”
data in the CVIT-PIB dataset and combined
the filtered CVIT-PIB data and PM India data
to fine-tuning the models. Another key is-
sue constraining the system performance is
the imbalanced data sizes for each language.
In the ideal setting, the amount of data in
each language is supposed to be equal. En-
Hi is regarded as a high-resource language in
this experiment as the size of its training data
far exceeding that of other language in this
task. Therefore, we over-sampled the train-
ing data of other low-resource language data
(Arivazhagan et al., 2019) to ensure their train-
ing data size are balanced. This strategy led
to a huge improvement in BLEU scores, as
shown in Table 3 and Table 4: an average im-
provement of 2.6 BLEU scores for En→Multi
model and an average improvement of 4.6
BLEU scores for Multi→En model.

3.4 Ensemble

We trained four models in each direction with dif-
ferent seeds and ensembed these models. Ensemble
also contributed to the increase of BLEU scores in
our experiment. Particularly, we observed an 2.7
improvement of BLEU with regard to En→Gu.

3.5 Language independence Adapter
Fine-tuning

Previous works demonstrate that fine-tuning a
model with in-domain data could effectively im-
prove the performance of model. However, due
to the limitations of the multilingual translation
model, once the model is trained, when fine tuning
one of the language pairs, the performance of oth-
ers will go worse. Thanks to the finding of Adapter
(Bapna et al., 2019), we are able to fine-tune each
language pair without impacting the performance
of others. In the experiment, we set the adapter size
to 128 and fine-tuned the model on the dev set for
each language pair in En→Multi with 3,000 tokens
per batch for one epoch, successfully achieving
1.02 of BLEU improvements on En→Ta and 1.8 of
BLEU improvements on En→Te. However, we do
not gain any improvement for other language pairs.
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En→Bn En→Gu En→Hi En→Ml En→Mr En→Ta En→Te Avg
PM India Data 15.61 10.6 19.03 3.55 8.03 4.59 3.63
+ CVIT-PIB Data 7.27 (-8.34) 11.07 (+0.74) 15.98 (-3.05) 2.87 (-0.68) 8.95 (+0.92) 4.39 (-0.2) 2.05 (-1.58) -1.74
+ Fast-align 10.71 (+3.44) 10.74 (+0.33) 16.63 (+0.65) 3.23 (+0.36) 9.39 (+0.44) 4.17 (-0.22) 3.50 (+1.45) +0.92
+ Domain Transfer 18.30 (+7.59) 11.9 (+1.16) 22.12 (+5.49) 4.10 (+0.87) 10.54 (+1.15) 5.64 (+1.47) 4.22 (+0.72) +2.64
+ Ensemble 18.47 (+0.17) 14.64 (+2.74) 23.13 (+1.01) 4.57 (+0.47) 11.32 (+0.78) 6.17 (+0.53) 4.64 (+0.42) +0.87
+ Adapter Fine-tuning - - - - - 7.19 (+1.02) 6.49 (+1.85) +1.44
2020 Submission 19.64 14.66 24.48 4.60 11.52 7.21 6.93
Official Baseline 15.03 9.73 13.96 6.32 8.84 4.33 5.20

Table 3: The experimental result of En→Multi

Bn→En Gu→En Hi→En Ml→En Mr→En Ta→En Te→En Avg
PM India Data 16.97 18.40 18.60 12.58 15.42 12.56 16.97
+ CVIT-PIB Data 14.98 (-1.99) 19.39 (+0.99) 18.97 (+0.37) 14.59 (+2.01) 17.13 (+1.71) 14.17 (+1.61) 11.74 (-5.23) -0.08
+ Fast-align 15.89 (+0.91) 21.26 (+1.87) 22.70 (+3.73) 14.26 (-0.33) 18.61 (+1.48) 14.58 (+0.41) 11.63 (-0.11) +1.14
+ Domain Transfer 21.52 (+5.63) 27.33 (+6.07) 26.96 (+4.26) 18.90 (+4.64) 22.88 (+4.27) 16.12 (+1.54) 17.32 (+5.69) +4.58
+ Ensemble 22.99 (+1.47) 29.91 (+2.58) 28.26 (+1.3) 20.63 (+1.73) 23.84 (+0.96) 19.98 (+3.84) 18.74 (+1.42) +1.90
2020 Submission 23.38 30.26 28.51 20.87 24.05 20.16 19.03
Official Baseline 21.80 24.48 25.68 15.46 21.15 18.37 15.44

Table 4: The experimental result of Multi→En

Due to time restriction and heavy workload, we did
not fine-tune the Multi→En model.

One should noticed that whether En→Multi or
Multi→en are multilingual translation models, fine-
tuning cannot be used usually, because the improve-
ment of a one language pair and will hurt others’
performance. Through adapter fine-tuning, we can
guarantee that fine-tuning one language pair does
not affect the quality of other language pairs in the
model.

4 Result

This section presents the experimental results
for each direction of all three language pairs
in Table 3 and Table 4, where the contribu-
tion of strategies introduced in previous sections
are listed in each row. In this competition,
among the 14 directions of the 7 Indic language
pairs (En↔Bn/Hi/Gu/Ml/Mr/Ta/Te), our submis-
sion ranks the first place in 13 language directions
while En→Hi even achieve an improvement of 10.5
points in term of BLEU when comparing with the
baseline.

5 Analysis

Here are several findings worthy of sharing during
our experiments:

• In this experiment, we also used Back Trans-
lation and Tagged Back-Translation, but only
saw undesired results. The performance of
most language pairs became even worse and
the BLEU scores of some languages even re-
duced more than 10 points. We think data

domain may be responsible for the BLEU
reduction, similar to the situation when we
adding CVIT-PIB data for training but only
gained worse results. Therefore we give up
Back-Translation in our experiment.

• Both En→Multi and Multi→En models are
better than the Multi→Multi model, which
is the same as the result of mainstream
viewpoint. Although many believe that the
reason is insufficient model capacity of a
Multi→Multi model, we think another possi-
ble reason is language confusion. This exper-
iment contains 14 language pairs (two-way)
while the data size is under one million. So
the transformer capability is certainly enough.
But since there are 14 languages in one model,
there may be conflicts and confusion between
language pairs in different directions, espe-
cially when they come from the same lan-
guage family. Off-target (Zhang et al., 2020)
could be a key issue, which we will further
investigate in our future work.

• We find that data selection plays a more impor-
tant role in our experiment when comparing
with other training strategies. We observe that
the domain of a small dataset is usually too
narrow so the introduction of other data source
will cause a great shift on domain, thereby af-
fecting the performance of models on dev/test
sets. For example, En→Bn can reach a BLEU
score of 15.61 with only PM India data, but
only 7.27 after adding the CVIT-PIB data. So
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we refer to the idea of Static Data Selection
in the curriculum learning and ensured lit-
tle domain-shifting while training data size
increases, thus the system performance en-
hances.

6 Conclusion

This paper presents the submissions by HW-TSC
on the WAT 2020 Indic Multilingual Translation
Task. We perform experiments with a series of
pre-processing and training strategies. The effec-
tiveness of each strategy is demonstrated. Our sub-
mission finally achieves competitive result in the
evaluation.
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