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Introduction

Welcome to the Third International Workshop on Spatial Language Understanding (SpLU 2020). The
goal of this workshop is to bring together researchers working on computational models for spatial
language understanding from different perspectives including cognitive linguistic studies and spatial
information representations for machine learning and reasoning. Spatial semantics of the language
is important in many real-world language understanding and language generation applications which
makes it worth special attention. Examples of such applications are human-machine interaction and
grounded dialogue systems, geographical information systems, systems that need combining vision
and language such as visual question answering, navigation, and instruction-following agents. Since
spatial semantics is related to the physical world, it can be visualized (except for the metaphoric usage).
Thus, such semantics are important to be explored for text-to-scene conversion and vice-versa, that is,
for text/caption generation for visual information such as images and videos. For this workshop, we
called for research papers on spatial language meaning representations (continuous, symbolic), corpus
collection and analysis, learning to extract spatial information, reasoning based on spatial language,
spatial language grounding, and combining vision and language, and applications of spatial language in
various downstream tasks.

This year, we received 13 submissions directly to the workshop (10 in the archival track and 3 in
the non-archival track). After a rigorous review process, we accepted 7 submissions in the archival track
and 3 in the nonarchival track. Moreover, based on the ACL new policies and the new Findings papers
track, 11 papers from Findings were directed to the SpLU workshop from which we accepted 8 papers
based on their relevance to the theme of the workshop. This volume is dedicated to the 7 papers from the
archival track. The main contributions from the accepted papers in all the tracks (archival, non-archival,
and Findings) range from all of the aforementioned topics. The workshop includes papers on cognitively
motivated approaches as well as deep learning language models for spatial information extraction and
location recognition, spatial question answering, navigation and grounding, instruction following and
assembly tasks, and even applications of spatial information extraction in the medical domain and
patient reports. It covers, data collection, introducing new corpora, annotation scheme and datasets,
spatial information in Dialogue systems, and generating scenes based on spatial descriptions. The topics
cover exciting research works that highlight the current efforts, challenges, and future endeavors for
spatial language understanding research.

We thank our programming committee members, invited speakers, and authors, without whose
help and contributions, this workshop would not have been possible. We look forward to seeing you
virtually on November 19, 2020.
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