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Introduction

Figurative language processing is a rapidly growing area in Natural Language Processing (NLP),
including processing of metaphors, idioms, puns, irony, sarcasm, as well as other figures. Characteristic
to all areas of human activity (from poetic to ordinary to scientific) and, thus, to all types of discourse,
figurative language becomes an important problem for NLP systems. Its ubiquity in language has
been established in a number of corpus studies, and the role it plays in human reasoning has been
confirmed in psychological experiments. This makes figurative language an important research area for
computational and cognitive linguistics, and its automatic identification and interpretation indispensable
for any semantics-oriented NLP application.

This workshop is the second in a series of biannual workshops on Figurative Language Processing.
This new workshop series builds upon the successful start of the Metaphor in NLP workshop series
(at NAACL– HLT 2013, ACL 2014, NAACL–HLT 2015, NAACL–HLT 2016), expanding its scope to
incorporate the rapidly growing body of research on various types of figurative language such as sarcasm,
irony and puns, with the aim of maintaining and nourishing a community of NLP researchers interested
in this topic. The workshop features both regular research papers and two shared tasks on metaphor and
sarcasm detection. In the regular research track, we received 20 research paper submissions and accepted
9 (3 oral presentations and 6 posters). The featured papers cover a range of aspects of figurative language
processing such as metaphor identification (Dankers et al.; Zayed, McCrae and Buitelaar), metaphor in
the visual modality (Bizzoni and Dobnik), annotation of oxymorons (La Pietra and Massini), satirical
and humorous headline generation (Weller et al.; Horvitz et al.) and recognising euphemisms and
dysphemisms (Felt and Riloff). The workshop program also features a keynote talk by Marilyn Walker,
Department of Computer Science, University of California Santa Cruz, on the topic of “Generating
Expressive Language by Mining User Reviews”.

The two shared tasks on metaphor and sarcasm detection serve to benchmark various computational
approaches to metaphor and sarcasm, clarifying the state of this steadily growing field and facilitating
further research.

For the metaphor shared task, we used the VU Amsterdam Metaphor Corpus (VUA) corpus as one of
the corpora for the shared tasks. New to this year’s benchmarking tasks, we added a corpus of TOEFL
essays written by non-native speakers of English annotated for metaphor (a subset from the publicly
available ETS Corpus of Non-Native Written English), allowing us to broaden the genres covered in
the task and in accordance with findings in the literature demonstrating the potential of information on
metaphor usage for assessing English proficiency of students.

The shared task was organized into four tracks: a Verbs track and an All Content Part-of-Speech
track for both VUA and TOEFL. Overall, there were 1,224 submissions from 71 teams. There were
805 submissions from the 14 teams who submitted system papers; one paper was withdrawn before
publication. In terms of performance, the current published state-of-art on VUA corpus has been matched
by the best participating system, while a new state-of-art was established for the TOEFL corpus. We
observed the following general trends: (1) Transformer architectures were highly popular and resulted
in competitive performance; (2) New sources of information were explored by participants, such as
fine-grained POS, spell-corrected variants of words (for TOEFL data), sub-word level information
(e.g., character embeddings), idioms, sensorimotor and embodiment-related information; (3) The
relative performance rankings of teams were largely consistent between VUA and TOEFL datasets; (4)
Performance of participating systems was generally better on Verbs than on the All POS tracks, across
both corpora.

The shared task on sarcasm detection was designed to benchmark the usefulness of modeling
conversation context (i.e., all the prior dialogue turns) for sarcasm detection. Two types of social media
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content are used as training data for the two tracks – microblogging platforms such as Twitter and online
discussion forums such as Reddit. Overall, we received an overwhelming number of submissions: 655
for the Reddit track and 1070 for the Twitter track. The CodaLab leaderboard showcases results from 39
systems for the Reddit track and 38 systems for the Twitter track, respectively. Out of all submissions, 14
shared task system papers were submitted. Almost all the submitted systems have used the transformer-
architecture that seems to perform better than RNN-architectures, even without any task-specific fine-
tuning. The best system has shown the usefulness of augmenting “other” dataset(s) during training. In
terms of context, novel approaches include: CNN-LSTM based summarization of the prior dialogue
turns, time-series fusion with proxy labels, an ensemble of a variety of transformers with different
depth of context, aspect-based sentiment classification for the immediate context, etc. When explicitly
modeling the number of turns, systems have shown better accuracy with a depth of a maximum of three
prior turns. In the future, we plan to continuously grow the training corpus, collecting data from a variety
of subreddits, in case of Reddit, and different topics from Twitter.

We wish to thank everyone who showed interest and submitted a paper, all of the authors for their
contributions, the members of the Program Committee for their thoughtful reviews, the invited speaker
for sharing her perspective on the topic, and all the attendees of the workshop. All of these factors
contribute to a truly enriching event!

Workshop co–chairs:
Beata Beigman Klebanov, Educational Testing Service (USA)
Ekaterina Shutova, University of Amsterdam (The Netherlands)
Patricia Lichtenstein, University of California, Merced (USA)
Smaranda Muresan, Columbia University (USA)
Chee Wee (Ben) Leong, Educational Testing Service (USA)
Anna Feldman, Montclair State University (USA)
Debanjan Ghosh, Educational Testing Service (USA)
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Abstract
Detecting sarcasm and verbal irony is critical
for understanding people’s actual sentiments
and beliefs. Thus, the field of sarcasm analysis
has become a popular research problem in nat-
ural language processing. As the community
working on computational approaches for sar-
casm detection is growing, it is imperative to
conduct benchmarking studies to analyze the
current state-of-the-art, facilitating progress in
this area. We report on the shared task on sar-
casm detection we conducted as a part of the
2nd Workshop on Figurative Language Pro-
cessing (FigLang 2020) at ACL 2020.

1 Introduction

Sarcasm and verbal irony are a type of figurative
language where the speakers usually mean the op-
posite of what they say. Recognizing whether a
speaker is ironic or sarcastic is essential to down-
stream applications for correctly understanding
speakers’ intended sentiments and beliefs. Con-
sequently, in the last decade, the problem of irony
and sarcasm detection has attracted a considerable
interest from computational linguistics researchers.
The task has been usually framed as a binary clas-
sification task (sarcastic vs. non-sarcastic) using
either the utterance in isolation or adding contex-
tual information such as conversation context, au-
thor context, visual context, or cognitive features
(Davidov et al., 2010; Tsur et al., 2010; González-
Ibáñez et al., 2011; Riloff et al., 2013; Maynard
and Greenwood, 2014; Wallace et al., 2014; Ghosh
et al., 2015; Joshi et al., 2015; Muresan et al., 2016;
Amir et al., 2016; Mishra et al., 2016; Ghosh and
Veale, 2017; Felbo et al., 2017; Ghosh et al., 2017;
Hazarika et al., 2018; Tay et al., 2018; Oprea and
Magdy, 2019; Majumder et al., 2019; Castro et al.,
2019; Ghosh et al., 2019).

In this paper, we report on the shared task on
sarcasm detection that we conducted as part of the

Turns Message
Context1 The [govt] just confiscated a $180

million boat shipment of cocaine
from drug traffickers.

Context2 People think 5 tonnes is not a lot of
cocaine.

Response Man, I’ve seen more than that on a
Friday night!

Table 1: Sarcastic replies to conversation context in
Reddit. Response turn is a reply to Context2 turn
that is a reply to Context1 turn

2nd Workshop on Figurative Language Processing
(FigLang 2020) at ACL 2020. The task aims to
study the role of conversation context for sarcasm
detection. Two types of social media content are
used as training data for the two tracks - microblog-
ging platform such as Twitter and online discussion
forum such as Reddit.

Table 1 and Table 2 show examples of three turn
dialogues, where Response is the sarcastic reply.
Without using the conversation context Contexti,
it is difficult to identify the sarcastic intent ex-
pressed in Response. The shared task is designed
to benchmark the usefulness of modeling the en-
tire conversation context (i.e., all the prior dialogue
turns) for sarcasm detection.

Section 2 discusses the current state of research
on sarcasm detection with a focus on the role of
context. Section 3 provides a description of the
shared task, datasets, and metrics. Section 4 con-
tains brief summaries of each of the participating
systems whereas Section 5 reports a comparative
evaluation of the systems and our observations
about trends in designs and performance of the
systems that participated in the shared task.
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Turns Message
Context1 This is the greatest video in the his-

tory of college football.
Context2 Hes gonna have a short career if he

keeps smoking . Not good for your
health

Response Awesome !!! Everybody does it.
That’s the greatest reason to do
something.

Table 2: Sarcastic replies to conversation context in
Twitter. Response turn is a reply to Context2 turn
that is a reply to Context1 turn

2 Related Work

A considerable amount of work on sarcasm de-
tection has considered the utterance in isolation
when predicting the sarcastic or non-sarcastic la-
bel. Initial approaches used feature-based machine
learning models that rely on different types of fea-
tures from lexical (e.g., sarcasm markers, word
embeddings) to pragmatic such as emoticons or
learned patterns of contrast between positive senti-
ment and negative situations (Davidov et al., 2010;
Veale and Hao, 2010; González-Ibáñez et al., 2011;
Liebrecht et al., 2013; Riloff et al., 2013; Maynard
and Greenwood, 2014; Joshi et al., 2015; Ghosh
et al., 2015; Ghosh and Muresan, 2018). Recently,
deep learning methods have been applied for this
task (Ghosh and Veale, 2016; Tay et al., 2018). For
excellent surveys on sarcasm and irony detection
see (Wallace, 2015; Joshi et al., 2017).

However, when recognizing sarcastic intent even
humans have difficulties sometimes when consider-
ing an utterance in isolation (Wallace et al., 2014).
Recently an increasing number of researchers have
started to explore the role of contextual informa-
tion for irony and sarcasm analysis. The term con-
text loosely refers to any information that is avail-
able beyond the utterance itself (Joshi et al., 2017).
A few researchers have examined author context
(Bamman and Smith, 2015; Khattri et al., 2015;
Rajadesingan et al., 2015; Amir et al., 2016; Ghosh
and Veale, 2017), multi-modal context (Schifanella
et al., 2016; Cai et al., 2019; Castro et al., 2019),
eye-tracking information (Mishra et al., 2016), or
conversation context (Bamman and Smith, 2015;
Wang et al., 2015; Joshi et al., 2016; Zhang et al.,
2016; Ghosh et al., 2017; Ghosh and Veale, 2017).

Related to shared tasks on figurative language
analysis, recently, Van Hee et al. (2018) have con-

ducted a SemEval task on irony detection in Twit-
ter focusing on utterances in isolation. Besides the
binary classification task of identifying the ironic
tweet the authors also conducted a multi-class irony
classification to identify the specific type of irony:
whether it contains verbal irony, situational irony,
or other types of irony. In our case, the current
shared task aims to study the role of conversation
context for sarcasm detection. In particular, we
focus on benchmark the effectiveness of modeling
the conversation context (e.g., all the prior dialogue
turns or a subset of the prior dialogue turns) for sar-
casm detection.

3 Task Description

The design of our shared task is guided by two
specific issues. First, we plan to leverage a particu-
lar type of context — the entire prior conversation
context — for sarcasm detection. Second, we plan
to investigate the systems’ performance on conver-
sations from two types of social media platforms:
Twitter and Reddit. Both of these platforms allow
the writers to mark whether their messages are sar-
castic (e.g., #sarcasm hashtag in Twitter and “/s”
marker in Reddit).

The competition is organized in two phases:
training and evaluation. By making available com-
mon datasets and frameworks for evaluation, we
hope to contribute to the consolidation and strength-
ening of the growing community of researchers
working on computational approaches to sarcasm
analysis.

3.1 Datasets

3.1.1 Reddit Training Dataset
Khodak et al. (2017) introduced the self-annotated
Reddit Corpus which is a very large collection of
sarcastic and non-sarcastic posts (over one million)
curated from different subreddits such as politics,
religion, sports, technology, etc. This corpus con-
tains self-labeled sarcastic posts where users label
their posts as sarcastic by marking “/s” to the end of
sarcastic posts. For any such sarcastic post, the cor-
pus also provides the full conversation context, i.e.,
all the prior turns that took place in the dialogue.

We select the training data for the Reddit track
from Khodak et al. (2017). We considered a couple
of criteria. First, we choose sarcastic responses
with at least two prior turns. Note, for many re-
sponses in our training corpus the number of turns
is much more. Second, we curated sarcastic re-
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sponses from a variety of subreddits such that no
single subreddit (e.g., politics) dominates the train-
ing corpus. In addition, we avoid responses from
subreddits that we believe are too specific and nar-
row (e.g., subreddit dedicated to a specific video
game) that might not generalize well. The non-
sarcastic partition of the training dataset is collected
from the same set of subreddits that are used to
collect sarcastic responses. We finally end up in
selecting 4,400 posts (as well as their conversation
context) for the training dataset equally balanced
between sarcastic and non-sarcastic posts.

3.1.2 Twitter Training Dataset
For the Twitter dataset, we have relied upon the
annotations that users assign to their tweets using
hashtags. The sarcastic tweets were collected us-
ing hashtags: #sarcasm and #sarcastic. As non-
sarcastic utterances, we consider sentiment tweets,
i.e., we adopt the methodology proposed in related
work (Muresan et al., 2016). Such sentiment tweets
do not contain the sarcasm hashtags but include
hashtags that contain positive or negative senti-
ment words. The positive tweets express direct
positive sentiment and they are collected based on
tweets with positive hashtags such as #happy, #love,
#lucky. Likewise, the negative tweets express di-
rect negative sentiment and are collected based on
tweets with negative hashtags such as #sad, #hate,
#angry. Classifying sarcastic utterances against
sentiment utterances is a considerably harder task
than classifying against random objective tweets
since many sarcastic utterances also contain senti-
ment terms. Here, we are relying on self-labeled
tweets, thus, it is always possible that sarcastic
tweets were mislabeled with sentiment hashtags or
users did not use the #sarcasm hashtag at all. We
manually evaluated around 200 sentiment tweets
and found very few such cases in the training cor-
pus. Similar to the Reddit dataset we apply a cou-
ple of criteria while selecting the training dataset.
First, we select sarcastic or non-sarcastic tweets
only when they appear in a dialogue (i.e., begins
with “@”-user symbol) and at least have two or
more prior turns as conversation context. Second,
for the non-sarcastic posts, we maintain a strict
upper limit (i.e., not-greater than 10%) for any sen-
timent hashtag. Third, we apply heuristics such as
avoiding short tweets, discarding tweets with only
multiple URLs, etc. We end up selecting 5,000
tweets for training balanced between sarcastic and
non-sarcastic tweets.
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Figure 1: Plot of Reddit (blue) and Twitter (orange)
training datasets on the basis of context length. X-axis
represents context length (i.e., number of prior turns)
and Y-axis represents the % of training utterances.

Figure 1 presents a plot of number of training
utterances on the basis of context length, for Red-
dit and Twitter tracks respectively. We notice, al-
though the numbers are comparable for utterances
with context length equal to two or three, for Twit-
ter corpus, utterances with a higher number of con-
text (i.e., prior turns) is much higher.

3.1.3 Evaluation Data
The Twitter data for evaluation is curated similarly
to the training data. For Reddit, we do not use
Khodak et al. (2017) rather collected new sarcastic
and non-sarcastic responses from Reddit. First, for
sarcastic responses we utilize the same set of sub-
reddits utilized in the training dataset, thus, keeping
the same genre between the evaluation and train-
ing. For the non-sarcastic partition, we utilized the
same set of subreddits and submission threads as
the sarcastic partition. For both tracks the evalu-
ation dataset contains 1800 instances partitioned
equally between the sarcastic and the non-sarcastic
categories.

3.2 Training Phase

In the first phase, data is released for training and/or
development of sarcasm detection models (both
Reddit and Twitter). Participants can choose to
partition the training data further to a validation
set for preliminary evaluations and/or tuning of
hyper-parameters. Likewise, they can also elect to
perform cross-validation on the training data.

3.3 Evaluation Phase

In the second phase, instances for evaluation are
released. Each participating system generated pre-
dictions for the evaluation instances, for up to N
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models. 1 Predictions are submitted to the Co-
daLab site and evaluated automatically against the
gold labels. CodaLab is an established platform to
organize shared-tasks (Leong et al., 2018) because
it is easy to use, provides easy communication with
the participants (e.g., allows mass-emailing) as well
as tracks all the submissions updating the leader-
board in real-time. The metrics used for evaluation
is the average F1 score between the two categories
- sarcastic and non-sarcastic. The leaderboards dis-
played the Precision, Recall, and F1 scores in the
descending order of the F1 scores, separately for
the two tracks - Twitter and Reddit.

4 Systems

The shared task started on January 19, 2020, when
the training data was made available to all the regis-
tered participants. We released the evaluation data
on February 25, 2020. Submissions were accepted
until March 16, 2020. Overall, we received an
overwhelming number of submissions: 655 for the
Reddit track and 1070 for the Twitter track. The
CodaLab leaderboard showcases results from 39
systems for the Reddit track and 38 systems for the
Twitter track, respectively. Out of all submissions,
14 shared task system papers were submitted. In
the following section we summarize each system
paper. We also put forward a comparative analy-
sis based on their performance and the choice of
features/models in Section 5. Interested readers
can refer to the individual teams’ papers for more
details. But first, we discuss the baseline classifica-
tion model that we used.

4.1 Baseline Classifier

We use prior published work as the baseline that
used conversation context to detect sarcasm from
social media platforms such as Twitter and Reddit
(Ghosh et al., 2018). Ghosh et al. (2018) proposed a
dual LSTM architecture with hierarchical attention
where one LSTM models the conversation context
and the other models sarcastic response. The hier-
archical attention (Yang et al., 2016) implements
two levels of attention – one at the word level and
another at the sentence level. We used their system
based on only the immediate conversation context
(i.e., the immediate prior turn). 2 This is denoted
as LSTMattn in Table 3 and Table 4.

1N is set to 999.
2https://github.com/Alex-Fabbri/deep_

learning_nlp_sarcasm

4.2 System Descriptions

We describe the participating systems in the follow-
ing section (in alphabetical order).

abaruah (Baruah et al., 2020): Fine-tuned a
BERT model (Devlin et al., 2018) and reported
results on varying maximum sequence length (cor-
responding to varying level of context inclusion
from just response to entire context). They also
reported results of BiLSTM with FastText embed-
dings (of response and entire context) and SVM
based on char n-gram features (again on both re-
sponse and entire context). One interesting result
was SVM with discrete features performed bet-
ter than BiLSTM. They achieved best results with
BERT on response and most immediate context.

ad6398 (Kumar and Anand, 2020): Report re-
sults comparing multiple transformer architectures
(BERT, SpanBERT (Joshi et al., 2020), RoBERTa
(Liu et al., 2019)) both in single sentence classi-
fication (with concatenated context and response
string) and sentence pair classification (with con-
text and response being separate inputs to a
Siamese type architecture). Their best result was
with using RoBERTa + LSTM model.

aditya604 (Avvaru et al., 2020): Used BERT on
simple concatenation of last-k context texts and
response text. The authors included details of data
cleaning (de-emojification, hashtag text extraction,
apostrophe expansion) as well experiments on other
architectures (LSTM, CNN, XLNet (Yang et al.,
2019)) and varying size of context (5, 7, complete)
in their report. The best results were obtained by
BERT with 7 length context for Twitter dataset and
BERT with 5 context for Reddit dataset.

amitjena40 (Jena et al., 2020): Used a time-
series analysis inspired approach for integrating
context. Each text in conversational thread (con-
text and response) was individually scored using
BERT and Simple Exponential Smoothing (SES)
was utilized to get probability of final response be-
ing sarcastic. They used the final response label
as a pseudo-label for scoring the context entries,
which is not theoretically grounded. If final re-
sponse is sarcastic, the previous context dialogue
cannot be assumed to be sarcastic (with respect to
its preceding dialogue). However, the effect of this
error is attenuated due to exponentially decreasing
contribution of context to final label under SES
scheme.

4



Rank Lb.
Rank

Team P R F1 Approach

1 1 miroblog 0.834 0.838 0.834 BERT + BiLSTM + NeXtVLAD + Context En-
semble + Data Augmentation

2 2 andy3223 0.751 0.755 0.750 RoBERTa-Large (all the prior turns)
3 6 taha 0.738 0.739 0.737 BERT+ Local Context Focus
4 8 tanvidadu 0.716 0.718 0.716 RoBERTa-Large (last two prior turns)
5 9 nclabj 0.708 0.708 0.708 RoBERTa + Multi-Initialization Ensemble
6 12 ad6398 0.693 0.699 0.691 RoBERTa + LSTM
7 16 kalaivani.A 0.679 0.679 0.679 BERT (isolated response)
8 17 amitjena40 0.679 0.683 0.678 TorchMoji + ELMO + Simple Exp. Smoothing
9 21 burtenshaw 0.67 0.677 0.667 Ensemble of SVM, LSTM, CNN-LSTM, MLP
10 26 salokr 0.641 0.643 0.639 BERT + CNN + LSTM
11 31 adithya604 0.605 0.607 0.603 BERT (concatenation of prior turns and response)
12 - baseline 0.600 0.599 0.600 LSTMattn

13 32 abaruah 0.595 0.605 0.585 BERT-Large (concatenation of response and its
immediate prior turn)

Table 3: Performance of the best system per team and baseline for the Reddit track. We include two ranks - ranks
from the submitted systems as well as the Leaderboard ranks from the CodaLab site

AnandKumaR (Khatri and P, 2020): Experi-
mented with using traditional ML classifiers like
SVM and Logisitic Regression over embeddings
through BERT and GloVe (Pennington et al., 2014).
Using BERT as a feature extraction method as op-
posed to fine-tuning it was not beneficial and Lo-
gisitic Regression over GloVe embeddings outper-
formed them in their experiment. Context was used
in their best model but no details were available
about the depth of context usage (full vs. imme-
diate). Additionally, they only experimented with
Twitter data and no submission was made to the
Reddit track. They provided details of data clean-
ing measures for their experiments which involved
stopword removal, lowercasing, stemming, punctu-
ation removal and spelling normalization.

andy3223 (Dong et al., 2020): Used the
transformer-based architecture for sarcasm detec-
tion, reporting the performance of three architec-
ture, BERT, RoBERTa, and ALBERT (Lan et al.,
2019). They considered two models, the target-
oriented where only the target (i.e., sarcastic re-
sponse) is modeled and context-aware, where the
context is also modeled with the target. The authors
conducted extensive hyper-parameter search, and
set the learning rate to 3e-5, the number of epochs
to 30, and use different seed values, 21, 42, 63, for
three runs. Additionally, they set the maximum
sequence length 128 for the target-oriented models
while it is set to 256 for the context-aware models.

burtenshaw (Lemmens et al., 2020): Em-
ployed an ensemble of four models - LSTM (on
word, emoji and hashtag representations), CNN-
LSTM (on GloVe embeddings with discrete punc-
tuation and sentiment features), MLP (on sentence
embeddings through Infersent (Conneau et al.,
2017)) and SVM (on character and stylometric fea-
tures). The first three models (except SVM) used
the last two immediate contexts along with the re-
sponse.

duke DS (Gregory et al., 2020): Here the au-
thors have conducted extensive set of experiments
using discrete features, DNNs, as well as trans-
former models, however, reporting only the results
on the Twitter track. Regarding discrete features,
one of novelties in their approach is including a
predictor to identify whether the tweet is political
or not, since many sarcastic tweets are on political
topics. Regarding the models, the best performing
model is an ensemble of five transformers: BERT-
base-uncased, RoBERTa-base, XLNet-base-cased,
RoBERTa-large, and ALBERT-base-v2.

kalaivani.A (kalaivani A and D, 2020):
Compared traditional machine learning clas-
sifiers (e.g., Logistic Regression/Random
Forest/XGBoost/Linear SVC/ Gaussian Naive
Bayes) on discrete bag-of-word features/Doc2Vec
features with LSTM models on Word2Vec
embeddings (Mikolov et al., 2013) and BERT
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models. For context usage they report results
on using isolated response, isolated context and
context-response combined (unclear as to how
deep the context usage is). The best performance
for their experiments was by BERT on isolated
response.

miroblog (Lee et al., 2020): Implemented a clas-
sifier composed of BERT followed by BiLSTM and
NeXtVLAD (Lin et al., 2018) (a differentiable pool-
ing mechanism which empirically performed better
than Mean/Max pooling). 3 They employed an
ensembling approach for including varying length
context and reported that gains in F1 after context
of length three are negligible. Just with these two
contributions alone, their model outperformed all
others. Additionally, they devised a novel approach
of data augmentation (i.e., Contextual Response
Augmentation) from unlabelled conversational con-
texts based on next sentence prediction confidence
score of BERT. Leveraging large-scale unlabelled
conversation data from web, their model outper-
formed the second best system by 14% and 8.4%
for Twitter and Reddit respectively (absolute F1
score).

nclabj (Jaiswal, 2020): Used a majority-voting
ensemble of RoBERTa models with different
weight-initialization and different levels of context
length. Their report shows that previous 3 turns
of dialogues had the best performance in isolation.
Additionally, the present results comparing other
sentence embedding architectures like Universal
Sentence Encoder (Cer et al., 2018), ELMo (Peters
et al., 2018) and BERT.

salokr/vaibhav (Srivastava et al., 2020) : Em-
ployed a CNN-LSTM based architecture on BERT
embeddings to utilize the full context thread and
the response. The entire context after encoding
through BERT is passed through CNN and LSTM
layers to get a representation of the context. Con-
volution and dense layers over this summarized
context representation and BERT encoding of re-
sponse make up the final classifier.

taha (ataei et al., 2020): Reported experiments
comparing SVM on character n-gram features,
LSTM-CNN models, Transformer models as well
as a novel usage of aspect based sentiment clas-
sification approaches like Interactive Attention

3VLAD is an acronym of “Vector of Locally Aggregated
Descriptors” (Lin et al., 2018).

Networks(IAN) (Ma et al., 2017), Local Context
Focus(LCF)-BERT (Zeng et al., 2019) and BERT-
Attentional Encoder network (AEN) (Song et al.,
2019). For aspect based approaches, they viewed
the last dialogue of conversational context as aspect
of the target response. LCF-BERT was their best
model for the Twitter task but due to computational
resource limitations they were not able to try it for
Reddit task (where BERT on just the response text
performed best).

tanvidadu (Dadu and Pant, 2020): Fine-tuned
RoBERTa-large model (355 Million parameters
with over a 50K vocabulary size) on response and
its two immediate contexts. They reported results
on three different types of inputs: response-only
model, concatenation of immediate two context
with response, and using an explicit separator token
between the response and the final context. The
best result is reported in the setting where they used
the separation token.

5 Results and Discussions

Table 3 and Table 4 present the results for the Red-
dit track and the Twitter track, respectively. We
show the rank of the submitted systems (best result
from their submitted reports) both in terms of the
system submissions (out of 14) as well as their rank
on the Codalab leaderboard. Note, for a couple of
entries we observe a discrepancy between their best
reported system(s) and the leaderboard entries. For
the sake of fairness, for such cases, we selected the
leaderboard entries to present in Table 3 and Table
4. 4

Also, out of the 14 system descriptions duke DS
and AnadKumR report the performance on the
Twitter dataset, only. For overall results on both
tracks, we observe majority of the models out-
performed the LSTMattn baseline (Ghosh et al.,
2018). Almost all the submitted systems have used
the transformer-architecture that seems to perform
better than RNN-architecture, even without any
task-specific fine-tuning. Although most of the
models are similar and perform comparably, we
observe a particular system - miroblog - has out-
performed the other models in both the tracks by
posting an improvement over the 2nd ranked sys-
tem by more than 7% F1-score in the Reddit track
and by 14% F1-score in the Twitter track.

4Also, for such cases (e.g., abaruah, under the Approach
column we reported the approach described in the system
paper that is not necessarily reflect the scores of Table 3.
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Rank Lb.
Rank

Team P R F1 Approach

1 1 miroblog 0.932 0.936 0.931 BERT + BiLSTM + NeXtVLAD + Context En-
semble + Data Augmentation

2 2 nclabj 0.792 0.793 0.791 RoBERTa + Multi-Initialization Ensemble
3 3 andy3223 0.791 0.794 0.790 RoBERTa-Large (all the prior turns)
4 5 ad6398 0.773 0.774 0.772 RoBERTa + LSTM
5 6 tanvidadu 0.772 0.772 0.772 RoBERTa-Large (last two prior turns)
6 8 duke DS 0.758 0.767 0.756 Ensemble of Transformers
7 11 amitjena40 0.751 0.751 0.750 TorchMoji + ELMO + Simple Exp. Smoothing
8 13 salokr 0.742 0.746 0.741 BERT + CNN + LSTM
9 16 burtenshaw 0.741 0.746 0.740 Ensemble of SVM, LSTM, CNN-LSTM, MLP
10 21 abaruah 0.734 0.735 0.734 BERT-Large (concatenation of response and its

immediate prior turn)
11 24 taha 0.731 0.732 0.731 BERT
12 27 kalaivani.A 0.722 0.722 0.722 BERT (isolated response)
13 28 adithya604 0.719 0.721 0.719 BERT (concatenation of prior turns and response)
14 35 AnadKumR 0.690 0.690 0.690 GloVe + Logistic Regression
15 - baseline 0.700 0.669 0.680 LSTMattn

Table 4: Performance of the best system per team and baseline for the Twitter track. We include two ranks - ranks
from the submitted systems as well as the Leaderboard ranks from the CodaLab site

In the following paragraphs, we inspect the per-
formance of the different systems more closely. We
discuss a couple of particular aspects.

Context Usage: One of the prime motivating fac-
tors for conducting this shared task was to investi-
gate the role of contextual information. We notice
the most common approach for integrating context
was simply concatenating it with the response text.
Novel approaches include :

1. Taking immediate context as aspect for re-
sponse in Aspect-based Sentiment Classifica-
tion architectures (taha)

2. CNN-LSTM based summarization of entire
context thread (salokr)

3. Time-series fusion with proxy labels for con-
text (amitjena40)

4. Ensemble of multiple models with different
depth of context (miroblog)

5. Using explicit separator between context and
response when concatenating (tanvidadu)

Depth of Context: Results suggest that beyond
three context turns, gains from context information
are negligible and may also reduce the performance
due to sparsity of long context threads. The depth

of context required is dependent on the architecture
and CNN-LSTM based summarization of context
thread (salokr) was the only approach that effec-
tively used the whole dialogue.

Discrete vs. Embedding Features The leader-
board was dominated by Transformer based archi-
tectures and we saw submissions using BERT or
RoBERTa and other variants. Other sentence em-
bedding architectures like Infersent, CNN/LSTM
over word embeddings were also used but had
middling performances. Discrete features were in-
volved in only two submissions (burtenshaw and
duke DS) and were the focus of burtenshaw sys-
tem.

Leveraging other datasets The large difference
between the best model (miroblog) and other sys-
tems can be attributed to their dataset augmenta-
tion strategies. Using just the context thread as a
negative example when the context+response is a
positive example, is a straight-forward approach
for augmentation from labeled dialogues. Their
novel contribution lies in leveraging large-scaled
unlabelled dialogue threads, showing another use
of BERT by using NSP confidence score for assign-
ing pseudo-labels.

Analysis of predictions: Finally, we conducted
an error analysis based on the predictions of the
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systems. We particularly focused on addressing
two questions. First, we investigate whether any
particular pattern exists in the evaluation instances
that are wrongly classified by the majority of the
systems. Second, we compare the predictions of
the top-performing systems to identify instances
correctly classified by the candidate system but
missed by the remaining systems. Here, we attempt
to recognize specific characteristics that are unique
to a model, if any.

Instead of looking at the predictions of all the
systems we decided to analyze only the top-three
submissions in both tracks because of their high
performances. We identify 80 instances (30 sar-
castic) from the Reddit evaluation dataset and 20
instances (10 sarcastic) from the Twitter evalua-
tion set, respectively, that are missed by all the
top-performing systems. Our interpretation of this
finding is that all these test instances more or less
belong to a variety of topics including sarcastic re-
marks on baseball teams, internet bills, vaccination,
etc., that probably do not generalize well during
the training. For both Twitter and Reddit, we also
found many sarcastic examples that contain com-
mon non-sarcastic markers such as laughs (e.g.,
“haha”), jokes, positive-sentiment emoticons (e.g.,
:)) in terms of Twitter track. We did not find any
correlation to context length. Most of the instances
contain varied context length, from two to six.

While analyzing the predictions of individual
systems we noted that miroblog correctly identi-
fies the most number of predictions for both the
tracks. In fact, miroblog has successfully predicted
over two hundred examples (with almost equal dis-
tribution of sarcastic and non-sarcastic instances) in
comparison to the second-ranked and third-ranked
systems for both tracks. As stated earlier, this can
be attributed to their data augmentation strategies
that have assisted miroblog’s models to generalize
best. However, we still notice that instances with
subtle humor or positive sentiment are missed by
the best-performing models even if they are pre-
trained on a very large-scale corpora. We foresee
models that are able to detect subtle humor or witty
wordplay will perform even better in a sarcasm
detection task.

6 Conclusion

This paper summarizes the results of the shared
task on sarcasm detection using conversation from
two social media platforms (Reddit and Twitter),

organized as part of the 2nd Workshop on the Fig-
urative Language Processing at ACL 2020. This
shared task aimed to investigate the role of con-
versation context for sarcasm detection. The goal
was to understand how much conversation context
is needed or helpful for sarcasm detection. For
Reddit, the training data was sampled from the
standard corpus from Khodak et al. (2017) whereas
we curated a new evaluation dataset. For Twitter,
both the training and the test datasets are new and
collected using standard hashtags. We received
655 submissions (from 39 unique participants) and
1070 submissions (from 38 unique participants) for
Reddit and Twitter tracks, respectively. We pro-
vided brief descriptions of each of the participating
systems who submitted a shared task paper (14
systems).

We notice that almost every submitted system
have used transformer-based architectures, such as
BERT and RoBERTa and other variants, emphasiz-
ing the increasing popularity of using pre-trained
language models for various classification tasks.
The best systems, however, have employed a clever
mix of ensemble techniques and/or data augmenta-
tion setups, which seem to be a promising direction
for future work. We hope that some of the teams
will make their implementations publicly available,
which would facilitate further research on improv-
ing performance on the sarcasm detection task.
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Abstract

We present a novel data augmentation tech-
nique, CRA (Contextual Response Augmen-
tation), which utilizes conversational context
to generate meaningful samples for training.
We also mitigate the issues regarding unbal-
anced context lengths by changing the input-
output format of the model such that it can
deal with varying context lengths effectively.
Specifically, our proposed model, trained with
the proposed data augmentation technique,
participated in the sarcasm detection task of
FigLang2020, have won and achieves the
best performance in both Reddit and Twitter
datasets.

1 Introduction

The performance of many NLP systems largely de-
pends on their ability to understand figurative lan-
guages such as irony, sarcasm, and metaphor (Pozzi
et al., 2016). The results from the Sentiment Anal-
ysis task held in SemEval-2014 (Martı́nez-Cámara
et al., 2014), for example, show that apparent per-
formance drops occur when the figurative language
is involved in the task. This work aims, in partic-
ular, to design a model that identifies sarcasm in
the conversational context. More specifically, the
goal is to determine whether a response is sarcas-
tic or not, given the immediate context (i.e. only
the previous dialogue turn) and/or the full dialogue
thread (if available). For evaluation of our model,
we participated in the FigLang2020 sarcasm chal-
lenge1, and have won the competition as our model
is ranked 1 out of 35 teams for the Twitter dataset
and 1 out of 34 teams for the Reddit dataset.

We summarize our technical contributions to win
the challenge as follows:

1https://competitions.codalab.org/
competitions/22247.

1. We propose a new data augmentation tech-
nique that can successfully leverage the struc-
tural patterns of the conversational dataset.
Our technique, called CRA(Contextual Re-
sponse Augmentation), utilizes the conversa-
tional context of the unlabeled dataset to gen-
erate new training samples.

2. The context lengths (i.e. previous dialogue
turns) are highly variable across the dataset.
To cope with such imbalance, we propose a
context ensemble method that exploits mul-
tiple context lengths to train the model. The
proposed format is easily applicable to any
Transformer (Vaswani et al., 2017) encoders
without changing any model architecture.

3. We propose an architecture where the
Transformer Encoder is stacked with BiL-
STM (Schuster and Paliwal, 1997) and
NeXtVLAD (Lin et al., 2018). We observe
that NeXtVLAD, a differentiable pooling
layer, proves more effective than simple non-
parametric mean/max pooling methods.

2 Approach

The task of our interest is, given response (r1) and
its previous conversational context (c1, c2, · · · , cn),
to predict whether the response r1 is sarcastic or not
(See an example in Figure 2). We below discuss our
model (section 2.1), training details (section 2.2)
and the proposed data augmentation techniques
(section 2.3).

traindata validdata testdata
Twitter 4000 1000 1800
Reddit 3520 880 1800

Table 1: Dataset Splitting.
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Figure 1: The architecture of our best performing
model for sarcasm detection.

Context 1. Is anyone else sick of hearing from Corbyn fans who say : I 

voted Remain but now must follow my ( lunatic ) leader into his Brexit 

nightmare ?"

Context  2. "I'm just sick & tired of Corbyn Cult full stop . Thick , 

naive , ignorant , aggressive , stubborn , sly , shameful. No principles"

Context  3. when u group thousands of people under one insult u 

really do highlight ur ignorance , not theirs.

Response . Person spending life posting insults on twitter calls 

political leader waster

(a) Naïve model (b) Context Ensemble

ModelModel

Figure 2: Illustration of the context ensemble method
for Sarcasm detection. We train multiple models with
different context window sizes, and ensemble them for
inference.

2.1 The Model

Figure 1 describes the architecture of our best per-
forming model. The model broadly consists of
two parts: the transformer (BERT) (Devlin et al.,
2018) and pooling layers, which are decomposed
into BiLSTM (Schuster and Paliwal, 1997) and
NetXtVLAD (Lin et al., 2018) as an improved ver-
sion of NetVLAD (Arandjelovic et al., 2016). Re-
portedly, NetVLAD is a CNN-model that is highly
effective and more resistant to over-fitting than
usual temporal models such as LSTM or GRU (Lin
et al., 2018). The Implementation of these models
are as follows:

• BERT(large-cased): 24-layer, 1024-hidden
and 16-heads.

• BiLSTM: 2-layer, 1024-hidden and 0.25-
dropout.

• NeXtVLAD: 8-groups, 4-expansion, 128-
number of clusters and 512-cluster size.

BERT

Next Sentence

Predictor

Context1 

There is your "rigged" 

election

Context2 

@USER Rigged

election . Trump does

not have a mandate

Response

thought vote rigged .. 

but it was rigged by 

govt in his favor .

Rank

Pseudo Responses

ReRank

Top responses

With Context

Database

Text

Retrieval

Candidate 1

Candidate 2

Candidate 1000

Candidate 1

Candidate 2

Candidate 1000

Diverse responses on given context

(a)

(b)

exactly we are a democracy and had a

democratic vote and we voted to leave.

Figure 3: Overview of the proposed Contextual Re-
sponse Augmentation (CRA). Using (a) Text query re-
trieval on sarcasm database and (b) Reranking best re-
sponses conditioned on a given context, we obtain var-
ious pseudo responses that are useful for training.

2.2 Training Details

We use the entropy loss on the last softmax layer
in the model. The training batch size is 4 for all
the experiments. We adopt the cyclic learning rate
(Smith, 2017), where the initial learning rate is 1e-
6, and the moment parameters are (0.825, 0.725).

Dataset Splitting. We further split the pro-
vided training set (trainingdata) into the training
(traindata) and validation (validdata) set as in Ta-
ble 1. We use validdata for early stopping and the
model performance validation during the training
phase.

Context Ensemble. Figure 2 depicts the idea of
the context ensemble method to cope with highly
variable context lengths in the dataset. Instead of
using the training data as their original forms only
(Figure 2(a)), we consider multiple context window
sizes as separate data, which can naturally balance
out the proportion of short and long context (Fig-
ure 2(b)).

2.3 Data Augmentation

Van Hee et al. (2018) and Ilić et al. (2018) have
observed that in the case of Twitter, fueling ad-
ditional data from the same domain did not help
much the performance for detecting sarcasm and
irony. However, this does not mean that the data
augmentation would fail to improve sarcasm detec-
tion. We use two techniques to augment the train-
ing data according to whether the data are labeled
or not. Especially, our data augmentation method
named Contextual Response Augmentation (CRA)
can take advantage of unlabeled dialogue threads,
which are abundant and cheaply collectible. Fig-
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An unsarcastic sample
c1 Dont mind me, its just a gun
c2 The dude in the front row is like ’Are we gonna do something?’

c3
It’s the perfect example of how the bystander effect works, even amongst police (or whatever they are)
100% if they were alone and saw this they’d doay something to the guy.
But together you get a pack mentality.

r1 Unfortunately, the police are sometimes the victimizers
A sarcastic sample

c1 Trump won Wisconsin by 27,000 votes. 300,000 voters were turned away by the states strict Voter ID law.
There is your r̈iggedëlection .”

c2 @USER Rigged election . Trump does not have a mandate . Period.
r1 @USER @USER @USER exactly we are a democracy and had a democratic vote and we voted to leave

Table 2: Samples generated from unlabeled dataset

Metric Precision Recall F1
dataset twittervalid redditvalid twittervalid redditvalid twittervalid redditvalid
T+BiLSTM+NeXtVLAD 0.8295 0.6414 0.8816 0.7867 0.8548 0.7067
T+BiLSTM+MaxPool 0.8558 0.6620 0.8182 0.7092 0.8366 0.6848
T+BiLSTM+MeanPool 0.7339 0.6881 0.8683 0.5837 0.7954 0.6316
T+NeXtVLAD 0.8163 0.5891 0.8785 0.7976 0.8462 0.6777
T+BiLSTM+NeXtVLAD 0.8747 0.6938 0.9219 0.8187 0.8977 0.7513
T+BiLSTM+MaxPool 0.8318 0.6624 0.8751 0.7910 0.8529 0.7210
T+BiLSTM+MeanPool 0.7856 0.6089 0.8792 0.8070 0.8298 0.6941
T+NeXtVLAD 0.8525 0.6888 0.9101 0.7792 0.8804 0.7313

Table 3: Sarcasm detection performance on the validation set. The upper and lower part of the table respectively
denote the performance before and after data augmentation is applied. We set the context length to 3 for all models.

ure 3 illustrates the overview of our CRA method
whose details are presented in section 2.3.2.

2.3.1 Augmentation with Labeled Data
Each training sample consists of contextual ut-
terances, a response and its label (”SARCASM”
or ”NOT SARCASM”): [c1, c2, · · · , cn, r1, l1].
Our idea is to take the context sequence
[c1, c2, · · · , cn] as a new datapoint and label it as
”NOT SARCASM”. As shown in Figure 2, with-
out the response [r1], the sequence could not be la-
beled as ”SARCASM”. We hypothesize that these
newly generated negative samples help the model
better focus on the relationship between the re-
sponse [r1] and its contexts [c1, c2, · · · , cn]. Also,
we balance out the number of negative samples
by creating positive samples via back-translation
methods (Bérard et al. (2019); Zheng et al. (2019)),
which simply translate the sentences into another
language and then back to the original language to
obtain possibly rephrased data points. For the back-
translation, we have used 3 languages [French,
Spanish, Dutch].

2.3.2 Augmentation with Unlabeled Data
We also generate additional training samples using
the unlabeled data: [c1, c2, · · · , cn, r1]. This ap-
proach is tremendously useful since a huge amount
of unlabeled dialogue threads can be collected at
little cost. As shown in Figure 3, the procedures

for unlabeled augmentation are as follows:

1. We encode each response in the labeled train-
ing set using the BERT trained on natural in-
ference tasks (Reimers and Gurevych, 2019).

2. Given unlabeled data [c1, c2, · · · , cn, r1], we
encode [r1] and find the most similar top k(=
1000) data from the labeled database. We
denote them as {rt,1, · · · , rt,k}.

3. We rank the top k candidates accord-
ing to the next sentence prediction (NSP)
confidence of BERT2. That is, we input
[c1, c2, · · · , cn, sep, rt,i] to BERT, and com-
pute the NSP confidence of rt,i for all i ∈
{1, · · · , k}. We then select the most confident
response r∗t with its label l∗t and make a new
data point [c1, c2, · · · , cn, r∗t , l∗t ].

Table 2 shows some samples generated from this
technique. The quality of generated data depends
undoubtedly on the degree of contextual confor-
mity and similarity between the initial responses.
We find, however, that adding more data makes the
quality of the augmented data better as the label
transfer noise becomes attenuated. In summary,
besides the standard datasets shown in Table 7, we

2We fine-tune BERT only for the next sentence prediction
task using the corpora in Table 7 and the trainingdata
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Teams Precision Recall F1
miroblog 0.932 0.936 0.931
nclabj 0.792 0.793 0.791
Andy3223 0.7910 0.7940 0.790
DeepBlueAI 0.78 0.785 0.779
ad6398 0.773 0.775 0.772
miroblog 0.834 0.838 0.834
Andy3223 0.751 0.755 0.75
DeepBlueAI 0.749 0.750 0.749
kevintest 0.746 0.746 0.746
Taha 0.738 0.739 0.737

Table 4: The FigLang2020 Sarcasm Scoreboard for
Twitter (upper) and Reddit (below) dataset. Our
method miroblog achieves the best performance in both
datasets with significant margins.

twittervalid Precision Recall F1
no augmentation 0.8294 0.8816 0.8547
labeled augmentation 0.8676 0.8550 0.8613
unlabeled augmentation 0.8747 0.9219 0.8977

Table 5: Sarcasm detection performance according to
data augmentation on the twittervalid dataset.

further crawled 100,000 texts from both Twitter
and Reddit for the augmentation with unlabeled
data.

3 Experiments

We first report the quantitative results by referring
to the statistics in the official evaluation server 3

of the FigLang2020 sarcasm challenge as of the
challenge deadline (i.e. April 16, 2020, 11:59 p.m.
UTC). Table 4 summarizes the results of the com-
petition, where our method named miroblog shows
significantly better performance than other partici-
pants in both Twitter and Reddit dataset. We report
Precision (P), Recall (R), and F1 scores as the offi-
cial metrics.

3.1 Further Analysis

We perform further empirical analysis to demon-
strate the effectiveness of the proposed ideas. We
compare different configurations of pooling layers,
context ensemble, and data augmentation.

Pooling Layers. Table 3 shows the compar-
ison of sarcasm detection performance between
NeXtVLAD and other pooling methods in perfor-
mance. When coupled with BiLSTM, NeXtVLAD
achieves better performance than max, and mean
pooling methods.

Context Ensemble. Table 6 shows the com-
parison with different context ensemble methods.

3https://competitions.codalab.org/
competitions/22247.

twittervalid Precision Recall F1
Ensemble (max context) 0.8558 0.8182 0.8366
Ensemble (3 context) 0.8320 0.8288 0.8304
Single (3 context) 0.8147 0.8052 0.8099

Table 6: Sarcasm detection performance according to
the ensemble methods on the twittervalid dataset.

Reference Name Size
Ptáček et al. (2014) Platek 57041
Riloff et al. (2013) Riloff 1570

Khodak et al. (2017) SARC-v2 321748
Khodak et al. (2017) SARC-v2-pol 14340
Van Hee et al. (2018) SemEval-2018-irony 3851

- Web Crawled 100000

Table 7: The standard datasets and the crawled dataset
(for unlabeled augmentation) used in the experiments.

We use the baseline (Transformer+BiLSTM+ Max-
pooling) and train it without augmenting the train-
ing set. F1 scores of the model are better in the or-
der of (a) ensemble with maximum context, (b) en-
semble with three contexts and (c) no context. The
performance gap with or without context ensemble
implies that balancing out the samples in terms of
context length is important. On the other hand, the
performance gap between (a) and (b) is only 0.006,
indicating that the use of older than three recent
conversational contexts is scarcely helpful.

Data Augmentation. Table 5 compares the sar-
casm detection results when the data augmenta-
tion is applied or not. The augmentation with la-
beled data increases the F1 score from 0.854 to
0.861. The augmentation with unlabeled data fur-
ther enhances performance from 0.861 to 0.897.
The results demonstrate that both augmentation
techniques help with the performance.

3.2 Error Analysis
In order to better understand when our data aug-
mentation methods are effective, we further analyze
some examples of the following three cases accord-
ing to whether the proposed labeled and unlabeled
data augmentation (DA) is applied or not: (i) the
prediction is wrong without DA but correct with
DA, (ii) the prediction is correct without DA but
wrong with DA, and (iii) the prediction is wrong
with and without DA. In other words, (i) is the case
where DA helps, (ii) is the one where DA hurts,
and (iii) is the one where DA fails to improve.

Table 8 shows some examples of these three
cases. (i) The initial steps of the CRA involve
finding similar training samples from the labeled
database. Thus, after applying CRA, samples con-
taining specific hashtags, e.g. #NotReally #Relax,
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(i) The prediction is wrong without DA but correct with DA.
c1 Any practice could be anyone’s last practice. Yes.
c2 @USER report: tom brady struck by lighting after leaving practice.
r1 [SARCASM] @USER Report: Tom Brady abducted by space aliens during practice. #NotReally #Relax

(ii) The prediction is correct without DA but wrong with DA

c1

@USER @USER @USER The racist trump is a Russian puppet.
He’s a loser who’s trying to destroy our constitution and hand this Country over to Putin.
He steals with the help of his white nationalist supporters.
He should be removed from Office and put in prison.

c2

@USER @USER @USER And who’s drinking the koolaide ?
Mueller said no collusion or obstruction after spending $ 30 million investigating -
with full access to the White House.
White Nationists unsubstantiated conspiracy theory.
Trump will win 2020 because people see him succeed through the nonsense.

r1

[NOT SARCASM] @USER @USER @USER You didn’t bother to read the Mueller report, did you?
It was Barr who falsely exonerated your beloved cult leader. Read the Mueller report.
Until you do, don’t propagate this lie. Educate yourself and read the report or shut up.
You ’ ll believe anything except the truth.

r2
[SARCASM] you not worry i are so blind, deaf.
I KNOW you have lost your sight (with regard)
listened to your cult leaders and Faux News and some Republicans.

(iii) The prediction is wrong with and without DA.

c1
I love this land called America #VPDExperiment #VPDDay
@USER and @USER at @USER.
The 30 Best Things to do in Washington DC: URL

c2 @USER @USER @USER Makes me just want to bow out of this whole thing right now... LOL

c3
@USER @USER @USER Noooooo! It’s just the way I edit.
I’m trying all sorts of styles this 30 days.
No competition being done.

r1 [SARCASM] @USER @USER @USER Sorry, I forgot to use the font!
I’m loving your videos. Its giving me ideas and inspiration for some stuff I’d like to try.

Table 8: Examples of three cases where data augmentation helps, hurts, or fails to improve the sarcasm predction.

are included in the training set. We observe that
theses tags tend to occur with the samples that are
labeled “SARCASM”, and thus CRA helps the
model learn the correlation between the hashtags
and the labels. (ii) The augmented response (r2)
contains the phrase “cult leader” as in the original
response (r1). The corresponding label, however,
is “SARCASM”. When the newly added samples
do not match the context, or the labels are incor-
rect, CRA degrades the prediction. (iii) The third
case arises mostly when the situation is subtle and
requires external knowledge beyond the given con-
text. In order for the model to correctly classify
the response as “SARCASM”, the model requires
to understand the tag #VPD(Video Per Day). It
is not clear what #VPD is from the context, and
without such knowledge, the model may still make
incorrect predictions.

4 Conclusion

We proposed a new data augmentation technique,
CRA (Contextual Response Augmentation), that
utilizes the conversational context of the unlabeled
data to generate meaningful training samples. We
demonstrated that the method boosts the perfor-

mance of sarcasm detection significantly. The em-
ployment of both augmentations with labeled and
unlabeled data enables the system to achieve the
best F1 scores to win the FigLang2020 sarcasm
challenge on both datasets of Twitter and Reddit.
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2018. Semeval-2018 task 3: Irony detection in en-
glish tweets. In Proceedings of The 12th Interna-
tional Workshop on Semantic Evaluation, pages 39–
50.

Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob
Uszkoreit, Llion Jones, Aidan N Gomez, Łukasz
Kaiser, and Illia Polosukhin. 2017. Attention is all
you need. In Advances in neural information pro-
cessing systems, pages 5998–6008.

Renjie Zheng, Hairong Liu, Mingbo Ma, Baigong
Zheng, and Liang Huang. 2019. Robust machine
translation with domain sensitive pseudo-sources:
Baidu-osu wmt19 mt robustness shared task system
report. arXiv preprint arXiv:1906.08393.

17



Proceedings of the Second Workshop on Figurative Language Processing, pages 18–29
July 9, 2020. c©2020 Association for Computational Linguistics

https://doi.org/10.18653/v1/P17

A Report on the 2020 VUA and TOEFL Metaphor Detection Shared Task
Chee Wee Leong1, Beata Beigman Klebanov1,

Chris Hamill1, Egon Stemle2,3∗, Rutuja Ubale1† and Xianyang Chen1

1Educational Testing Service
2Eurac Research, Institute for Applied Linguistics

3Masaryk University, Faculty of Informatics
{cleong,bbeigmanklebanov,chamill,xchen002}@ets.org

†rubale@etscanada.ca
∗egon.stemle@eurac.edu

Abstract

In this paper, we report on the shared task
on metaphor identification on VU Amster-
dam Metaphor Corpus and on a subset of the
TOEFL Native Language Identification Cor-
pus. The shared task was conducted as apart of
the ACL 2020 Workshop on Processing Figu-
rative Language.

1 Introduction

Metaphor use in everyday language is a way to re-
late our physical and familiar social experiences to
a multitude of other subjects and contexts (Lakoff
and Johnson, 2008); it is a fundamental way to
structure our understanding of the world even
without our conscious realization of its presence
as we speak and write. It highlights the unknown
using the known, explains the complex using the
simple, and helps us to emphasize the relevant as-
pects of meaning resulting in effective communi-
cation.

Metaphor has been studied in the context
of political communication, marketing, mental
health, teaching, assessment of English profi-
ciency, among others (Beigman Klebanov et al.,
2018; Gutierrez et al., 2017; Littlemore et al.,
2013; Thibodeau and Boroditsky, 2011; Kaviani
and Hamedi, 2011; Kathpalia and Carmel, 2011;
Landau et al., 2009; Beigman Klebanov et al.,
2008; Zaltman and Zaltman, 2008; Littlemore and
Low, 2006; Cameron, 2003; Lakoff, 2010; Billow
et al., 1997; Bosman, 1987); see chapter 7 in Veale
et al. (2016) for a recent review.

We report on the second shared task on auto-
matic metaphor detection, following up on the first
shared task held in 2018 (Leong et al., 2018). We
present the shared task and provide a brief descrip-
tion of each of the participating systems, a com-
parative evaluation of the systems, and our obser-
vations about trends in designs and performance
of the systems that participated in the shared task.

2 Related Work

Over the last decade, automated detection of
metaphor has become an popular topic, which
manifests itself in both a variety of approaches
and in an increasing variety of data to which the
methods are applied. In terms of methods, ap-
proaches based on feature-engineering in a su-
pervised machine learning paradigm explored fea-
tures based on concreteness and imageability, se-
mantic classification using WordNet, FrameNet,
VerbNet, SUMO ontology, property norms, and
distributional semantic models, syntactic depen-
dency patterns, sensorial and vision-based fea-
tures (Bulat et al., 2017; Köper and im Walde,
2017; Gutierrez et al., 2016; Shutova et al., 2016;
Beigman Klebanov et al., 2016; Tekiroglu et al.,
2015; Tsvetkov et al., 2014; Beigman Klebanov
et al., 2014; Dunn, 2013; Neuman et al., 2013;
Mohler et al., 2013; Hovy et al., 2013; Tsvetkov
et al., 2013; Turney et al., 2011; Shutova et al.,
2010; Gedigian et al., 2006); see Shutova et al.
(2017) and Veale et al. (2016) for reviews of super-
vised as well as semi-supervised and unsupervised
approaches. Recently, deep learning methods have
been explored for token-level metaphor detection
(Mao et al., 2019; Dankers et al., 2019; Gao et al.,
2018; Wu et al., 2018; Rei et al., 2017; Gutierrez
et al., 2017; Do Dinh and Gurevych, 2016).

In terms of data, researchers used specially con-
structed or selected sets, such as adjective noun
pairs (Gutierrez et al., 2016; Tsvetkov et al., 2014),
WordNet synsets and glosses (Mohammad et al.,
2016), annotated lexical items (from a range of
word classes) in sentences sampled from cor-
pora (Özbal et al., 2016; Jang et al., 2015; Hovy
et al., 2013; Birke and Sarkar, 2006), all the way
to annotation of all words in running text for
metaphoricity (Beigman Klebanov et al., 2018;
Steen et al., 2010); Veale et al. (2016) review var-
ious annotated datasets.
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3 Task Description

The goal of this shared task is to detect, at the
word level, all content word metaphors in a given
text. We are using two datasets – VUA and
TOEFL, to be described shortly. There are two
tracks for each dataset, for a total of four tracks:
VUA All POS, VUA Verbs, TOEFL All POS,
and TOEFL Verbs. The AllPOS track is con-
cerned with the detection of all content words,
i.e., nouns, verbs, adverbs and adjectives that are
labeled as metaphorical while the Verbs track is
concerned only with verbs that are metaphorical.
We excluded all forms of be, do, and have for both
tracks. For each dataset, each participating indi-
vidual or team can elect to compete in the All POS
track, Verbs track, or both. The competition is or-
ganized into two phases: training and testing.

3.1 Datasets

3.1.1 VUA corpus
We use the VU Amsterdam Metaphor Corpus
(VUA) (Steen et al., 2010). The dataset consists
of 117 fragments sampled across four genres from
the British National Corpus: Academic, News,
Conversation, and Fiction. The data is annotated
using the MIPVU procedure with a strong inter-
annotator reliability of κ > 0.8 (Steen et al., 2010).
The VUA dataset and annotations is the same as
the one used in the first shared task on metaphor
detection (Leong et al., 2018), where the reader is
referred for further details.

3.1.2 TOEFL corpus
This data labeled for metaphor was sampled from
the publicly available ETS Corpus of Non-Native
Written English1 and was first introduced by
(Beigman Klebanov et al., 2018). The annotated
data comprises essay responses to eight persua-
sive/argumentative prompts, for three native lan-
guages of the writer (Japanese, Italian, Arabic),
and for two proficiency levels – medium and high.
The data was annotated using the protocol in
Beigman Klebanov and Flor (2013), that empha-
sized argumentation-relevant metaphors:

“Argumentation-relevant metaphors are,
briefly, those that help the author ad-
vance her argument. For example, if
you are arguing against some action be-
cause it would drain resources, drain

1https://catalog.ldc.upenn.edu/LDC2014T06

is a metaphor that helps you advance
your argument, because it presents the
expenditure in a very negative way,
suggesting that resources would disap-
pear very quickly and without control.”
Beigman Klebanov and Flor (2013)

Average inter-annotator agreement was
κ = 0.56-0.62, for multiple passes of the anno-
tation (see (Beigman Klebanov et al., 2018) for
more details). We use the data partition from
Beigman Klebanov et al. (2018), with 180 essays
as training data and 60 essays as testing data.

Tables 1 and 2 show some descriptive charac-
teristics of the data: the number of texts, sen-
tences, tokens, and class distribution information
for Verbs and AllPOS tracks for the two datasets.

Datasets VUA TOEFL
Train Test Train Test

#texts 90 27 180 60
#sents 12,123 4,081 2,741 968

Table 1: Number of texts and sentences for both VUA
and TOEFL datasets.

To facilitate the use of the datasets and evalu-
ation scripts beyond this shared task in future re-
search, the complete set of task instructions and
scripts are published on Github2. We also pro-
vide a set of features used to construct one of
the baseline classification models for prediction of
metaphor/non-metaphor classes at the word level,
and instructions on how to replicate that baseline.

3.2 Training phase

In this first phase, data is released for train-
ing and/or development of metaphor detection
models. Participants can elect to perform cross-
validation on the training data, or partition the
training data further to have a held-out set for
preliminary evaluations, and/or set apart a subset
of the data for development/tuning of hyper-
parameters. However the training data is used, the
goal is to have N final systems (or versions of a
system) ready for evaluation when the test data is
released.

2https://github.com/EducationalTestingService/metaphor
/tree/master/NAACL-FLP-shared-task,
https://github.com/EducationalTestingService/metaphor/
/tree/master/TOEFL-release
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Datasets VUA TOEFL
Verbs All POS Verbs All POS

Train Test Train Test Train Test Train Test
#tokens 17,240 5,873 72,611 22,196 7,016 2,301 26,737 9,014
%M 29% − 18% − 13% − 7% −

Table 2: Number of tokens and percentage of metaphors breakdown for VUA and TOEFL datasets.

3.3 Testing phase

In this phase, instances for evaluation are re-
leased.3 Each participating system generated
predictions for the test instances, for up to N
models.4 Predictions are submitted to CodaLab5

and evaluated automatically against the gold-
standard labels. Submissions were anonymized.
The only statistics displayed were the highest
score of all systems per day. The total allowable
number of system submissions per day was
limited to 5 per team per track. The metric used
for evaluation is the F1 score (least frequent
class/label, which is “metaphor”) with Precision
and Recall also available via the detailed results
link in CodaLab.

The shared task started on January 12, 2020
when the training data was made available to reg-
istered participants. On February 14, 2020, the
testing data was released. Submissions were ac-
cepted until April 17, 2020. Table 3 shows the
submission statistics for systems with a system pa-
per. Generally, there were more participants in the
VUA tracks than in TOEFL tracks, and in All POS
tracks than in Verbs tracks. In total, 13 system pa-
pers were submitted describing methods for gen-
erating metaphor/non-metaphor predictions.

#teams #submissions
VUA-AllPOS 13 210
VUA-Verbs 11 167
TOEFL-AllPOS 9 247
TOEFL-Verbs 9 181

Table 3: Participation statistics for all tracks.

3In principle, participants could have access to the test
data by independently obtaining the VUA corpus. The shared
task was based on a presumption of fair play by participants.

4We set N=12.
5https://competitions.codalab.org/competitions/22188

4 Systems

We first describe the baseline systems. Next, we
briefly describe the general approach taken by ev-
ery team. Interested readers can refer to the teams’
papers for more details.

4.1 Baseline Classifiers

We make available to shared task participants a
number of features from prior published work on
metaphor detection, including unigram features,
features based on WordNet, VerbNet, and those
derived from a distributional semantic model,
POS-based, concreteness and difference in con-
creteness, as well as topic models.

We adopted three informed baselines from prior
work. As Baseline 1: UL + WordNet + CCDB,
we use the best system from Beigman Kle-
banov et al. (2016). The features are: lem-
matized unigrams, generalized WordNet seman-
tic classes, and difference in concreteness rat-
ings between verbs/adjectives and nouns (UL +
WN + CCDB).6 Baseline 2: bot.zen is one
of the top-ranked systems in the first metaphor
shared task in 2018 by Stemle and Onysko (2018)
that uses a bi-directional recursive neural network
architecture with long-term short-term memory
(LSTM BiRNN) and implements a flat sequence-
to-sequence neural network with one hidden layer
using TensorFlow and Keras in Python. The sys-
tem uses fastText word embeddings from different
corpora, including learner corpus and BNC data.
Finally, Baseline 3: BERT is constructed by fine-
tuning the BERT model (Devlin et al., 2018) in a
standard token classification task: After obtaining
the contextualized embeddings of a sentence, we
apply a linear layer followed by softmax on each
token to predict whether it is metaphorical or not.
Chen et al. (2020) gives more details about the ar-
chitecture of this baseline. For Verbs tracks, we
tune the system on All POS data and test on Verbs,

6Baseline 1 is “all-16” in Beigman Klebanov et al. (2018)
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as this produced better results during preliminary
experimentation than training on Verbs only.

4.2 System Descriptions

illiniMet: RoBERTa embedding + Linguistic
features + Ensemble Gong et al. (2020) used
RoBERTa to obtain a contextualized embedding of
a word and concatenate it with features extracted
from linguistic resources (e.g. WordNet, VerbNet)
as well as other features (e.g. POS, topicality,
concreteness) previously used in the first shared
task (Leong et al., 2018) before feeding them into
a fully-connected Feedforward network to gener-
ate predictions. During inference, an ensemble of
three independently trained models using different
train/development splits is proposed to yield a fi-
nal prediction based on majority vote. Using just
RoBERTa without linguistic features in an ensem-
ble also generates competitive performance.

DeepMet: Global and local text information
+ Transformer stacks Su et al. (2020) proposed
a reading comprehension paradigm for metaphor
detection, where the system seeks to understand
the metaphoricity role of each word token in a
shorter sequence within a given sentence. Features
belonging to five different categories are provided
as inputs to the network i.e. global text context,
local text context, query word, general POS, fine-
grained POS. The features are then mapped onto
embeddings before going into Transformer stacks
and ensemble for inference. An ablation experi-
ment was also performed with the observation that
fine-grained POS and global text features are the
most helpful for detecting metaphors.

umd bilstm: Bi-LSTM + Embeddings + Un-
igram Lemmas + Spell Correction Kuo and
Carpuat (2020) explored the effectiveness of ad-
ditional features by augmenting the basic contex-
tual metaphor detection system developed by Gao
et al. (2018) with one-hot unigram lemma features
in addition to GloVe and ELMo embeddings. The
authors also experimented with a spell-corrected
version of TOEFL data and found it further im-
proves the performance of the Bi-LSTM system.

atr2112: Residual Bi-LSTM + Embeddings +
CRF + POS + WN Rivera et al. (2020) proposed
a deep architecture that takes as inputs ELMo em-
beddings that represent words and lemmas, along
with POS labels and WordNet synsets. The inputs
are processed by a residual Bi-LSTM, then by a
number of additional layers, with a final CRF se-

quence labeling step to generate predictions.

Zenith: Character embeddings + Similar-
ity Networks + Bi-LSTM + Transformer Ku-
mar and Sharma (2020) added lexical and ortho-
graphic information via character embeddings in
addition to GloVe and ELMo embeddings for an
enriched input representation. The authors also
constructed a similarity metric between the literal
and contextual representations of a word as an-
other input component. A Bi-LSTM network and
Transformer network are trained independently
and combined in an ensemble. Eventually, adding
both character-based information and similarity
network are the most helpful, as evidenced by re-
sults obtained using cross-validation on the train-
ing datasets.

rowanhm: Static and contextual embeddings
+ concreteness + Multi-layer Perceptron Maud-
slay et al. (2020) created a system that combines
the concreteness of a word, its static embedding
and its contextual embedding before providing
them as inputs into a deep Multi-layer Percep-
tron network which predicts word metaphoricity.
Specifically, the concreteness value of a word is
formulated as a linear interpolation between two
reference vectors (concrete and abstract) which
were randomly initialized and learned from data.

iiegn: LSTM BiRNN + metadata; com-
bine TOEFL and VUA data Stemle and Onysko
(2020) used an LSTM BiRNN classifier to study
the relationship between the metadata in the
TOEFL corpus (proficiency, L1 of the author, and
the prompt to which the essay is responding) and
classifier performance. The system is an exten-
sion of the authors’ system for the 2018 shared
task (Stemle and Onysko, 2018) that served as
one of the baseline in the current shared task (see
section 4.1). Analyzing the training data, the au-
thors observed that essays written by more profi-
cient users had significantly more metaphors, and
that essays responding to some of the prompts had
significantly more metaphors than other prompts;
however, using proficiency and prompt metadata
explicitly in the classifier did not improve perfor-
mance. The authors also experimented with com-
bining VUA and TOEFL data.

Duke Data Science: BERT, XNET language
models + POS tags as features for a Bi-LSTM
classifier Liu et al. (2020) use pre-trained BERT
and XLNet language models to create contex-
tualized embeddings, which are combined with

21



POS tags to generate features for a Bi-LSTM for
token-level metaphor classification. For the test-
ing phase, the authros used an ensemble strategy,
training four copies of the Bi-LSTM with different
initializations and averaging their predictions. To
increase the likelihood of prediction of a metaphor
label, a token is declared a metaphor if: (1) its pre-
dicted probability is higher than the threshold, or
(2) if its probability is three orders of magnitude
higher than the median predicted probability for
that word in the evaluation set.

chasingkangaroos: RNN + BiLSTM + Atten-
tion + Ensemble Brooks and Youssef (2020) use
an ensemble of RNN models with Bi-LSTMs and
bidirectional attention mechanisms. Each word
was represented by an 11-gram and appeared at the
center of the 11-gram; each word in the 11-gram
was represented by a 1,324 dimensional word em-
bedding (concatenation of ELMo and GloVe em-
beddings). The authors experimented with ensem-
bles of models that implement somewhat differ-
ent architecture (in terms of attention) and models
trained on all POS and on a specific POS.

Go Figure!: BERT + multi-task + spell cor-
rection + idioms + domain adaptation Chen
et al. (2020) baseline system (also one of the
shared task baselines, see section 4.1) uses BERT
– after obtaining the contextualized embeddings
of a sentence, a linear layer is applied followed
by softmax on each token to predict whether it is
metaphorical or not. The authors spell-correct the
TOEFL data, which improves performance. Chen
et al. (2020) present two multi-task settings: In the
first, metaphor detection on out-of-domain data
is treated as an auxiliary task; in the second, id-
iom detection on in-domain data is the auxiliary
task. Performance on TOEFL is helped by the first
multi-task setting; performance on VUA is helped
by the second.

UoB team: Bi-LSTM + GloVe embeddings
+ concreteness Alnafesah et al. (2020) explore
ways of using concreteness information in a neural
metaphor detection context. GloVe embeddings
are used as features to an SVM classifier to learn
concreteness values, training it using human labels
of concreteness. Then, for metaphor detection, ev-
ery input word is represented as a 304-dimensional
vector – 300 dimensions are GloVe pre-trained
embeddings, plus probabilities for the four con-
creteness classes. These representations of words
are given as input to a Bi-LSTM which outputs a

sequence of labels. Results suggest that explicit
concreteness information helps improve metaphor
detection, relative to a baseline that uses GloVe
embeddings only.

zhengchang: ALBERT + BiLSTM Li et al.
(2020) use a sequence labeling model based on
ALBERT-LSTM-Softmax. Embeddings produced
by BERT serve as input to BiLSTM, as well as
to the final softmax layer. The authors report on
experiments with inputs to BERT (single-sentence
vs pairs; variants using BERT tokenization), spell-
correction of the TOEFL data, and CRF vs soft-
max at the classification layer.

PolyU-LLT: Sensorimotor and embodiment
features + embeddings + n-grams + logis-
tic regression classifier Wan et al. (2020) use
sensorimotor and embodiment features. They
use the Lancaster Sensorimotor norms (Lynott
et al., 2019) that include measures of sensorimotor
strength for about 40K English words across six
perceptual modalities (e.g., touch, hearing, smell),
and five action effectors (mouth/throat, hand/arm,
etc), and embodiment norms from Sidhu et al.
(2014). The authors also use word, lemma, and
POS n-grams; word2vec and GloVe word embed-
dings, as well as cosine distance measurements
using the embeddings. The different features are
combined using logistic regression and other clas-
sifiers.

5 Results and Discussion

Table 4 present the results for All POS and Verbs
tracks for VUA data. Table 5 present the results
for All POS and Verbs tracks for TOEFL data.

5.1 Trends in system design
The clearest trend in the 2020 submissions is the
use of deep learning architectures based on BERT
(Devlin et al., 2018) – more than half of the partic-
ipating systems used BERT or its variant. The use-
fulness of BERT for metaphor detection has been
shown by Mao et al. (2019), where a BERT-based
system posted F1 = 0.717 on VUA AllPOS, hence
our use of a BERT-based system as Baseline 3.

Beyond explorations of neural architectures, we
also observe usage of new lexical, grammati-
cal, and morphological information, such as fine-
grained POS, spell-corrected variants of words
(for TOEFL data), sub-word level information
(e.g., character embeddings), idioms, sensorimo-
tor and embodiment-related information.
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Rank Team P R F1
All POS

1 DeepMet .756 .783 .769
2 Go Figure! .721 .748 .734
3 illiniMet .746 .715 .730
4 rowanhm .727 .709 .718
5 Baseline 3: BERT .712 .725 .718
6 zhengchang .696 .729 .712
7 chasingkangaroos .702 .704 .703
8 Duke Data Science .662 .699 .680
9 Zenith .630 .716 .670

10 umd bilstm .733 .601 .660
11 atr2112 .599 .672 .633
12 PolyU-LLT .556 .660 .603
13 iiegn .601 .591 .596
14 UoB team .653 .548 .596
15 Baseline 2: bot.zen .612 .575 .593
16 Baseline 1: UL + .510 .696 .589

+ WN + CCDB
Verbs

1 DeepMet .789 .819 .804
2 Go Figure! .732 .823 .775
3 illiniMet .761 .781 .771
4 Baseline 3: BERT .725 .789 .756
5 zhengchang .706 .811 .755
6 rowanhm .734 .779 .755
7 Duke Data Science .712 .749 .730
8 Zenith .667 .775 .717
9 umd bilstm .597 .806 .686

10 atr2112 .652 .718 .683
11 PolyU-LLT .608 .703 .652
12 iiegn .587 .691 .635
13 Baseline 2: bot.zen .605 .666 .634
14 Baseline 1: UL + .527 .698 .600

+ WN + CCDB

Table 4: VUA Dataset: Performance and ranking of
the best system per team and baselines, for All POS
track (top panel) and for Verbs track (bottom panel).

5.2 Performance wrt 2018 shared task

Since the same VUA dataset was used in 2020
shared task as in the 2018 shared task, we can di-
rectly compare the performance of the best sys-
tems to observe the extent of the improvement.
The best system in 2018 performed at F1 = 0.651;
the best performance in 2020 is more than 10
points better – F1 = 0.769. Indeed, the 2018 best
performing system would have earned the rank of
11 in the 2020 All POS track, suggesting that the
field has generally moved to more effective mod-
els than those proposed for the 2018 competitions.

The best result posted for the 2020 shared task
is on par with state-of-art for VUA All POS task:
Dankers et al. (2019) reported F1 = 0.769 for
a multi-task learning setting utilizing emotion-
related information. The best results obtained by
participants of the 2020 shared task for TOEFL
are state-of-the-art, improving upon Baseline 1,
which is the best published result for this dataset

Rank Team P R F1
All POS

1 DeepMet .695 .735 .715
2 zhengchang .755 .666 .707
3 illiniMet .709 .697 .703
4 Go Figure! .669 .717 .692
5 Duke Data Science .688 .651 .669
6 Baseline 3: BERT .701 .563 .624
7 Zenith .607 .634 .620
8 umd bilstm .629 .593 .611
9 iiegn .596 .579 .587

10 PolyU-LLT .523 .602 .560
11 Baseline 2: bot.zen .590 .517 .551
12 Baseline 1: UL + .488 .576 .528

+ WN + CCDB
Verbs

1 DeepMet .733 .766 .749
2 zhengchang .735 .720 .728
3 illiniMet .731 .707 .719
4 Go Figure! .747 .661 .702
5 Duke Data Science .687 .707 .697
6 Baseline 3: BERT .624 .694 .657
7 Zenith .669 .638 .653
8 umd bilstm .668 .562 .611
9 PolyU-LLT .584 .609 .596

10 Baseline 2: bot.zen .566 .595 .580
11 Baseline 1: UL + .504 .641 .564

+ WN + CCDB
12 iiegn .622 .487 .546

Table 5: TOEFL Dataset: Performance and ranking
of the best system per team and baselines, for All POS
track (top panel) and for Verbs track (bottom panel).

(Beigman Klebanov et al., 2018).

5.3 Performance across genres: VUA

Table 6 shows performance by genre for the VUA
data All POS track. The patterns are highly consis-
tent across systems, and replicate those observed
for the 2018 shared task – Academic and News
genres are substantially easier to handle than Fic-
tion and Conversation. The gap between the best
and worst performance across genres for the same
system remains wide – between 11.4 F1 points and
24.3 F1 points. Somewhat encouragingly, the gap
is narrower for the better performing systems – the
top 6 systems show the smallest gaps between best
and worst genres (11.4-14.0).

5.4 Performance on VUA vs TOEFL data

Table 7 shows performance and ranks of the best
systems for teams that participated in both VUA
and TOEFL AllPOS tracks, along with baselines.
Overall, the relative performance rankings are
consistent – F1 scores are correlated at r = .92
and team ranks are correlated at r = 0.95 across
the two datasets. All teams posted better per-
formance on the VUA data than on the TOEFL
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Team All Acad. Conv. Fiction News Best to
VUA Worst

atr2112 .633 .716 (1) .510 (4) .558 (3) .641 (2) .206
chasingkangaroos .703 .761 (1) .599 (4) .651 (3) .714 (2) .162
PolyU-LLT .603 .719 (1) .482 (3) .476 (4) .634 (2) .243
DeepMet .769 .810 (1) .681 (4) .718 (3) .790 (2) .129
UoB team .596 .686 (1) .485 (4) .511 (3) .582 (2) .201
iiegn .596 .669 (1) .521 (3) .500 (4) .626 (2) .169
umd bilstm .660 .724 (1) .537 (4) .606 (3) .670 (2) .187
illiniMet .730 .768 (1) .654 (4) .688 (3) .743 (2) .114
rowanhm .718 .760 (1) .631 (4) .678 (3) .730 (2) .129
Zenith .670 .730 (1) .566 (4) .583 (3) .697 (2) .164
Duke Data Science .680 .742 (1) .572 (4) .617 (3) .697 (2) .170
Go Figure! .734 .784 (1) .644 (4) .692 (3) .741 (2) .140
zhengchang .712 .752 (1) .634 (4) .669 (3) .723 (2) .118
Baseline 3: BERT .718 .767 (1) .640 (4) .684 (3) .719 (2) .127
Baseline 2: bot.zen .593 .673 (1) .487 (4) .521 (3) .602 (2) .186
Baseline 1: UL+ .589 .721 (1) .472 (3) .458 (4) .606 (2) .263

+WN+CCDB
Av. rank among genres – 1.00 3.81 3.19 2.00 .169

Table 6: VUA Dataset: Performance (F1-score) of the best systems submitted to All-POS track by genre subsets of
the test data. In parentheses, we show the rank of the given genre within all genres for the system. The last column
shows the overall drop in performance from best genre (ranked 1) to worst (ranked 4). The top three performances
for a given genre are boldfaced.

Team VUA TOEFL Diff.
(rank) (rank)

Baseline 1: UL+ .59 (12) .53 (12) .06
+WN+CCDB

Baseline 2: bot.zen .59 (11) .55 (11) .04
Baseline 3: BERT .72 (4) .62 (6) .09
PolyU-LLT .60 (9) .56 (10) .04
DeepMet .77 (1) .72 (1) .05
iiegn .60 (10) .59 (9) .01
umd bilstm .66 (8) .61 (8) .05
illiniMet .73 (3) .70 (3) .03
Zenith .67 (7) .62 (7) .05
Duke Data Science .68 (6) .67 (5) .01
Go Figure! .73 (2) .69 (4) .04
zhengchang .71 (5) .71 (2) .01

Table 7: VUA vs TOEFL: Performance (F1 scores)
and rankings of participants in both VUA and TOEFL
All POS competitions. Column 4 shows the difference
in F1 performance between VUA and TOEFL data.

data; the difference (see column 4 in Table 7)
averaged 4 F1 points, ranging from just half a
F1 point (zhengchang) to 5 F1 points (DeepMet,
umd bilstm, Zenith). The BERT baseline posted
a relatively large difference of 9 F1 points; this
could be because BNC data is more similar to the
data on which BERT has been pre-trained than
TOEFL data. We note, however, that participat-
ing systems that used BERT showed a smaller per-
formance gap between VUA and TOEFL data; in
zhengchang the gap is all but eliminated. This
suggests that a BERT-based system with param-
eters optimized for performance on TOEFL data

can close this gap.
Considering TOEFL data as an additional

genre, along with the four genres represented in
VUA, we observe that it is generally harder than
Academic and News, and is commensurate with
Fiction in terms of performance, for the three sys-
tems with best VUA All POS performance (Deep-
Met: 0.72 both, Go Figure!: 0.69 both, illiniMet:
0.69 for VUA Fiction, .70 for TOEFL); a caveat
to this observation is that the difference between
VUA and TOEFL is not only in genre but in the
metaphor annotation guidelines as well.

5.5 Performance by proficiency: TOEFL

Table 8 shows performance for All POS track
on the TOEFL data by the writer’s proficiency
level – high or medium. We note that the qual-
ity of the human annotations does not appear to
differ substantially by proficiency: The average
inter-annotator agreement for the high proficiency
essays was κ = 0.619, while it was κ = 0.613
for the medium proficiency essays. We observe
that generally systems tend to perform better on
the higher proficiency essays, although two of
the 12 systems posted better performance on the
medium proficiency data. However, even though
the medium proficiency essays might have defi-
ciencies in grammar, spelling, coherence and other
properties of the essay that could interfere with
metaphor detection, we generally observe rela-
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tively small differences in performance by pro-
ficiency – up to 3.5 F1 points, with a few ex-
ceptions (zhengchang, Go Figure!). Interestingly,
automatic correction of spelling errors does not
seem to guarantee a smaller gap in performance
(see Chen et al. (2020), Go Figure!).

Team All High Med. Diff.
PolyU-LLT .560 .567 (1) .552 (2) .015
DeepMet .715 .724 (1) .706 (2) .018
iiegn .587 .592 (1) .583 (2) .009
umd bilstm .611 .620 (1) .601 (2) .019
illiniMet .703 .717 (1) .690 (2) .027
Zenith .620 .637 (1) .604 (2) .033
Duke Data .669 .660 (2) .677 (1) .017

Science
Go Figure! .692 .713 (1) .671 (2) .042
zhengchang .707 .741 (1) .674 (2) .067
Baseline 3: BERT .624 .636 (1) .612 (2) .024
Baseline 2: bot.zen .551 .535 (2) .567 (1) .032
Baseline 1: UL+ .528 .533 (1) .524 (2) .009
WordNet+CCDB

Av. rank – 1.16 1.83 .03

Table 8: TOEFL Dataset: Performance (F1-score) of
the best systems submitted to All-POS track by profi-
ciency level (high, medium) subsets of the test data. In
parentheses, we show the rank of the given proficiency
level within all levels for the system. The last column
shows the overall drop in performance from best pro-
ficiency level (ranked 1) to worst (ranked 4). The top
three performances for a given genre are boldfaced.

5.6 Part of Speech

Table 9 shows the performance of the systems sub-
mitted to the All POS tracks for VUA and TOEFL
data broken down by part of speech (Verbs, Nouns,
Adjectives, Adverbs). As can be observed both
from the All POS vs Verbs tracks (Tables 4 and 5)
and from Table 9, performance on Verbs is gener-
ally better than on All POS.7

For VUA data, all but one systems perform best
on Verbs, followed by Adjectives and Nouns, with
the worst performance generally observed for Ad-
verbs. These results replicate the findings from
the 2018 shared task and follow the proportions
of metaphors in the respective parts of speech, led
by Verbs (30%), Adjectives (18%), Nouns (13%),
Adverbs (8%). The average gap between best and
worst POS performance has also stayed similar –
11 F1 points (it was 9% in 2018).

7Performance on Verbs track and performance on Verbs as
part of All POS track might differ, since for Verbs track, par-
ticipants could train their system on verbs-only data, whereas
we took submissions to All POS track and analyzed by POS
for Table 9.

For the TOEFL data, the situation is quite dif-
ferent. Adjectives lead the scoreboard for all but
3 systems, with Adverbs and Verbs coming next,
while Nouns proved to be the most challenging
category for all participating systems. Further-
more, the gap between best and worst POS perfor-
mance is large – 17 F1 points on average, ranging
between 11 and 22 points. The best performance
on Nouns is only F1 = 0.641; it would have ranked
10th out of 12 on Adjectives. The proportions
of metaphorically used Verbs (13%), Adjectives
(8%), Nouns (4%), and Adverbs (3%) (based on
training data) perhaps offer some explanation of
the difficulty with nouns, since nominal metaphors
seem to be quite rare. Stemle and Onysko (2020)
observed that metaphors occur more frequently
in responses to some essay prompts that to oth-
ers among the 8 prompts covered in the TOEFL
dataset; moreover, for some prompts, a metaphor
is suggested in the prompt itself and occurs fre-
quently in responses (e.g. whether broad knowl-
edge is better than specialized knowledge). It is
possible that prompt-based patterns interact with
POS patterns in ways that affect relative ease or
difficulty of POS for metaphor identification.
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Team All-POS Verbs Adjectives Nouns Adverbs Best to Worst
VUA Dataset

atr2112 .633 .683 (1) .602 (2) .595 (3) .560 (4) .12
chasingkangaroos .703 .737 (1) .678 (2) .678 (2) .648 (4) .09
PolyU-LLT .603 .625 (1) .595 (2) .581 (3) .552 (4) .07
DeepMet .769 .800 (1) .733 (3) .749 (2) .732 (4) .07
UoB team .596 .626 (1) .587 (2) .569 (3) .506 (4) .12
iiegn .596 .635 (1) .581 (2) .558 (3) .513 (4) .12
umd bilstm .660 .700 (1) .642 (2) .630 (3) .514 (4) .19
illiniMet .730 .770 (1) .693 (3) .705 (2) .633 (4) .14
rowanhm .718 .753 (1) .660 (3) .706 (2) .644 (4) .11
Zenith .670 .715 (1) .621 (3) .637 (2) .612 (4) .10
Duke Data Science .680 .724 (1) .614 (4) .654 (2) .625 (3) .11
Go Figure! .734 .775 (1) .683 (3) .708 (2) .681 (4) .09
zhengchang .712 .755 (1) .655 (4) .684 (2) .659 (3) .10
Baseline 3: BERT .718 .756 (1) .672 (3) .695 (2) .672 (3) .08
Baseline 2: bot.zen .593 .637 (1) .564 (2) .553 (3) .513 (4) .12
Baseline 1: UL + .589 .616 (1) .557 (3) .564 (2) .542 (4) .07

WN + CCDB
Av. rank among POS – 1.00 2.69 2.38 3.81 .11

TOEFL Dataset
PolyU-LLT .560 .587 (2) .630 (1) .462 (4) .517 (3) .17
DeepMet .715 .749 (3) .757 (2) .610 (4) .800 (1) .19
iiegn .587 .617 (3) .667 (1) .465 (4) .632 (2) .20
umd bilstm .611 .652 (2) .693 (1) .478 (4) .627 (3) .22
illiniMet .703 .718 (3) .770 (2) .609 (4) .786 (1) .18
Zenith .620 .650 (2) .703 (1) .505 (4) .600 (3) .20
Duke Data Science .669 .697 (3) .725 (2) .555 (4) .741 (1) .19
Go Figure! .692 .697 (2) .749 (1) .641 (4) .691 (3) .11
zhengchang .707 .728 (3) .759 (1) .620 (4) .731 (2) .14
Baseline 3: BERT .624 .644 (2) .689 (1) .541 (4) .583 (3) .15
Baseline 2: bot.zen .551 .565 (2) .611 (1) .485 (4) .490 (3) .13
Baseline 1: UL + .528 .543 (2) .618 (1) .415 (4) .531 (3) .20

WN + CCDB
Av. rank among POS – 2.42 1.25 4.00 2.33 .17

Table 9: VUA and TOEFL Datasets by POS: Performance (F1-score) of the best systems submitted to All-POS
track by POS subsets of the test data. In parentheses, we show the rank of the given POS within all POS for the
system. The last column shows the overall drop in performance from best POS (ranked 1) to worst (ranked 4).
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Abstract

Machine metaphor understanding is one of
the major topics in NLP. Most of the recent
attempts consider it as classification or se-
quence tagging task. However, few types of
research introduce the rich linguistic informa-
tion into the field of computational metaphor
by leveraging powerful pre-training language
models. We focus a novel reading compre-
hension paradigm for solving the token-level
metaphor detection task which provides an in-
novative type of solution for this task. We
propose an end-to-end deep metaphor detec-
tion model named DeepMet based on this
paradigm. The proposed approach encodes
the global text context (whole sentence), local
text context (sentence fragments), and ques-
tion (query word) information as well as in-
corporating two types of part-of-speech (POS)
features by making use of the advanced pre-
training language model. The experimental re-
sults by using several metaphor datasets show
that our model achieves competitive results in
the second shared task on metaphor detection.

1 Introduction

Metaphor is one of the figurative languages and
often used to express our thoughts in daily con-
versations. It is deeply related to human cognitive
processes (Lakoff and Johnson, 2003). Metaphor is
used to implicitly refer one concept to another con-
cept, usually triggered by a verb (Steen et al., 2010).
For example, the verb “drink” in “car drinks gaso-
line” is a metaphorical usage. Other parts of speech
can also be used metaphorically (Tsvetkov et al.,
2014). For example, the noun “angel” in “she is an
angel” and the adjective “bright” in “your idea is
very bright” are also metaphorical uses. Metaphor
computation technologies are helpful for most NLP
tasks such as machine translation, dialogue sys-
tems, content analysis, and machine reading com-
prehension. Of these, token-level metaphor detec-

tion is the basic technology for metaphor under-
standing. Its task is to give a text sequence and de-
termine whether a token in the given text sequence
is a metaphor or literal. The second shared task on
metaphor detection1 aims to promote the develop-
ment of metaphor detection technology. This task
provides two data sets, VU Amsterdam Metaphor
Corpus (VUA) (Steen, 2010) and TOEFI (a sub-
set of ETS corpus of non-native written English)
(Klebanov et al., 2018), each with two tasks. Each
dataset has two tasks, i.e., verb metaphor detection
and all POS metaphor detection. Previous research
(Wu et al., 2018; Gao et al., 2018; Mao et al., 2019)
has been limited to treat them as the text classifica-
tion task or sequence tagging task without deeply
investigating and leveraging the linguistic informa-
tion that may be proper for the specific metaphor
understanding task.

Motivated by the previous work mentioned in
the above, we propose an end-to-end neural based
method named DeepMet for detecting metaphor
by transforming the token-level metaphor detec-
tion task into the reading comprehension task. Our
approach encodes the global text, local text and
question information as well as incorporating the
POS features on two granularity. To improve the
performance further, we also leverage the powerful
pre-training language models. The F1 score of our
best model reaches 80.4% and 76.9% in the verbal
track and the all POS track of the VUA data set,
and 74.9% and 71.5% in the verbal track and the
all POS track of the TOEFL data set, respectively.
Our source codes are available online2.

The main contributions of our work can be sum-
marized: (1) We propose a novel reading com-
prehension paradigm for token-level metaphor de-
tection task. (2) We design a metaphor detec-

1https://competitions.codalab.org/competitions/22188
2https://github.com/YU-NLPLab/DeepMet
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tion model based on the reading comprehension
paradigm which makes use of the advanced pre-
training language model to encode global, local,
and question information of the text as well as
two types of POS auxiliary features. We also in-
troduced a metaphor preference parameter in the
cross-validation phase to improve the model per-
formance. (3) The experimental results on several
metaphor datasets show that our model is compara-
ble to the state-of-the-art metaphor detection, espe-
cially we verified that fine-grained POS (FGPOS)
features contribute to performance improvement in
our model.

2 Related Work

2.1 Metaphor Detection

As a common language phenomenon, the metaphor
was first studied by linguists and psycho-linguists
(Wilks, 1975; Glucksberg, 2003; Group, 2007).
Metaphor is related to the human cognitive process,
and the essential mechanism of metaphor is the con-
ceptual mapping from the source domain to the tar-
get domain (Lakoff and Johnson, 2003). Metaphor
understanding involves high-level semantic anal-
ysis and thus requires special domain knowledge
(Tsvetkov et al., 2014).

There are three types of metaphor detection
methods. One is a lexicon and rule-based meth-
ods (Dodge et al., 2015; Mohler et al., 2013), while
these methods need manual creation of rules which
is extremely costly. The second is a corpus-based
statistical algorithm. It has been studied to con-
struct manual features such as unigrams (Klebanov
et al., 2014), bag-of-words features (Köper and
im Walde, 2016), concreteness, abstractness (Tur-
ney et al., 2011; Tsvetkov et al., 2014), and sensory
features (Shutova et al., 2016). The disadvantage
of this method is that it cannot detect rare usages
of metaphors as we can hardly deal with all these
unexpected linguistic phenomena. The third is a
metaphor detection algorithm based on deep learn-
ing. With a recent surge of interest in neural net-
works, metaphor detection based on deep learning
techniques has been intensively studied. Wu et
al. (2018) proposed a metaphor detection model
based on Convolutional Neural Network (CNN)
and Bidirectional Long Short-Term Memory (BiL-
STM) (Graves and Schmidhuber, 2005). They uti-
lized Word2Vec (Mikolov et al., 2013) as text repre-
sentation, and POS and word clusters information
for additional features. Their method performed

the best in the NAACL-2018 metaphor shared task
(Leong et al., 2018) with an ensemble learning
strategy. Gao et al. (2018) proposed a metaphor
detection model using global vectors for word rep-
resentation (GloVe) (Pennington et al., 2014) and
deep contextualized word representations (ELMo)
(Peters et al., 2018) as text representations. They
applied BiLSTM as an encoder. The accuracy of
their method surpasses Wu et al.’s method. Mao et
al. (2019) presented two metaphor detection mod-
els inspired by the theory of metaphor linguistics
(Metaphor Identification Procedure (MLP) (Steen
et al., 2010) and Selectional Preference Violation
(SPV) (Wilks, 1975)), with BiLSTM as the encoder
and Glove and ELMo as the word embeddings.
The method is currently SOTA on metaphor de-
tection tasks. Despite some successes, approaches
explored so far use classification or sequence la-
beling and the encoder is based on shallow neural
networks such as CNN or BiLSTM, ignoring to
make use of different aspects of contexts simulta-
neously.

Several efforts have been made to cope with shal-
low neural network architectures. One attempt is
Transformer based methods (Vaswani et al., 2017)
such as GPT (Radford et al., 2018), BERT (Devlin
et al., 2018), RoBERTa (Liu et al., 2019),and XL-
Net (Yang et al., 2019). Our backbone network
be based on RoBERTa, which uses robustly opti-
mized BERT pretraining approach to improve the
performance on many NLP tasks.

2.2 Reading Comprehension

The reading comprehension in NLP assesses a
machine’s understanding of NL by measuring
its ability to answer questions based on a given
text/document. The answer to this question may be
either explicit or implicit in the text and needs to be
inferred based on knowledge and logic (Seo et al.,
2016; Wang and Jiang, 2016; Shen et al., 2017).
It is a crucial task in NLP and a lot of approaches
are presented. McCann et al. showed that many
NLP tasks can be translated into reading compre-
hension tasks, e.g., the sentiment analysis task can
be regarded as the reading comprehension task that
answers the polarity of a sentence based on a given
text (McCann et al., 2018). Levy et al. (2017)
translated the information extraction task into the
reading comprehension task with good results. Li
et al. (2019) attempted to use reading comprehen-
sion to solve the NER task and also achieved good
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performance on multiple NER datasets.
Inspired by the previous work mentioned in the

above, we utilize a paradigm based on reading com-
prehension and propose a Transformer-based en-
coder for metaphor detection.

3 Methodology

3.1 A Reading Comprehension Paradigm for
Token-level Metaphor Detection

Let S (|S| = n) be a sentence and wi ∈ V be the
i-th word within the sentence, where V is the data
set vocabulary and the total number of words of
sentence is n. Similarly, let Q ( |Q| = m) be a
query word sequence within the sentence S and qj
∈ V ′ be the j-th query word with in Q, where V ′ is
the query word vocabulary and the total number of
query words is m. As shown in Figure 1, the task
of the token-level metaphor detection is to predict
a label sequence Y (|Y | = m), where each yj ∈ Y
refers to the predicted label of qj and yj ∈ {1,0} (1
denotes metaphor and 0 indicates literal). The goal
of the task is to estimate the conditional probability
P (Y | S,Q).

We note that the length of the sequence Q is
smaller than that of S. This is because metaphors
are generally triggered by some POS such as verbs,
nouns, adjectives, and adverbs (Steen et al., 2010;
Wilks, 1975). Other POS such as punctuation,
prepositions, and conjunctions are unlikely to trig-
ger metaphors. Therefore, we set the POS of a
query sequence word to a verb, nouns, adjectives,
and adverbs. We consider the token-level metaphor
detection task to be a reading comprehension task
based on a given context and query words, while
previous research has regarded it as a classification
or sequence tagging task.

The form of converted reading comprehen-
sion paradigm can be defined as triple (S, qj , yj)
(S, qj ∈ Q, yj ∈ Y ). The goal of the task is to esti-
mate the conditional probability P (yj |S, qj). For
example, when the context is “car drinks gasoline”
and the question is the query word “car”, the cor-
rect label is 0 (literal). If the query word is changed
to “drink”, the correct label is 1 (metaphor).

Metaphor detection is a metaphor comprehen-
sion problem, and the reading comprehension task
is more in line with the definition of natural lan-
guage comprehension problems. In addition, read-
ing comprehension paradigms can avoid unneces-
sary training. When constructing a training set
triples, we can filter query words that can not be a

Figure 1: Schematic diagram of metaphor detection
task translated into reading comprehension task.

metaphor.

3.2 DeepMet: An End-to-End Neural
Metaphor Detector

We build an end-to-end neural metaphor detec-
tion model based on the reading comprehension
paradigm, and the architecture is shown in Figure
2. We use the improved BERT embedding layer
(Devlin et al., 2018) to represent the input informa-
tion, use the byte pair encoding (BPE) algorithm
(Shibata et al., 1999) to obtain the token, and use
the position code represented by the yellow dots
and the segment code represented by the blue dots
to represent the position information of the token
and distinguish the different token segments. A
special classification token [CLS] will be added
before the first token, and special segment separa-
tion tokens [SEP ] will be added between different
sentences. The final input is the addition of token,
position encoding, and segment encoding. The im-
provement of our embedding layer is to use five
features as input. The red dots represent the global
text context, that is, the original text data. Green
dots represent the local text context obtained by cut-
ting the original text data with a comma. Orange
dots indicate the features of the question, which
is the query word. The purple dots indicate the
general POS features, that is, the POS of the query
word is represented by the POS of the verb, adjec-
tive, noun, etc. Light blue dots represent FGPOS
features, using Penn Treebank POS Tags (Santorini,
1990) to represent POS, and FGPOS has a wider
variety of POS features than general POS features.
Different features are separated by a special seg-
ment separation token [SEP ].

The backbone network of our model (DeepMet)
uses the Transformer encoder layer (Vaswani et al.,
2017) of the siamese architecture, which uses two
Transformer encoder layers to process different fea-
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Figure 2: The overall architecture of our model (DeepMet).

ture combinations. The Transformer encoder layer
A processes global text features, and the Trans-
former encoder layer B processes local text features.
The query word and two POS features are shared
by the two Transformer encoder layers. Specifi-
cally, the feature input order of Transformer coding
layer A is global text context, query word, POS,
FGPOS, and the feature input order of Transformer
coding layer B is local text context, query word,
POS, FGPOS, and the features are separated by
special segment separation token [SEP ]. The two
Transformer encoder layers share weight parame-
ters, which not only learns global and local infor-
mation from different perspectives but also avoids
double storage of weight parameters. The Trans-
former encoder layer is composed of stacked multi-
headed self-attention encoders and its formula is
shown in Formula (1)–(5).

Qi,Ki, V i =Wqh
i−1,Wkh

i−1,Wvh
i−1 (1)

Si = softmax(
QiKi

√
dk

) (2)

Attention(Q,K, V ) = hi = SiV i (3)

headj = Attention(QW j
q ,KW

j
k , V W

j
v ) (4)

MultiHead(Q,K, V ) = Concatnj=1(headj)Wo (5)

Among them, i is the i-th self-attention block, Q,
K, and V are query matrix, key matrix, and value

matrix, h is the hidden state, Wq, Wk, Wv, Wo are
all self-attention mechanism weight matrices, dk
is a scaling factor to counteract the effect of exces-
sive dot product growth, j is the j-th self-attention
head and function Concat is the tensor concatena-
tion. The Transformer encoder also includes resid-
ual connections, feedforward networks (FFN), and
batch normalization (BN) (Vaswani et al., 2017).

The output of these two Transformer encoder
layers is a metaphor information matrix with di-
mensions of maximum sequence length and hidden
state size, respectively. Then these two matrices
are reduced by average pooling to obtain high-level
metaphor feature vector with length of hidden state
size, including global semantic features and local
semantic features, respectively, and then stitching
these two vectors into the metaphor discrimination
layer. The metaphor discriminating layer first per-
forms a dropout operation to alleviate overfitting
then uses an FFN containing two neurons to obtain
a metaphor discriminant vector with length equal to
2, and finally performs a softmax function to ob-
tain the metaphor and literal probability. As shown
in formula (6).

yτ = softmax(V Tx+ b) (6)

yτ is a real value vector representing metaphor and
literal probability, V and b are the FFN parameter
matrix. In the process of training the model, we
use the parameter weight of pre-training language
models published by Facebook (RoBERTa) (Liu
et al., 2019) to fine-tune the Transformer encoder
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layers. The metaphor discrimination layer will use
the training method to train the model through the
Adam optimizer with the adaptive learning rate.
The final training goal is the cross-entropy loss
function L, which contains the loss functions L0
and L1 of the two subtasks (verb task and all POS
task of metaphor detection), as shown in Formulas
(7)–(9).

L0 = L1 = −
M∑

i=1

(ŷ log yτ0 + (1− ŷ) log yτ1) (7)

L = L0T (t) + L1(1− T (t)) (8)

T (t) =

{
1 if t is V ERB
0 if t is ALLPOS

(9)

where T (t) (t ∈ {V ERB,ALLPOS}) is the task
selection function,M is the number of training data
samples, ŷ is the real label of the data, yτ0 and yτ1
represent the prediction probability of whether the
data belongs to metaphor and literal respectively,
and yτ0, yτ1 ∈ [0, 1], yτ0 + yτ1 = 1. During the
training process, we use the multi-task mode to
train the metaphor detector to improve the training
efficiency. Therefore, the final parameters in the
task-specific metaphor feature extractor for the two
subtasks is the same.

We use cross-validation to train the model to
improve the training set utilization efficiency. We
introduce a metaphor preference parameter α in
this process to improve the metaphor recognition
effect, as shown in formula (10).

Pi =

{
M 1

N

∑N
i=j DeepMetj(di) ≥ α

L 1
N

∑N
i=j DeepMetj(di)<α

(10)

where N is the number of cross-validation folds,
the function DeepMetj (0 ≤ j ≤ N) is the
metaphor recognizer we designed, di (i is the index
of the validation data) is the validation data and
Pi is the final prediction result and the results are
M (metaphor) and L (literal meaning) respectively.
Since the metaphor data sets are imbalanced, the
model recall rate can be effectively improved by ad-
justing the metaphor preference parameter α. For
details, refer to the section 4.

4 Experiments and Analysis

4.1 Data Sets and Exploratory Data Analysis
We used four benchmark datasets: (1) VUA3

(Steen, 2010) is currently the largest publicly avail-
able metaphor detection data set. Both of the

3http://ota.ahds.ac.uk/headers/2541.xml

NAACL-2018 metaphor shared task and second
shared task on metaphor detection use VUA as
the evaluation data set. There are two tracks, i.e.,
verbs and all POS metaphor detection. (2) TOEFI4

(Klebanov et al., 2018) is a subset of ETS corpus
of non-native written English. It is also used as
the evaluation data set in the second shared task
on metaphor detection with two tracks, verbs and
all POS metaphor detection. (3) MOH-X5 (Mo-
hammad et al., 2016) is a verb metaphor detec-
tion database with the data from WordNet (Miller,
1998) example sentences. The average sentence
length of MOH-X is the shortest among the four
data sets. (4) The TroFi6 (Birke and Sarkar, 2006)
is a verb metaphor detection dataset consisting of
sentences from the 1987-89 Wall Street Journal
Corpus Release 1 (Charniak et al., 2000). The aver-
age sentence length of TroFi is the longest among
the four data sets.

We first sampled the four data sets into four
new (S, qi, yj) triple data sets following the require-
ments of the reading comprehension paradigm. In
this paper, we focus on the VUA and TOEFI as the
evaluation data set. MOH-X and TOEFI are used
as auxiliary data sets to verify the performance
of our designed metaphor detector. We made ex-
ploratory data analysis on the data sets of VUA and
TOEFI. The label distribution of data sets is shown
in Figure 3.

Figure 3: Distribution of label categories.

There are more literal data in VUA and TOEFI
than metaphor data, indicating that both data sets
are unbalanced. Unbalanced data sets may affect
the performance of metaphor detectors. The dis-
tribution of the sentence length in the data set is
shown in Figure 4.

As we can see from Figure 4 that the distribution
of the sentence length distribution by both training

4https://catalog.ldc.upenn.edu/LDC2014T06
5http://saifmohammad.com/WebPages/metaphor.html
6http://natlang.cs.sfu.ca/software/trofi.html
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Figure 4: Sentence length distribution of different data
sets.

and test set are similar. Similarly, the distribution
of query word’s POS and its label in the data sets
are shown in Figure 5 and Figure 6. The most likely
POS of query words triggering metaphor in the two
data sets are verbs, nouns, and adjectives. We can
delete the triplet data of query words whose POS
are other than those POS as these query words are
few possibilities as a trigger metaphor.

Figure 5: The relationship between POS and label of
query words in VUA dataset.

Figure 6: The relationship between POS and label of
query words in TOEFI dataset.

4.2 Baselines
We use four baselines to compare the per-
formance of different metaphor detectors: (1)
Word2Vec+CNN+BiLSTM+Ensemble (Wu et al.,
2018) is the best model in the NAACL-2018
Metaphor Shared Task. The model is based on
a sequence tagging paradigm by using CNN and

Table 1: The value of the hyperparameters.

Hyperparameters Vaule
Sequencey length 128
Batches 16
Initial learning rate 1e-5
Dropout rate 0.2
Epochs 3
Cross-validation folds 10

BiLSTM as encoders, Word2Vec, POS tags and
word clusters as features, and it is further im-
proved performance through ensemble learning. (2)
ELMo+BiLSTM (Gao et al., 2018) is a metaphor
detection model based on classification and se-
quence labeling paradigm by using ELMo as fea-
ture representations, and BiLSTM as an encoder.
(3) Glove+ELMo+BiLSTM+Attention (Mao et al.,
2019) is a metaphor detection model based on
sequence tagging paradigm by using GloVe and
ELMo as feature representations, BiLSTM and at-
tention mechanism as encoders. To the best of our
knowledge, this model is the best among others in
the benchmark data sets. (4) BERT+BiLSTM (Mao
et al., 2019) is a metaphor detection model based on
the sequence labeling paradigm with BERT output
vector as the feature and BiLSTM as the encoder.

4.3 Data Preprocessing and
Hyperparameters Setting

Our evaluation metrics for metaphor detection tasks
are accuracy (A), precision (P), recall (R) and F1
measure (F1), which are the most commonly used
evaluation metrics for metaphor detection tasks.
We used the default hyperparameters of RoBERTa
(Liu et al., 2019) and estimated them by using a
grid search within a reasonable range. Each value
of the hyperparameters is shown in Table 1.

First, we preprocess the data into the triple for-
mat (S, qi, yj) required by the reading comprehen-
sion paradigm. We remove triples whose query
words are punctuation marks, and it was included
about 10% among the data. We use the Spacy7

framework to obtain the query word POS and FG-
POS features needed by the experiments. The pre-
training language model directly encodes the data
into dynamic word embeddings. The best model
parameter weight in the validation set is the final
model parameter weight. We divided the data into
two folds, training and verification sets consisting
of 90%and 10% of the data, respectively. We used
ten folds cross-validation throughout the experi-

7https://spacy.io
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ments.

4.4 Experimental results and Analysis

The results are shown in Table 2. Overall, we
can see that our metaphor detector (DeepMet) at-
tained at the best performance in each of the four
metaphor detection data sets. To verify the factors
that affect the performance of DeepMet, we con-
ducted ablation experiments on the model. The
results are shown in Table 3.

The experimental results show that FGPOS fea-
tures have a greater impact on the model than POS
features, which shows that the fine-grained POS
information provided by FGPOS features is better
than ordinary POS information. At the level of
the model structure, we also designed correspond-
ing ablation experiments. The experimental results
show that the influence of Transformer encoder
layer A on the model is greater than that of Trans-
former encoder layer B, which indicates that the
global text information extracted by Transformer
encoder layer A is better than local text information
extracted by Transformer encoder layer B. More-
over, the ensemble learning of DeepMet with dif-
ferent hyperparameters can also improve about a
3% in the F1 score.

From the experimental results of metaphor detec-
tion on four datasets, we can see that the metaphor
detection model based on the reading compre-
hension paradigm can achieve competitive results.
Global and local information and two POS features
are also helpful to improve the performance of the
model. Global and local information contains two
kinds of granularity context, which is helpful for
the model to extract different granularity text fea-
tures. FGPOS and POS contain two kinds of granu-
larity POS information, which give the model more
abundant query word features. POS features are
related to the POS of query words, which can cap-
ture implicit knowledge of the model. One reason
why DeepMet is better than the previous baseline
is that the reading comprehension paradigm can
model the nature of the metaphor comprehension
problem better, and the Transformer encoder works
well than that of general deep learning models such
as CNN and BiLSTM.

Moreover, metaphors are used less frequently
than ordinary words, and all of the experimental
data are unbalanced data sets, i.e., the number of
literal sentences are larger than those of metaphor
sentences. We thus introduced the metaphor pref-

erence parameter α to help the recall value of the
model. The results are shown in Figure 7.

Figure 7: Influence of metaphor preference parameter
α on model performance in VUA verb task test set.

As can be seen clearly from Figure 7, the recall
score can be improved by using lower α, while the
accuracy will be reduced if α is too small. Our
experiments show that the best F1 score can be
obtained by controlling the metaphor preference
parameter α to 0.2 or 0.3.

Through the experiments, we can conclude: (1)
Metaphor detection based on the reading compre-
hension paradigm is feasible, and we obtained com-
petitive results. (2) Ablation experiments indicate
that global information, local information, and POS
are helpful for metaphor detection. (3) In the cross-
validation stage, the introduction of metaphor pref-
erence parameter and model ensemble learning can
further improve the performance of the metaphor
detector.

4.5 Error Analysis
We analyzed the data which could not predict
correctly. The ambiguous annotation will make
our model incorrectly predict. For example, “The
Health Secretary accused the unions of ‘posturing
and pretending’ to run a 999 service yesterday”
(VUA ID: a7w-fragment01 29), in which the un-
derlined words are labeled as metaphors. Although
our model detects “accused” as the literal mean-
ing, it is difficult for even human to judge whether
“accused” is a metaphor or literal meaning. It is
also challenging to detect metaphors triggered by
multiple words. For example, “I stared at Jack-
son Chatterton , and at last sensed the drama that
lay behind his big calm presence.” (VUA ID: ccw-
fragment04 2095). In our model, the detection re-
sult of “big” is a false negative, and “drama that lay
behind his big calm presence” triggers metaphor
together. However, our model only questions one
word at a time, so it causes misjudgment that “big”
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Table 2: Performance of different models on different datasets. * indicates p<0.01 in two-tailed t-test, bold
indicates best result.

Model Dataset A P R F1
Word2Vec+CNN+BiLSTM+Ensemble VUA-verb - 60.0 76.3 67.2
ELMo+BiLSTM VUA-verb 81.4 68.2 71.3 69.7
Glove+ELMo+BiLSTM+Attention VUA-verb 82.1 69.3 72.3 70.8
BERT+BiLSTM VUA-verb 80.7 66.7 71.5 69.0
DeepMet VUA-verb 88.0 78.9 81.9 80.4*
Word2Vec+CNN+BiLSTM+Ensemble VUA-allpos - 60.8 70.0 65.1
ELMo+BiLSTM VUA-allpos 93.1 71.6 73.6 72.6
Glove+ELMo+BiLSTM+Attention VUA-allpos 93.8 73.0 75.7 74.3
BERT+BiLSTM VUA-allpos 92.9 71.5 71.9 71.7
DeepMet VUA-allpos 91.6 75.6 78.3 76.9*
DeepMet TOEFI-verb - 73.3 76.6 74.9
DeepMet TOEFI-allpos - 69.5 73.5 71.5
ELMo+BiLSTM MOH-X 77.2 79.1 73.5 75.6
Glove+ELMo+BiLSTM+Attention MOH-X 79.8 77.5 83.1 80.0
BERT+BiLSTM MOH-X 78.1 75.1 81.8 78.2
DeepMet MOH-X 92.3 93.3 90.3 91.8*
ELMo+BiLSTM TroFi 74.6 70.7 71.6 71.1
Glove+ELMo+BiLSTM+Attention TroFi 75.2 68.6 76.8 72.4
BERT+BiLSTM TroFi 73.4 70.3 67.1 68.7
DeepMet TroFi 77.0 72.1 80.6 76.1*

Table 3: Experimental results of ablation experiments. w/o indicates ablation of features or network structures.

Model Dataset A P R F1
DeepMet VUA-verb 88.0 78.9 81.9 80.4
w/o POS VUA-verb 86.0 76.7 76.8 76.7
w/o FGPOS VUA-verb 85.1 72.7 80.5 76.4
w/o Transformer Encoder Layer A VUA-verb 85.7 75.4 77.3 76.4
w/o Transformer Encoder Layer B VUA-verb 85.6 73.9 80.2 76.9
w/o ensemble learning VUA-verb 86.2 76.2 78.3 77.2
DeepMet VUA-allpos 91.6 75.6 78.3 76.9
w/o POS VUA-allpos 90.5 74.7 71.2 72.9
w/o FGPOS VUA-allpos 89.8 70.5 74.2 72.3
w/o Transformer Encoder Layer A VUA-allpos 90.2 73.2 71.2 72.2
w/o Transformer Encoder Layer B VUA-allpos 90.6 74.0 73.2 73.6
w/o ensemble learning VUA-allpos 90.5 73.8 73.2 73.5

is not a metaphor.

5 Conclusion and Future Work

This paper proposed a reading comprehension
paradigm for metaphor detection. According to this
reading comprehension paradigm, we designed an
end-to-end neural metaphor detector, which pro-
cesses global and local information of the text
through the transformer encoder, and introduces
two POS with different granularity as additional
features. Throughout the experiments on four
metaphor detection data sets, we found that the
model works well, and a competitive result is
achieved good performance in the second metaphor
detection sharing task. We also designed ablation
experiments to verify the influence factors of the
model and found that fine-grained POS and global
text information is more helpful to the metaphor

detection ability of the model.
There are a number of interesting directions for

future work: (1) Metaphor is a special figurative
language and we will extend our research methods
to other figurative languages such as metonymy,
simile, satire, and pun. (2) We will introduce lin-
guistic theory into our framework to make a deep
learning model more explanatory. (3) Through
error analysis, we find that the multiple words trig-
ger metaphor will affect the performance of the
metaphor detection model. We will consider the
multi-word question metaphor detection based on
the reading comprehension paradigm.
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Abstract

While mysterious, humor likely hinges on an
interplay of entities, their relationships, and
cultural connotations. Motivated by the im-
portance of context in humor, we consider
methods for constructing and leveraging con-
textual representations in generating humor-
ous text. Specifically, we study the capacity
of transformer-based architectures to generate
funny satirical headlines, and show that both
language models and summarization models
can be fine-tuned to regularly generate head-
lines that people find funny. Furthermore, we
find that summarization models uniquely sup-
port satire-generation by enabling the genera-
tion of topical humorous text. Outside of our
formal study, we note that headlines generated
by our model were accepted via a competi-
tive process into a satirical newspaper, and one
headline was ranked as high or better than 73%
of human submissions. As part of our work,
we contribute a dataset of over 15K satirical
headlines paired with ranked contextual infor-
mation from news articles and Wikipedia.

1 Introduction

Despite long-term interest in the foundations of hu-
mor, work to date in the NLP community on humor-
ous text has largely relied on surface-level features
(e.g., puns). We study employing richer contextual
representations to generate satirical news headlines,
which necessitate a balance between funniness and
topicality. While our particular focus is humor, our
methods are broadly applicable to tasks that require
reasoning over textual knowledge.

Consider the following satirical headline from
The Onion (TheOnion.com):

TC Energy Says Keystone Pipeline Failed Due To
Protestors Making It Lose Confidence In Itself

In addition to knowing the connection between fail-
ure and self-confidence, processing the humor of
this headline presupposes knowing (or inferring):

1. TC Energy Oversaw the Keystone XL
Pipeline.

2. The Keystone XL pipeline failed amid
protests.

Thus, satirical news requires an appreciation of a
real-world, non-funny context.

Existing literature on the psychology of humor
emphasizes the role of complex representations
and relationships (Morreall, 2016; Martin, 2010;
Attardo, 2001; Raskin, 1985; Attardo, 2014). Psy-
chologists have offered multiple theories of humor.
According to “Superiority Theory,” jokes hinge on
the power-relations between entities, while “Re-
lief Theory” ventures that humor releases conflict
between desires and inhibitions. “Incongruity The-
ory” sees humor as emerging from low-probability
juxtapositions between objects and events.

Regardless of the theoretical framework, mov-
ing from surface-level features to a deeper analysis
of humor requires an implicit calculus of entities,
their relationships, and even cultural connotations.
Recent NLP and NLG research has sought to ap-
ply psychological hypotheses to understand and
generate humorous text. J.T. Kao (2016) applied
the incongruity framework to analyze and predict
the funniness of puns, and found that puns rated
funnier tended to be more ambiguous. Building
on the aforementioned work, Yu et al. (2018) ap-
plied neural models to pun generation, and He et al.
(2019) found that puns could be procedurally cre-
ated by inserting low-probability (as determined
by a language model) homophones into non-funny
sentences.

Other related work has established style-transfer
and translation approaches for sarcasm generation.
For example, Mishra et al. (2019) introduced a
pipeline for converting an input sentence to a sar-
castic form by neutralizing its sentiment, translat-
ing it into strong positive sentiment, and then com-
bining it with a negative event. This pairing creates

40

https://doi.org/10.18653/v1/P17


Figure 1: Pipeline for retrieving real-world textual context for a satirical headline. The extracted context is com-
bined into a synthetic document, which is used as the input to a pretrained abstractive summarization model. The
pipeline extracts named entities from the lede of the satirical article. These named entities are queried on Wikipedia
and CNN. The results are then ranked by comparing their similarity to the original article across several metrics.
We task the model with decoding the original satirical headline.

an incongruity between the underling event and
sentiment expressed in the sentence. In contrast
to pun wordplay or sarcasm, satirical headlines re-
quire a significantly richer context. Therefore, we
explore satirical headlines as a testbed for humor
generation that leverages richer contextual features.

Recent work in satire has explored the curation
of corpora mapping from non-satirical to satirical
forms. West and Horvitz (2019) built a corpus
of unfunny headlines via a game that asks crowd-
workers to make minimal edits that render satiri-
cal headlines unfunny and then analyzed structural
differences between matched pairs of serious and
satirical headlines. Taking an alternative approach,
Hossain et al. (2019) introduced a corpus of news
headlines with one-word edits While both of the
aforementioned research efforts make inroads into
understanding the rules underlying satire, both of
the collected datasets are relatively small and cu-
rated. More importantly, both datasets do not con-
sider the broader context that forms the basis of the
joke.

Beyond puns and sarcasm, there has been little
research on the generation of humorous text. No-
table exceptions include Alnajjar and Hämäläinen
(2018), who apply evolutionary algorithms and a
master-apprentice approach to transform English
movie titles into “creative” titles related to Saudi
Arabia, and Winters et al. (2019) who automatically
extract schemas from ranked lists of one-liner jokes.
Rather than generation, the emphasis thus far has

been on humor classification and ranking. Work
by Shahaf et al. (2015) built classifiers to rank the
funniness of submissions to the New Yorker Maga-
zine caption contest, and Hossain et al. (2019) have
introduced a headline-editing evaluation task.

Raskin (2012) notes that both humor detection
and generation research have been hindered by “the
difficulty of accessing a context sensitive, com-
putationally based world model,” but that “such
difficulties are eliminated when the humor analy-
sis is done with a system capable of capturing the
semantics of text.” Our work follows the second
vein: we build on recent advances in contextual
embeddings and summarizing architectures to ex-
tract meaningful features from text, and leverage
them for conditional headline generation. We treat
the satire generation task as one of taking a real-
world text input, and generating a satirical headline
output.

We propose a novel approach (as detailed in Fig-
ure 1) wherein we first construct a dataset of real-
world context–satirical headline pairs in which the
context is constructed by procedurally retrieving
and ranking real-world stories, events and informa-
tion related to the entities that appear in the origi-
nal satirical headline. Then, we fine-tune BertSum,
a state-of-the-art abstractive summarization archi-
tecture pretrained on news corpora, to encode the
real-word context and generate the original satirical
headline.

Our contributions are as follows: (1) we intro-
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duce a novel approach for modeling satirical news
headlines as conditioned on a real-world context,
and an information retrieval pipeline for construct-
ing the real-world context for a given real satirical
headline; (2) we generate a dataset of more than
15K real-world context–satirical headline pairs for
conditional humor generation; (3) we formulate
satirical headline generation as an abstractive sum-
marization task, mapping from a real-world text
document to a humorous headline, and (4) we show
that both the language and summarization models
can be fine-tuned to generate headlines that people
find funny. We find that summarization models
best support satire generation by enabling humor-
ous text that is both coherent and topical.

The context-based model appears to capture as-
pects of a “humor transformation” that include
“edgy”/taboo topics and the satirical news register.
Additionally, our model appears to learn how to
mimic known principles of humor, including false-
analogy, and to use incongruous relationships be-
tween entities and ideas. We compare the context-
based approach to a context-free language model-
ing baseline. While the context-free approach can
produce funny results, we find that people rate the
context-based approach as generating funnier head-
lines. The context-based approach is also able to
generalize, and generate headlines for unseen news
contexts. Together, the results demonstrate that
summarization models, which provide rich textual
feature extraction, may offer important tools for
future work in computational humor.

In machine generation of humor, it is impor-
tant to control for the possibility that the humor is
emerging from amusing generation failures. Our
comparisons with non-satirical baselines evince
that, fortunately, annotators are laughing with our
model, not at it.

2 Our Approach

We now provide background on our methods.

2.1 Headline Representation

We model a satirical headline Si as a function of
an underlying latent joke Ji, which is, in turn, de-
pendent on real-word context Ci,

Si = HEADLINE(Ji), Ji = HUMOR(Ci).

The goal of satirical news generation is then to
map from context Ci to a satirical headline Si.

2.2 Retrieving Real World Context

Hossain et al. (2019) attribute the lack of progress
in computational humor research to “the scarcity
of public datasets.” In previous work, humans have
been an essential in the labeling of these corpora.
However, in the present work, we introduce an auto-
matic, scalable pipeline for recovering background
information for a satirical joke. We reconfigure
the problem of matching headlines to a context as
an unsupervised information retrieval task. The
flow of our pipeline is displayed in Figure 1. We
leverage the paradigm introduced by West and
Horvitz (2019) of translating from funny text (a
known satirical headline) to an unfunny related
document. However, we expand this mapping to
include a larger textual context.

In satirical headlines, the full “joke” may never
be explicitly stated. However, the first line in a satir-
ical article, referred to as the lede, contextualizes
the headline by providing a grammatical, extended
description and introducing named entities.

1. For a given satirical headline, we look up its
lede, the first sentence in the body of the orig-
inal satirical article.

2. We run the SpaCy Named Entity Recogni-
tion Tagger to extract named entities from the
lede (Honnibal and Montani, 2017).

3. We then query these named entities on the
news site CNN.com to retrieve contempora-
neous news content published the week that
the satirical article was written, along with
all paragraphs from those entities’ Wikipedia
entries.

The output of our pipeline (Figure 1) is a dictio-
nary that maps satirical headlines to a ranked list
of Wikipedia paragraphs and CNN news articles.
We then combine these results into an aggregate
text document to serve as fodder for training and
evaluating.

2.3 Building a Synthetic Document

To build our aggregate context document, we take
the first k sentences from the top n most relevant
ranked documents {d0, ..., dn−1}. This synthetic
document of retrieved entity text serves as the ap-
proximation of the real world context:

Ĉi = [d0; ...; dn−1] ≈ Ci.
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Once we have mapped every satirical headline to
a corresponding context, we then train our model
to approximate:

Ĉi �→ Si.

In other words, we train our summarization model
to encode the contextual representation, augment it
with pretrained embeddings, and then decode the
original satirical headline.

2.4 Datasets
We retrieve documents for 15199 satirical Onion
headlines.

To build our training and testing datasets, we
include the first four sentences from the top two
CNN articles and from the top three remaining
documents by rank. (This design biases our con-
textual document towards news content, when it is
available). We then trim these aggregate contexts,
which we refer to as synthetic documents, down
to approximately 512 tokens. We experimented
with several document-creation schemes, including
building a larger corpus by stochastically sampling
from the different text sources.

The resulting dataset comprises over document–
headline pairs. We employed human annotators
to confirm that our retrieved documents are regu-
larly relevant to the original satirical article. These
results are included in the Appendix (See A.1).

For our news-based context-free baseline model,
we used the roughly 10K real news headlines from
the Unfun.me corpus. As an additional baseline, we
trained the model on the 2758 unfunned-satirical
pairs provided in the corpus. Each satirical headline
had multiple “unfunned” candidates, so we ensured
that no such duplicates appeared in both the train
and test corpora.

We used an 85-15 train-test split for all satire
models.

2.5 Models
We leverage recent breakthroughs in document
summarization by employing the abstractive sum-
marization model introduced by Liu and Lapata
(2019)(Nallapati et al., 2016). The architecture is
state-of-the-art on the CNN-DailyMail Test.1 Their
architecture, BERTSum, augments BERT (Devlin
et al., 2018) (Bidirectional Encoder Representa-
tions from Transformers) with sentence embed-
dings to build document-level encodings. These

1https://paperswithcode.com/sota/
document-summarization-on-cnn-daily-mail

encoder embeddings are then fed to a Transformer
decoder (Vaswani et al., 2017). The BERTSum
encoder is then secondarily pretrained on an ex-
tractive summarization task before finally being
fine-tuned on an abstractive summarization task.
For our work, we fine-tuned a BERTSum model
pretrained for abstractive and extractive summa-
rization on 286K CNN and Daily Mail articles.

We settled on three main fine-tuning schemes,
which yielded three distinct context-based models.
For the Encoder-Weighted-Context (E-Context)
model, we trained the encoder and decoder with
learning rates of 0.002 and 0.02, respectively. For
the Abstractive-Context (A-Context) model, we
trained the network on contexts that had been pre-
processed by the pretrained abstractive summarizer.
For Decoder-Weighted-Context (D-Context), we
trained the decoder with a learning rate of 0.02, and
an encoder with learning rate 0.00002. For all mod-
els, we used batches of size 200, a warmup of 500,
and decayed the learning rate using the function
implemented by Liu and Lapata (2019).

We applied these varied schemes as a means
of exploring the relationship between learning a
new encoder representation and fine-tuning a new
‘satirical’ decoder atop the pretrained summariza-
tion encoder module. Additionally, we include the
abstractive approach to test the value of a more
concise document formulation.

For the context-free baselines, we fine-tuned
Hugging Face’s large GPT-2 model on the satir-
ical headlines in our corpus (Radford et al., 2019;
Wolf et al., 2019). We also fine-tuned the GPT-2
model on a corpus of 10K real news headlines from
the Unfun.me corpus.

3 Experimental Design

We tested our models by sampling headline genera-
tions and evaluating their quality via crowdsourc-
ing.

3.1 Satire Generation

We began by greedily generating headlines from
our baseline models: the GPT-2 context-free satire
model and the GPT-2 context-free news model.
Since language models only condition on the pre-
vious tokens in a sequence, generating diverse
outputs requires random sampling. However, we
found that common approaches (such as Top-k and
Top-p sampling) rapidly degraded headline quality.
Thus, from our validation set of 1955 satirical head-
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lines collected from The Onion, we extracted the
first two words from each headline, and used these
two words as prompts for greedy generation. For
the context-based modes, we generated headlines
by feeding in the synthetic documents from our test
set. In contrast to our language-model baselines,
our context-based model never sees any segment
of the original satirical headline.

3.2 Satire Generation Evaluation

We employed human annotators to evaluate the
performance of different models on the satire-
generation task. Workers on Amazon Mechanical
Turk answered three questions for every genera-
tion: (1) Is the headline coherent? (2) Does the
headline sound like The Onion? and (3) Is the
headline funny? To control for funniness induced
by incoherence, we instructed annotators to mark
all ‘incoherent’ headlines as not funny.

For each generated headline, we received three
unique annotations. To qualify, annotators must
have come from the United States, have had more
than 50 annotations approved in previous studies,
and have had an annotation approval rating higher
than 95%.

We had 750 headlines annotated for each model.
Labels were determined by majority agreement
(2/3+).

4 Results

This section describe the results of our evaluation.2

Table 1: Model Comparison

Model Coherence Onion Funny F | C

Onion (Gold) 99.5% 86.6% 38.2% 38.4%

Satire GPT-2 86.5% 57.7% 6.9% 7.9%

News GPT-2 89.2% 36.9% 2.4% 2.7%

D-Context 88.4% 58.8% 9.4% 10.4%

E-Context 80.2% 57.8% 8.7% 10.8%

A-Context 85.3% 54.9% 8.8 % 10.3%

2We excluded the model trained on the Unfun.me corpus,
as only 2.5% of its generations were rated as funny, and 64%
of generations were simply duplicates of the original input
context. The redundant generations likely resulted from the
small corpus size, and the significant word-overlap between
the ‘unfunned’ input and labels.

4.1 Quantitative Results

Table 2 contrasts the performance of the different
headline-generation techniques as rated by the an-
notators. Coherence, Onion and Funny columns
describe the majority vote among the three anno-
tators for the category. Column F |C contains the
probability of a headline being rated funny, given
that it is rated coherent. Because all funny an-
notations were also by default rated coherent, we
computed F |C by dividing the number of Funny
headlines by Coherent headlines.

We also collected annotations for original Onion
headlines, which we compared to the results for
each of our models. As expected, expert-generated
satirical headlines from The Onion perform best
on the Coherence, Onion and Funny metrics, as
well as F |C. In contrast, the news-based model
was judged as Coherent, but not rated well on the
humor-related metrics.

Importantly, the D-Context model achieved the
highest Funny rating among all models, followed
by the E-Context model. (The former had a Funny
score ∼ 4× that of the News GPT-2 baseline).
Additionally, the context-based models received
higher Funny scores than the Satire GPT-2 lan-
guage model (a 2% increase, approximately). This
delta is especially impressive given that the context-
free satirical language model was prompted with
the first two words of a true satirical headline.

These results support the claim that context-
based models more regularly produce funny gener-
ations than the context-free approaches. Addition-
ally, all satire-trained models substantially outper-
formed the News GPT-2 baseline, providing critical
evidence that the humor judgments are not simply
due to awkward machine-generated language, but
are a consequence of the fact that the models are
learning to generate coherent, humorous text.

While the D-Context was rated over 8% more co-
herent than the E-Context model, a smaller fraction
of the coherent generations are rated Funny. Our
examinations of these generations reveal that pri-
marily fine-tuning the decoder on satire may lead
to coherent, but more standardized generations that
are less conditioned on context. However, we mea-
sured the quantitative similarity of generations for
all context-based models to their input document
(See A.2), and found that all models produced gen-
erations that were as similar to their input document
as the original satirical headline.

We will now examine the patterns that character-
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ize these generations.

4.2 Qualitative Analysis

In our initial analyses of the characteristic behav-
iors of the models, we have observed a transforma-
tion from events referenced in the context into a
“newsy” register, the introduction of expressions of
uncertainty, sweeping generalizations, and incon-
gruous juxtapositions (see Figure 2).

The adoption of a newsy tone is readily ap-
parent; the model invents “studies” and “reports”
even when none are mentioned in the original con-
text. Additionally, common forms include “X an-
nounces/unveils Y ,” where X and Y are extracted
from the context, or are particularly polarizing
topics from The Onion corpus, like “abortion” or
“sex.”

The model also refers to general entities often
referenced by Onion writers. These include com-
mon satirical terms for everyday people, like ‘area
man.’ When the model employs these characters, it
tends to decode out more observational headlines,
like area man just wants to know what he ’s do-
ing, that are less related to the given context. Our
Decoder-Weighted-Model exhibited this behavior
more often.

The context-based generations also introduce ap-
parent “incongruities” in a variety of ways. For
example, the models catch the satirical news trick
of juxtaposing a ‘study’ with an unscientific remark.
For example: study finds americans should be more
obese by now. Another, most obvious example of
incongruity is the mention of absurd, yet contex-
tually relevant events (e.g. study finds majority of
americans still in oil spill).

However, the most fascinating cases are when
the reality articulated in the input context is in-
verted. For example, god admits he’s not the cre-
ator when the context very much states that He is.
Similarly, in Figure 2, we see scientists discover
that oil spills caused by natural causes, when the
context argues quite the opposite. This juxtaposi-
tion works as a humorous construction and suggests
that the model has latched onto something like a
general principle.

We submitted these two generated headlines,
along with others, to the Brown Noser1, Brown
University’s campus satirical newspaper:

• God Unveils New Line of Sex

1http://thenoser.com/

• U.S. Asks Pugs If they Can Do Anything

Staff writers rated the latter as high as or better
than 73% of writer submissions. Both were ac-
cepted for publication and express several aspects
of observed humor transformation captured by our
context-based models. The first juxtaposes newsy
language (for example, Unveils, New line of, U.S.)
with incongruous entities like ‘God’ and ‘Sex.’ The
second relates pugs to U.S. governmental affairs.
The latter article was published with an accompa-
nying article written by a human satirical writer
(See A.3).

4.3 Sensitivity Analysis

The latent space of Transformer-based archi-
tectures is fundamentally difficult to analyze.
However, our summarization approach gives us the
ability to probe the relationship between context
and output: We can perturb the input context and
examine the resulting change to the decoding
headline. Thus far, we have observed that our
model is less sensitive to changes to the context
in the form of adjectives or negations than it is to
changes in the entities. Additionally, key terms
in the context can activate certain headlines. For
example, mentions of the Royal family tend to
prompt the same original headline: Royal baby
born in captivity. However, in other instances,
the entire tone of the resulting headline can be
changed by single verb substitution. For example:

“harriet hall of science based medicine reviewed
the film in an article entitled ‘ does the movie fed
up make sense ? ’ . the film [makes/disputes]
the claim that drinking one soda a day will in-
crease a child’s chance of becoming obese by 60
%”

1. makes: study finds americans should be
more obese by now

2. disputes: study finds average american has
no idea how to get overweight

In both cases, the model introduced a fictional
study. However, the latter appears to capture the
uncertainty around the disputed claim that one can
become obese by drinking a soda. Future work
is necessary to explore the relationship between
context and output.
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Input: a creator deity or creator god [ often called the creator ] is a deity or god responsible for the
creation of the earth , world , and universe in human religion and mythology . in monotheism , the
single god is often also the creator . a number of monolatristic traditions separate a secondary creator
from a primary transcendent being , identified as a primary creator...
E-Context: god ’s name a big hit / god admits he ’s not the creator
D-Context: god ’s god calls for greater understanding of all the things
A-Context: god admits he ’s not a good person
Onion: Biologists Confirm God Evolved From Chimpanzee Deity
GPT-2 Satire: biologists confirm
GPT-2 News: biologists confirm human ancestor

Input: the jet propulsion laboratory is a federally funded research and development center and nasa
field center...on 26 november 2011 , nasa’s mars science laboratory mission was successfully launched
for mars ... the rover is currently helping to determine whether mars could ever have supported life ,
and search for evidence of past or present life on mars ...
E-Context: nasa announces plan to put down mars / nasa announces plan to hunt mars
D-Context: nasa launches new mission to find out what life is doing
A-Context: mars scientists successfully successfully successfully successfully
Onion: Coke-Sponsored Rover Finds Evidence Of Dasani On Mars
GPT-2 Satire: coke - a little too much
GPT-2 News: coke - the new ’dancing with the stars’

Input: the boston globe called for a nationwide refutation of trump’s ’dirty war’ against the news media,
with the hashtag enemy of none. more than 300 news outlets joined the campaign. the new york times
called trump’s attacks ’dangerous to the lifeblood of democracy...
E-Context: trump vows to destroy all his words / trump: ’ i ’m not the best guy in the world ’
D-Context: trump vows to destroy all the things he ’s doing
A-Context: trump : ‘ we ’re not going to let people know what it is ’
Onion: Trump’s Attacks On The Press
GPT-2 Satire: trump’sick and tired of hearing’ trump say
GPT-2 News: trump’sick of being in the middle of a fight’

Input: a 2014 study of the effects of the oil spill on bluefin tuna funded by national oceanic and
atmospheric administration...found that tuna and amberjack that were exposed to oil from the spill
developed deformities of the heart and other organs that would be expected to be fatal or at least
life-shortening . the scientists said that their findings would most likely apply to other large predator
fish and even to humans.. bp was guilty of gross negligence and willful misconduct . he described bp’s
actions as ’reckless ...
E-Context: study finds majority of americans still in oil spill
/ study finds majority of tuna spills now in danger of human suffering
D-Context: scientists discover that oil spills caused by natural causes
A-Context: report : bluefin fish may have been killed by fish
Onion: Shrimp Boat Captain Worn Out From Long Day Of Putting Human Face On Crisis
GPT-2 Satire: shrimp boat to be built in new york
GPT-2 News: shrimp boat sinks in gulf

Figure 2: A sample of documents (abbreviated) and resulting generations. These generations incorporate entities
from the context while maintaining Onion-like language. This includes irreverent, observational tone, and the
addition of frequently Onion corpus terms like “study” and “announces.” We also observed that generations could
invert facts expressed within the context (e.g. God admitting he is not the creator, or oil spills result from natural
causes). We observe the decoder-weighted model resorting to more casual, repetitive language (e.g. “all the
things...”).
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4.4 Topical Generation for News Stories
We can apply our model to novel news stories.
While all of our training headlines were collected
before COVID-19 was declared a pandemic in
March 2020, our model shows an ability to general-
ize to pandemic-related news stories and generate
topical headlines (Figure 3). We preprocessed the
beginning of CNN articles from April 2020 with
the pretrained BERTsum model to generate con-
cise abstracts, and then input these summaries into
our networks. Our models appear to condition on
these new contexts and generate related satirical
headlines.

Input: president donald trump doubled down on
an unproven therapy for the novel coronavirus .
without citing evidence , he said it’s a ”great ”
and ”powerful” anti-malaria drug ” . trump said
it ’ s

• trump doubles down on prescription drug
that can cause coronavirus

Input: questions over whether downing street
was fully transparent about the prime minister’s
health . but important issues risk overshadowing
the true picture of the uk’s struggle against coro-
navirus . the uk is on a similar, grim trajectory as
the uk is

• nation ’s love of coronavirus now a little
more complex

Input: president donald trump announced tues-
day he is halting funding to the world health
organization while a review is conducted . trump
said the review would cover the ” role in severely
mismanaging and covering up the spread of coro-
navirus ” . trump has sought to assign blame
elsewhere , including at the who and in the news
media

• world health organization unveils new “ ’
plan to cover up coronavirus

Figure 3: We preprocessed CNN articles from April
using the pretrained abstractive summarization model
provided by Liu and Lapata (2019). Our approach ap-
pears to generalize to these novel news contexts.

The resulting generations incorporate named en-
tities from the context, and embed them in a hu-
morous generation.

5 Future Work

We intend to further investigate the latent and em-
bedding spaces of our model, and hope to better
elucidate the neural-logic that transposes everyday
events into humorous language.

Additionally, our context-driven approach allows
us to examine the relationship between real-world,
input events, and the resulting satirical output. We
plan to continue probing this relationship, and to re-
fine our understanding of the processes underlying
our generations, and how their relationship to real-
world events can be interpreted within proposed
theories of humor, including the Script-Based Se-
mantic Theory of Humor (See A.4).

While we treat document retrieval as a prepos-
sessing step, we can also explore including retrieval
in end-to-end training, as employed by Guu et al.
(2020).

Lastly, we are fascinated by the potential for
leveraging other text-based contextual representa-
tions, ranging from alternative types of document
and longer-form text, to graph-encoded representa-
tions of events and entities. These approaches can
provide alternative blends of depth, concision, and
structure.

6 Conclusion

We introduced a methodology and formalization for
modeling satirical news headlines as conditioned
on a real-world context, and presented an informa-
tion retrieval pipeline for constructing that context.
We found that pretrained abstractive summariza-
tion models provide powerful feature extractors
atop these rich contextual representations. Con-
ditioning on such contextual documents enabled
the generation of topical satire that people deter-
mined to be funnier than headlines generated via
context-free methods. Additionally, we discovered
that the approach generalizes to new topics and
circumstances.

Moving beyond the focus on generating satir-
ical headlines, we believe that variations of our
approach are broadly applicable to tasks ranging
from information retrieval and dialogue to reading
comprehension. Our work provides further evi-
dence that neural architectures, augmented with
task-relevant contextual information, have the po-
tential to reason about sub-textual concepts, includ-
ing the subtleties of humor.
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A Appendices

A.1 Dataset Evaluation
We employed 62 annotators via Amazon Mechan-
ical Turk to evaluate the relevance of a sample of
our retrieved documents to the original satirical ar-
ticles. Annotators must (1) have come from the
United States, (2) have had more than 50 annota-
tions approved in previous studies, and (3) have an
annotation approval rating higher than 95%. We
evaluated the retrieved documents for 1500 of the
satirical headlines. For each article, we present
three different annotators with the satirical head-
line, lede and the top five retrieved documents from
our ranker, each trimmed to contain only the title
and the first three sentences of content. We asked
annotators to evaluate how “relevant” each context
document is relative to the satirical article, with
relevant being defined as either (1) the context doc-
ument covering the event discussed by the satirical
article, or (2) the context document provides useful
context to understand the satirical article. Table 2

Table 2: Top 5 Retrieved Document Relevance

Consensus Top 1 Top 2 Top 3 Top 4 Top 5

≥ 1 86.7% 96.3% 97.7% 98.5% 99.0%

Majority 48.3% 61.5% 69.1% 74.5% 80.7%

describes the result of the evaluation. The first row
indicates the percentage of all headlines where at
least one annotator considered one of the top n re-
trieved documents to be relevant. The second gives
the fraction of headlines where 2/3+ annotators

agreed that at least one of the top n retrieved docu-
ments was relevant to the original satirical article.

For approximately 80% of the headlines, a ma-
jority of annotators deemed at least one of the top
five retrieved documents to be relevant. For 99% of
headlines, at least one annotator believed that one
of the top five retrieved documents were relevant.
These results indicate our automatic pipeline sys-
tematically retrieves relevant articles. We believe
that we could further improve retrieval accuracy
via (1) filtering out satirical headlines less likely to
have contextual information (e.g. “Nervous New
Driver Going To Stick To Sidewalks Until He’s
More Confident”), (2) human labeling of the cor-
pus, and/or (3) training a reranker with human la-
bels on a subset of the corpus.

A.2 Generation Relevance to Context

To evaluate the extent to which our generations
incorporate the input context, we performed quanti-
tative evaluations of similarity. For each contextual
model, we computed the Jaccard index between
each headline in the test set and its corresponding
input context. We then normalized these scores by
the average Jaccard index between that headline
and every context. This metric captures similar-
ity to the specific context, relative to an arbitrary
context.

Table 3: Generation-to-Context Similarity

Model Normalized Jaccard (Avg.)

Onion 5.0
Summarizer 9.9
D-Context 6.2
E-Context 6.7
A-Context 6.0

Table 3 contains the generation-to-context sim-
ilarity score for each model. These values were
computed by tokenizing the headline and input,
stemming tokens, and filtering out stopwords.

Critically, we see that all models receive scores
significantly greater than 1. This result indicates
that the headlines are substantially more similar
to their input context than to an arbitrary one.
As expected, the pretrained summarization model
(with no satirical fine-tuning) receives the highest
generation-to-content similarity score. Addition-
ally, D-Context, which has an attenuated encoder
learning rate, is less contextually relevant than E-
Context.
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However, most notably, all models produce gen-
erations that are more relevant to the input context
than to the original satirical headline. These quan-
titative evaluations reveal that our architecture’s
generations are not only funny, but apt.

A.3 Satirical Newspaper Publication
After our headlines were accepted into the Brown
Noser’s April 2020 issue, Jacob Lockwood, an un-
dergraduate satirical writer, volunteered to write an
accompanying article (See Figure 4). We are en-
thusiastic about the potential for future AI–Human
satirical collaborations.

Figure 4: A satirical headline generated by our model
was published in the Brown Noser Satirical Newspaper,
and accompanied by an article written by a human satir-
ical writer. The article can be found here.

.

A.4 The Script-Based Semantic Theory of
Humor

The Script-Based Semantic Theory of Humor
(SSTH) (Raskin, 1985) provides a framework for
interpreting our model’s output. According to
SSTH, for a text to be “funny” it must satisfy the
following conditions:

1. The text is compatible, fully or in part, with
two different scripts.

2. The two scripts with which the text is compat-
ible are opposite in a special sense (Raskin,
1985).

Many of our generations exhibit these properties.
For example, consider the generated headline from
Figure 2:

God Admits He’s Not The Creator

Within this generation, there is at least one pos-
sible script opposition:

1. God as the divine creator (as described in the
context).

which opposes the script:

2. A person making an admission to the media.

These opposing scripts are related via the logical
mechanism of false-analogy: God is a famous en-
tity, and thus likely to appear in the news, but God
is also a deity, not a person, and is infallible (West
and Horvitz, 2019; Attardo and Raskin, 1991).

Consider another example generation:

Royal Baby Born in Captivity

With opposing scripts:

1. The royal baby is a human.

2. The baby is, like an animal, born into captiv-
ity.

These two scripts are again related through the
mechanism of false-analogy: The royal baby is a
baby, like an animal born in captivity. However,
the baby is human, making it unlikely to be born in
captivity.

It remains unclear whether our architecture is
explicitly modeling “opposing scripts” in its latent
space, or rather translating entities from the context
into headlines with Onion-style language. How-
ever, in either case, our approach is incorporating
contextual entities, using contextual information,
and generating text that imitates the properties of
humor.
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Abstract

Sarcasm is an intricate form of speech, where
meaning is conveyed implicitly. Being a con-
voluted form of expression, detecting sarcasm
is an assiduous problem. The difficulty in
recognition of sarcasm has many pitfalls, in-
cluding misunderstandings in everyday com-
munications, which leads us to an increas-
ing focus on automated sarcasm detection.
In the second edition of the Figurative Lan-
guage Processing (FigLang 2020) workshop,
the shared task of sarcasm detection released
two datasets, containing responses along with
their context sampled from Twitter and Reddit.

In this work, we use RoBERTalarge to detect
sarcasm in both the datasets. We further assert
the importance of context in improving the per-
formance of contextual word embedding based
models by using three different types of in-
puts - Response-only, Context-Response, and
Context-Response (Separated). We show that
our proposed architecture performs competi-
tively for both the datasets. We also show that
the addition of a separation token between con-
text and target response results in an improve-
ment of 5.13% in the F1-score in the Reddit
dataset.

1 Introduction

Sarcasm is a sophisticated form of speech, in which
the surface meaning differs from the implied sense.
This form of expression implicitly conveys the mes-
sage making it hard to detect sarcasm in a statement.
Since speech in sarcasm is dependent in context,
it is tough to resolve the speaker’s intentions un-
less given insights into the circumstances of the
sarcastic response. These insights or contextual in-
formation may include the speaker of the response,
the listener of the response, and how its content
relates to the preceding discourse.

∗Both authors contributed equally to the work.

Recognizing sarcasm is critical for understand-
ing the actual sentiment and meaning of the dis-
course. The difficulty in the recognition of sar-
casm causes misunderstandings in everyday com-
munication. This difficulty also poses problems
to many natural language processing systems, in-
cluding summarization systems and dialogue sys-
tems. Therefore, it is essential to develop auto-
mated sarcasm detectors to help understand the
implicit meaning of a sarcastic response.

The sarcasm detection shared task held at the sec-
ond edition of the Figurative Language Processing
(FigLang 2020) workshop proposes two datasets
from different social media discourse platforms
for evaluation. The first dataset contains user con-
versations from Twitter, while the second dataset
contains Reddit conversation threads. Both datasets
contain contextual information in the form of posts
of the previous dialogue turns. Their primary aim
is to understand the importance of conversational
contextual information in improving the detection
of sarcasm in a given response.

In this work, we explore the use of contextual-
ized word embeddings for detecting sarcasm in the
responses sampled from Reddit as well as Twitter.
We outline the effect of adding contextual informa-
tion, from previous dialogue turns, to the response,
for both the datasets. We further explore the impor-
tance of separation tokens, differentiating discourse
context from the target response while detecting
sarcasm.

2 Related Works

Davidov et al. (2010) approached the task of sar-
casm detection in a semi-supervised setting, in-
vestigating their algorithm in two different forms
of text, tweets from Twitter, and product reviews
from Amazon. Subsequently, González-Ibáñez
et al. (2011) explored this task in a supervised set-
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Figure 1: Architecture of our proposed approach.

ting, using SVM and logistic regression. They
also release a dataset of 900 tweets to the pub-
lic domain, entailing tweets containing sarcastic,
positive, or negative content. Moreover, there has
been significant work done to detect sarcasm in
a multi-modal setting, primarily including visual
cues. While Schifanella et al. (2016) proposed a
multi-modal methodology to exploit features from
both text and image, Cai et al. (2019) investigated
instilling attribute information from social media
posts to propose a model leveraging hierarchical
fusion.

Ghosh et al. (2018) investigated the use of
Long Short-Term Memory (LSTM) networks with
sentence-level attention for modeling both the re-
sponses under consideration and the conversation
context preceding it. They execute their models
on responses sampled from two social media plat-

forms, Twitter and Reddit. They concluded that
contextual information is vital for detecting sar-
casm by showing that the LSTM network mod-
eling the context and the response outperforms
the LSTM network that models only the target re-
sponse. This observation is in sync with other sim-
ilar tasks like irony detection, as highlighted by
Wallace et al. (2014), which claimed that human
annotators consistently rely on contextual informa-
tion to make judgments.

The use of other turns of dialogue as contextual
information has been explored well in previous
works. Bamman and Smith (2015) investigated
the use of “author and addressee” features apart
from the conversation context, but observed only a
minimal impact of modeling conversation context.
Oraby et al. (2017) investigated using “pre” and
“post” messages from debate forums and Twitter
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conversations to identify whether rhetorical ques-
tions are used sarcastically or not. They observe
that using the “post” message as context improved
the F1-score for the sarcastic class. Joshi et al.
(2016) showed that sequence labeling algorithms
outperform traditional classical statistical methods,
obtaining a gain of 4% in F1-score on their pro-
posed dataset.

The use of pre-trained contextual word repre-
sentations has been explored in multiple tasks in
NLP, including text classification. Recently re-
leased models such as BERT (Devlin et al., 2018)
and RoBERTa (Liu et al., 2020), exploit the use
of pre-training and bidirectional transformers to
enable efficient solutions obtaining state-of-the-art
performance. Pre-trained embeddings significantly
outperform the previous state-of-the-art in simi-
lar problems such as humor detection (Weller and
Seppi, 2019), and subjectivity detection (Pant et al.,
2020).

3 Approach

This section outlines the approach used to detect
sarcasm in the Reddit and Twitter datasets. Our
approach utilizes contextualized word embeddings
with three different inputs, as explained in the fol-
lowing paragraphs.

The use of pretrained contextualized word em-
beddings has been applied to achieve state-of-the-
art results for various downstream tasks (Devlin
et al., 2018; Liu et al., 2020). Devlin et al. (2018)
proposed BERT that leverages context from both
left and right representations in each layer of the
bidirectional transformer. The model is pretrained
and released in the public domain, and can be
trained in a simpler, yet efficient manner without
having to make significant architectural changes
for a specific task.

RoBERTa (Liu et al., 2020) is a replication
study of BERT, trained on a dataset twelve times
larger with bigger batches as compared to BERT.
RoBERTa makes use of larger byte-pair encod-
ing(BPE) vocabulary that helps to achieve better
results than BERT on various downstream tasks.
We use RoBERTalarge and finetune it for the task
using varying hyperparameters for different inputs.

We use the following three different types of
input to study the effect of context on the perfor-
mance of Robertalarge to detect sarcasm:

1. Response-only : Input containing only the
target response.

2. Context-Response : Input containing target
response appended to the related context (con-
taining previous responses).

3. Context-Response (Separated): Input con-
taining a separation token separating target
response from context (containing previous
responses).

Split/Dataset Reddit Twitter
Training 2.491 3.867
Testing 4.254 3.164

Table 1: The average number of contexts per post.

4 Experiments

4.1 Dataset

Two datasets containing an equal number of sarcas-
tic and non-sarcastic responses were sampled from
Twitter and Reddit by the authors of the shared
task. The Twitter dataset comprises 5, 000 English
tweets, and the Reddit dataset contains 4, 400 Red-
dit posts along with their context, which is an or-
dered list of dialogues. The sarcastic response,
present in both datasets, is the reply to the last
dialogue turn in the context list.

From Table 1, we infer that the dataset suffers
from a significant mismatch in the average number
of context responses between the training and test-
ing split. This mismatch is particularly evident in
the Reddit dataset, where the training split contains
1.71 times the number of contexts provided on av-
erage as compared to the testing split. We observe
a similar mismatch, in the opposite direction, with
the testing split containing 1.22 times the average
number of contexts as compared to the training
split. We argue that this mismatch in training and
test splits in terms of context lengths, adds a layer
of complexity to the problem. Consequently, we
use the last two dialogues as the context in the
Context-Response input and the Context-Response
(Separated) input.

4.2 Experimental Setting

In this subsection, we outline the experimental
setup for the sarcasm detection task and present
the results obtained on the blind test set. For exper-
iments, we used RoBERTalarge having 355M pa-
rameters with a 50, 265 vocabulary size. For valida-
tion, we trained and evaluated our model for three
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Input F1-score Precision Recall
Response-only 0.752 0.752 0.753
Context-Response 0.772 0.772 0.772
Context-Response (Separated) 0.771 0.771 0.771

Table 2: Experimental Results for the Twitter test dataset.

Input F1-score Precision Recall
Response-only 0.679 0.679 0.679
Context-Response 0.681 0.684 0.692
Context-Response (Separated) 0.716 0.716 0.718

Table 3: Experimental Results for the Reddit test dataset.

different inputs using a 90 − 10 train-validation
split.

We finetune RoBERTalarge with a learning
rate of 1 ∗ 10−5 for 3 epochs. We used a sequence
length of 50 for the Response-only input and 256
for the other two types of inputs, Context-Response
input and Context-Response (Separated) input. We
evaluate all our models on the following metrics:
F1 score, Precision-1 and Recall-1.

4.3 Results

In Table 2 and Table 3, we illustrate the effect
of adding contextual information to the target re-
sponse. We see an increase of 2.6% and 0.3% in
F1-score upon including previous contexts with the
response in the Twitter dataset and Reddit dataset
respectively.

We also investigate the effect of adding a separa-
tion token between contextual information and the
target response in the predictive performance of the
model. We observe a 5.13% increase in F1-score
in the Reddit dataset but a 0.1% decrease in F1-
score in the Twitter dataset. We observe a similar
pattern as the F1-score in both of its constituent
metrics of Precision and Recall.

5 Conclusion

This work presents the importance of context while
detecting sarcasm from responses sampled from
Twitter and Reddit. Our proposed architecture us-
ing three different inputs performs competitively
for both datasets showing that the addition of con-
textual information to target response improves the
performance of the fine-tuned contextual word em-
beddings for detecting sarcasm. We further show
that the addition of a separation token between
context and target response also performs com-

petitively, markedly showing an improvement of
5.13% in the F1-score of Reddit dataset. Future
works include exploring different contextual cues,
including user-specific attribute information and ex-
tending this hypothesis to other figurative speeches
like irony detection and humor detection.
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Abstract

Sarcasm is a form of communication in which
the person states opposite of what he actually
means. It is ambiguous in nature. In this pa-
per, we propose using machine learning tech-
niques with BERT and GloVe embeddings to
detect sarcasm in tweets. The dataset is prepro-
cessed before extracting the embeddings. The
proposed model also uses the context in which
the user is reacting to along with his actual re-
sponse.

1 Introduction

Sarcasm is defined as a sharp, bitter or cutting ex-
pression or remark and is sometimes ironic (Gibbs
et al., 1994). To identify if a sentence is sarcas-
tic, it requires analyzing the speaker’s intentions.
Different kinds of sarcasm exist like propositional,
embedded, like-prefixed and illocutionary (Camp,
2012). Among these, propositional requires the use
of context.

The most common formulation of sarcasm de-
tection is a classification task (Joshi et al., 2017).
Our task is to determine whether a given sentence
is sarcastic or not. Sarcasm detection approaches
are broadly classified into three types (Joshi et al.,
2017) . They are: Rule based, deep learning based
and statistical based. Rule based detectors are sim-
ple, they just look for negative response in a pos-
itive context and vice versa. It can be done us-
ing sentiment analysis. Deep learning based ap-
proaches use deep learning to extract features and
the extracted features are fed into a classifier to get
the result. Statistical approach use features related
to the text like unigrams, bigrams etc and are fed
to SVM classifier.

In this paper, we use BERT embeddings (Devlin
et al., 2018) and GloVe embeddings (Pennington
et al., 2014) as features. They are used for getting
vector representation of words. These embeddings

are trained with a machine learning algorithm. Be-
fore extracting the embeddings, the dataset also
needs to be processed to enhance the quality of the
data supplied to the model.

2 Literature Review

There have been many methods for sarcasm de-
tection. We discuss some of them in this section.
Under rule based approaches, Maynard and Green-
wood (2014) use hashtag sentiment to identify sar-
casm. The disagreement of the sentiment expressed
by the hashtag with the rest of the tweet is a clear in-
dication of sarcasm. Vaele and Hao (2010) identify
sarcasm in similes using Google searches to deter-
mine how likely a simile is. Riloff et al. (2013)
look for a positive verb and a negative situation
phrase in a sentence to detect sarcasm.

In statistical sarcasm detection, we use fea-
tures related to the text to be classified. Most
approaches use bag-of-words as features (Joshi
et al., 2017). Some other features used in other
papers include sarcastic patterns and punctua-
tions (Tsur et al., 2010), user mentions, emoti-
cons, unigrams, sentiment-lexicon-based features
(González-Ibáñez et al., 2011), ambiguity-based,
semantic relatedness (Reyes et al., 2012), N-grams,
emotion marks, intensifiers (Liebrecht et al., 2013),
unigrams (Joshi et al., 2015), bigrams (Liebrecht
et al., 2013), word shape, pointedness (Ptáček et al.,
2014), etc. Most work in statistical sarcasm de-
tection relies on different forms of Support Vec-
tor Machines(SVMs) (Kreuz and Caucci, 2007).
(Reyes et al., 2012) uses Naive Bayes and Deci-
sion Trees for multiple pairs of labels among irony,
humor, politics and education. For conversational
data,sequence labeling algorithms perform better
than classification algorithms (Joshi et al., 2016).
They use SVM-HMM and SEARN as the sequence
labeling algorithms (Joshi et al., 2016).
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For a long time, NLP was mainly based on sta-
tistical analysis, but machine learning algorithms
have now taken over this domain of research provid-
ing unbeaten results. Dr. Pushpak Bhattacharyya,
a well-known researcher in this field, refers to this
as “NLP-ML marriage”. Some approaches use
similarity between word embeddings as features
for sarcasm detection. They augment these word
embedding-based features with features from their
prior works. The inclusion of past features is key
because they observe that using the new features
alone does not suffice for an excellent performance.
Some of the approaches show a considerable boost
in results while using deep learning algorithms over
the standard classifiers. Ghosh and Veale (2016)
use a combination of CNN, RNN, and a deep neu-
ral network. Another approach uses a combina-
tion of deep learning and classifiers. It uses deep
learning(CNN) to extract features and the extracted
features are fed into the SVM classifier to detect
sarcasm.

3 Dataset

We used the twitter dataset provided by the hosts of
shared task on Sarcasm Detection. Initial analysis
reveals that this is a perfectly balanced dataset hav-
ing 5000 entries. There are an equal number of sar-
castic and non-sarcastic entries in it. It includes the
fields label, response and context. The label speci-
fies whether the entry is sarcastic or non-sarcastic,
response is the statement over which sarcasm needs
to be detected and context is a list of statements
which specify the context of the particular response.
The test dataset has 1800 entries with fields ID(an
identifier), context and response.

Most of the time, raw data is not complete and
it cannot be sent for processing(applying models).
Here, preprocessing the dataset makes it suitable to
apply analysis on. This is an extremely important
phase as the final results are completely dependent
on the quality of the data supplied to the model.
However great the implementation or design of the
model is, the dataset is going to be the distinguish-
ing factor between obtaining excellent results or
not. Steps followed during the preprocessing phase
are: (Mayo)

• Check out for null values - Presence of null
values in the dataset leads to inaccurate pre-
dictions. There are two approaches to handle
this:

– Delete that particular row - We will be
using this method to handle null values.

– Replace the null value with the mean,
mode or median value of that column
- This approach cannot be used as our
dataset contains only text.

• Tokenization and remove punctuation - Pro-
cess of splitting the sentences into words and
also remove the punctuation in the sentences
as they are of no importance for the given
specific task.

• Case conversion - Converting the case of the
dataset to lowercase unless the case of the
whole word is in uppercase.

• Stopword removal - These words are a set of
commonly used words in a language. Some
common English stop words are “a”, “the”,
“is”, “are” and etc. The main idea behind this
procedure is to remove low value information
so as to focus on the important information.

• Normalization - This is the process of trans-
forming the text into its standard form. For
example, the word “gooood” and “gud” can
be transformed to “good”, “b4” can be trans-
formed to “before”, “:)” can be transformed
to “smile” its canonical form.

• Noise removal - Removal of all pieces of
text that might interfere with our text anal-
ysis phase. This is a highly domain dependent
task. For the twitter dataset noise can be all
special characters except hashtag.

• Stemming - This is the process of converting
the words to their root form for easy process-
ing.

Both training and test data are preprocessed with
the above methods. Once the above preprocessing
steps have been applied we are ready to move to
the model development.

4 Methodology

In this section, we describe the methods we used
to build the model for the sarcasm detection.

4.1 Feature Extraction
Feature extraction is an extremely important fac-
tor along with pre-processing in the model build-
ing process. The field of natural language pro-
cessing(NLP), sentence and word embeddings are
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majorly used to represent the features of the lan-
guage. Word embedding is the collective name
for a set of feature learning techniques in natu-
ral language processing where words or phrases
from the vocabulary are mapped to vectors of real
numbers. In our research, we used two types of
embeddings for the feature extraction phase. One
being BERT(Bidirectional Encoder Representa-
tions from Transformers) word embeddings (De-
vlin et al., 2018) and the other being GloVe(Global
Vectors) embeddings (Pennington et al., 2014).

4.1.1 BERT embeddings
‘Bert-as-service’ (Xiao, 2018) is a useful tool for
the generation of the word embeddings. Each word
is represented as a vector of size 768. The embed-
dings given by BERT are contextual. Every sen-
tence is represented as a list of word embeddings.
The given training and test data has response and
context as two fields. Embeddings for both context
and response were generated. Then, the embed-
dings were combined in such a way that context
comes before response. The intuition to this being
that it is the context that elicits a response from a
user. Once the embeddings are extracted, the se-
quence of the embeddings were padded to get them
to the same size.

4.1.2 GloVe embeddings
The results given by BERT not being up to the mark
led us to search for a twitter specific embedding
and thus we chose GloVe embeddings specifically
trained for twitter. It uses unsupervised learning
for obtaining vector representation of words. The
embeddings given by GloVe are non-contextual.
Here we decided to choose GloVe twitter sentence
embeddings for training the models as it would
capture the overall meaning of the sentence in a
relatively lesser amount of memory. This generated
a list of size 200 for each input provided. Once the
sentence embeddings were extracted, the context
and the response were combined such that context
comes before response. Context embeddings were
generated independent of the response so that the
sentiment of response would not effect the senti-
ment of the context.

4.2 Training and Predictions

After extraction of the word embeddings, the next
step is to train these to build a model which can be
used to predict the class of test samples. Classifiers
like Linear Support Vector Classifier(LSVC), Lo-

gistic Regression(LR), Gaussian Naive Bayes and
Random Forest were used. Scikit-learn (Pedregosa
et al., 2011) was used for training these models.
Word embeddings were obtained for the test dataset
in the same way mentioned before. Now, they are
ready for predictions.

5 Reproducibility

5.1 Experimental Setup
Google colab with 25GB RAM was used for the ex-
periment, which includes extraction of embedding,
training the models and prediction.

5.2 Extracting BERT embeddings
We use the bert as a service for generating the
BERT embeddings. We spin up BERT as a service
server and create a client to get the embeddings.
We use the uncased L-12 H-768 A-12 pretrained
BERT model to generate the embeddings.

All of the context(i.e 100%) provided in the
dataset was used for this study. Word embeddings
for the response and context are generated sepa-
rately. Embeddings for each word in the response
is extracted separately and appended to form a list.
Every sentence in the context is appended one after
the other. The same is done for response embed-
dings. The embeddings of the context and that of
response fields are concatenated to get the final
embedding.

5.3 Extracting the GLOVE embeddings
We used genism to download glove-twitter-200 pre-
trained model. Embeddings for the response and
context are extracted separately. Sentences in the
given context are appended to form a single sen-
tence. Later we generate the sentence embeddings
for response and context separately. The context
embeddings and response embeddings are concate-
nated to generate the final embedding.

5.4 Training the model
We use the Scikit-learn machine learning library
to train the classifiers(SVM, Logistic Regres-
sion, Gaussian Naive Bayes and Random Forest).
Trained models are saved for later prediction. Us-
ing the saved models, we predict the test samples
as SARCASM or NOT SARCASM.

6 Results

The result was measured using the metric F-
measure. F-measure is a measure of a test’s ac-
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Classifier F-measure
Linear Support Vector Classifier 0.598

Logistic Regression 0.6224
Gaussian Naive Bayes 0.373

Random Forest 0.577

Table 1: Results with BERT embeddings excluding
context

Classifier F-measure
Linear Support Vector Classifier 0.616

Logistic Regression 0.630

Table 2: Results with BERT embeddings including
both context and response

curacy and is calculated as the weighted harmonic
mean of the precision and recall of the test (Zhang
and Zhang, 2009). Now, we discuss the results
obtained with BERT and GloVe separately.

6.1 With BERT

Among the classifiers mentioned in the previous
section, a good result was received from SVM and
logistic regression, with the latter giving the best
results. Table 1 shows the results of training the
classifiers only on the response and excluding the
context. Table 2 shows the results obtained with
BERT including the context. It is clear that taking
the context into consideration boosts the result.

6.2 With GloVe

The results for this approach gave much better re-
sults when compared to the BERT embedding ap-
proach. Also, GloVe was much faster than BERT.
Among the two classifiers logistic regression gave
the better results of the two. Table 3 shows the
results obtained with GloVe.

7 Conclusion

Sarcasm detection can be done effectively using
word embeddings. They are extremely useful as
they capture the meaning of a word in a vector rep-
resentation. Even though BERT gives contextual

Classifier F-measure
Linear Support Vector Classifier 0.679

Logistic Regression 0.690

Table 3: Results with GloVe embeddings including
both context and response

word representations i.e the same word occuring
multiple times in a sentence may have different vec-
tors, it didn’t perform to the mark when compared
to GloVe which gives the same vector for a word
occuring multiple times. However, this cannot be
generalized. It may depend on the dataset. Among
the classifiers, logistic regression always outper-
formed the other classifiers used in this study.
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Abstract

Automatic Sarcasm Detection in conversations
is a difficult and tricky task. Classifying an
utterance as sarcastic or not in isolation can
be futile since most of the time the sarcastic
nature of a sentence heavily relies on its con-
text. This paper presents our proposed model,
C-Net, which takes contextual information of
a sentence in a sequential manner to classify it
as sarcastic or non-sarcastic. Our model show-
cases competitive performance in the Sarcasm
Detection shared task organised on CodaLab
and achieved 75.0% F1-score on the Twitter
dataset and 66.3% F1-score on Reddit dataset.

1 Introduction

Sarcasm detection plays a crucial role in improving
the effectiveness of chatbot systems. Sentiment
classification systems can fail in the absence of
a robust sarcasm detection system. A sarcastic
sentence can express a negative sentiment even
with the presence of positive or neutral sentiment
words in that sentence. Hence, accurate detection
of sarcasm can take an artificially intelligent agent
closer to imitate human behaviour and enable it to
better understand true intentions and emotions of
humans (Joshi et al., 2018).

This paper represents work on the Sarcasm De-
tection shared task which is a part of the Second
Workshop on Figurative Language Processing, co-
located with ACL 2020. The shared task aims to
investigate and understand how much conversation
context is needed or helpful for Sarcasm Detection.
Two datasets, one of Reddit and the other of Twitter,
were provided for developing and testing multiple
sarcasm detection systems.

In this paper, we present our study on the effec-
tiveness of contextual information to decide if an

* Equal contribution.

utterance is sarcastic or not. For this, the baseline
models were first created using traditional machine
learning algorithms like logistic regression, SVM
etc. which were trained to classify utterances with-
out considering their contextual information. Se-
quence models like vanilla RNN and LSTM were
trained similarly. Then different types of word em-
beddings (ELMo and Glove) and sentence embed-
ding (DeepMoji) to capture emotional states in the
sentences were also experimented to detect incon-
gruities within the text. The latest state-of-the-art
transformer based models like BERT, XLNet and
RoBERTa were also used for classifying sentences
in isolation. Our investigations for creating systems
which can use the context information effectively in
a sequential manner led to the creation of our pro-
posed model, which showed decent performances
in both the test datasets.

2 Related Works

The evolution of various trends in Sarcasm detec-
tion research can be seen in (Joshi et al., 2017).
Sarcasm detection was initially performed using
rule-based approaches. (Riloff et al., 2013) pre-
sented rule-based classifiers that look for a positive
verb and a negative situation phrase in a sentence.
(Maynard and Greenwood, 2014) proposed using
hashtag sentiment as an indicator for sarcasm and
(Liu et al., 2014) introduced POS sequences and
semantic imbalance as features. Statistical feature-
based approaches were also used for this task e.g.
(Reyes and Rosso, 2012) introduced features re-
lated to ambiguity, unexpectedness, emotional sce-
nario, etc. to better capture situational dependen-
cies for the presence of sarcasm.

Machine learning algorithms were also used for
sarcasm detection. Majority of work in sarcasm de-
tection earlier relied on SVM ((Joshi et al., 2015);
(Tepperman et al., 2006); (Kreuz and Caucci,
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Dataset Train Test
Reddit 4400 1800
Twitter 5000 1800

Table 1: Dataset statistics.

2007); (Tsur et al., 2010); (Davidov et al., 2010)).
(Riloff et al., 2013) compared rule-based tech-
niques with an SVM-based classifier. (Reyes et al.,
2013) used Naive Bayes and decision trees for mul-
tiple pairs of labels among irony, humor, politics
and education. (Bamman and Smith, 2015) used
binary logistic regression for their work.

The importance of context information was first
presented in (Wallace et al., 2014) which described
their annotation study where annotators repeatedly
asked for context information to judge a text to be
sarcastic or not. Many times they changed their
previously given labels to a text after being shown
the context behind it. (Rajadesingan et al., 2015)
and (Bamman and Smith, 2015) tried to include
the author context by analysing the author’s past
tweets and sentiments. To consider the conversa-
tional context, (Wang et al., 2015) and (Joshi et al.,
2016) used a sequence labeling approach. (Wang
et al., 2015) also tried to use the topical context of a
text, since some topics are more likely to generate
sarcasm as compared to other topics.

Recent works in this domain include deep learn-
ing methods such as (Ghosh et al., 2018) included
several types of Long Short-Term Memory (LSTM)
networks that can model both, the conversation
context and the response. (Hazarika et al., 2018)
used CNNs to incorporate various contextual infor-
mation. (Potamias et al., 2019) used pre-trained
RoBERTa weights combined with an RCNN to
capture contextual information to detect sarcasm.

3 Data

The dataset used for this study was provided in
the shared task on Sarcasm Detection, organized at
Codalab. It included two separate datasets, Twit-
ter and Reddit, each of them having equal no. of
sarcastic and non-sarcastic responses. For each
response provided in the dataset, the conversation
context consists of an ordered list of previous dia-
logues. Table 1 shows the size of the train and test
sets of both the datasets. From Figure 1, we can
see that we have variable number of sentences in
the context set of responses, ranging from 2 to 20.

Figure 1: Context set size distribution. The x-axis
shows the size of context sets in both the training
datasets. The y-axis shows the percentage of data con-
taining that much context size.

4 Methods

We used three kinds of approaches to experiment in
this task. First, methods that classified utterances in
isolation were investigated. Then, approaches that
considered partial conversation context for classify-
ing texts were experimented. Finally, methods that
can potentially utilise the complete conversation
context information were looked into.

4.1 Baseline models

We experimented with traditional machine learning
based approaches like logistic regression, Naive
Bayes classifier, SVM etc. first for sarcasm detec-
tion by treating the response sentences in isolation.
Sequential models like RNNs can easily model a
sequential data hence, they are widely used in Nat-
ural Language Processing. Basic RNN and LSTM
variants were also used in experiments for this task.

4.2 Pretrained Networks

We used Deepmoji (Felbo et al., 2017) in order to
investigate the correlation between emotion and
presence of sarcasm in sentences. ELMo (Peters
et al., 2018) provides contextualized word represen-
tation where embeddings of each word is actually
a function of the entire sentence containing that
word. This may help in capturing local semantic in-
congruities within a sentence, which is an indicator
of sarcasm. Recently introduced transformer mod-
els like BERT (Devlin et al., 2019), XLNet (Yang
et al., 2019) and RoBERTa (Liu et al., 2019) have
given state-of-the-art results on various NLP tasks.
Experiments were performed with these models to
classify utterances as sarcastic or not-sarcastic.
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Figure 2: C-Net Architecture: Here, ‘n’ is the maximum size of the context set. Model-1, 2, 3... n+1 are BERT
(base-uncased) models which are trained separately on the response sentences, last sentence of context sets, second
last sentence of context sets and so on till the first sentence of context sets respectively. Probability values generated
by these n+1 models are used by the Fusion Layer to generate another probability value as output, which tells about
the possibility of sarcasm presence in the response.

4.3 C-Net

Sarcasm detection can be attributed to information
like emotional state, the topic of the conversation,
etc. which can be extracted from the conversation
context of an utterance. Manually annotating a
huge corpus of text data can be a tedious task. We
propose our model Contextual-Network (C-Net)
for Sarcasm Detection, which uses pseudo-labeling
to provide labels for the context sentences by giving
them the same label as the response sentence. This
is followed by a fusion layer as shown in Figure 2.
Training in this way helps in including the contex-
tual information in the model and therefore aid in
detecting situations that may lead to the occurrence
of a sarcastic sentence in the near future.

By using pseudo labels for training BERT on
context sentences, we assigned a score to each
context sentence. These scores told about the
probability of the conversation leading to a sar-
castic response, if that particular context sentence
was present in the conversation. This helped in
analysing how sarcasm generating situations build
up during conversations.

For this model, we used Simple Exponential
Smoothing (SES) in the fusion layer, which is a
time series forecasting method for univariate data
without a trend or seasonality. Forecasts produced
using exponential smoothing methods are weighted
averages of past observations, with the weights de-
caying exponentially as the observations get older.

The mathematical expression for Simple Expo-
nential Smoothing (SES) is given by
yt+1 = α(yt + (1− α)yt−1 + (1− α)2yt−2 + ...)

where α ∈ (0, 1) controls the rate at which the

influence of the observations at previous time steps
decays exponentially. Here yt−1, yt−2, and so on,
are scores predicted by Model 2, Model 3 and so
on till Model n+1 respectively. These scores are the
probability of the response being sarcastic if these
context sentences were present in the conversation
anytime before the response. yt is the probability
of response being sarcastic, predicted by Model
1. C-Net takes all these scores into consideration
and gives the final output value yt+1, as shown in
Figure 2. In this way the method is capable of
handling the complete context set.

Hence, generating probability values by giving
pseudo-labels to context sentences and combining
those values using simple exponential smoothing
helps in making a more accurate prediction of sar-
casm in conversation.

5 Implementation

5.1 Methods using response only

The training datasets were split into a 90% train-
ing set and 10% validation set. We used Fastai
tokenizer for pre-processing the datasets and then
applied various basic machine learning algorithms
for sentence classification. We also used the torch-
text library and spacy tokenizer to pre-process the
dataset before using Vanilla RNN and bidirectional
LSTM models. Both the models were trained for
10 epochs.

We used transformer architectures available
within the Huggingface’s transformers library and
trained them using Gradual Unfreezing and Slanted
Triangular Learning Rates (Howard and Ruder,
2018). The learning rate for the last layer was
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Method Twitter Reddit
Response Only Set
Logistic Regression 0.685 0.622
Naive Bayes 0.673 0.626
SGD Classifier 0.668 0.626
XGBoost 0.672 0.617
SVM 0.632 0.334
Vanilla RNN 0.478 0.463
Bi-LSTM 0.497 0.481
DeepMoji 0.679 0.633
ELMo 0.684 0.544
ELMo+DeepMoji 0.681 0.518
XLNet (base-cased) 0.712 0.598
BERT (base-uncased) 0.733 0.671
RoBERTa (base) 0.680 0.678
Fixed Context Set
C-Net+LR 0.747 0.650
C-Net+SES 0.750 0.663
Complete Context Set
Time-stamping 0.710 0.500

Table 2: Results on test datasets (F1-scores)

1e-4 and for other layers, it was 1e-5. The batch
size used was 16 and the model was trained with
half-precision settings on 16 GB GPU.

Pre-trained torchMoji was used to generate 2304
dimensional sentence encoding for each response
sentence. Using ELMo we obtained 1024 dimen-
sional word vectors. The sentence vectors for
each response was obtained by averaging the word-
vectors. We also concatenated the ELMo represen-
tation of each response sentence with the DeepMoji
representation of the same sentence to make the
sentence representations richer. Then we applied
logistic regression to classify the sentence repre-
sentations obtained by the above-said approaches.

5.2 Methods using fixed context set

We observe that two fixed context utterances are
always available for each response in both the
datasets. Thus, we create a C-Net with 3 mod-
els. Model 1 uses response, Model 2 uses the latest
context and Model 3 uses the second latest context.
For the training of each model, the output target is
the label of response. Thus, we train each model in
the lieu of detecting sarcasm in response.

As we see in Figure 2, the fusion layer works on
the probability values generated by the BERT (base-
uncased) models to give an output. The fusion layer
can be either a Logistic Regression or a Simple

Exponential Smoothing model. Since the sequence
of dialogues in a conversation matters in deciding
the polarity or emotion of future dialogues, simple
exponential smoothing was used to take advantage
of the sequential nature of the dataset.

5.3 Method using complete context set

In order to include the complete context set for
training, we used Timestamping to preserve the
sequence of sentences. In this method, two bert-
base-uncased models were trained separately on
the response only set and all the context sentences.
Also, for all the context sentences, a special marker
was concatenated at the end which would make
the model aware of the position of that sentence in
a conversation. Output probabilities by these two
models were used to get label for the response.

6 Reproducibility

To reproduce the best results mentioned in this pa-
per, C-Net with SES should be used, utilising the
two latest context sentences associated with each
response. The pre-trained BERT (base-uncased)
model, provided in the transformers library by Hug-
gingface (Wolf et al., 2019), was trained similarly
as mentioned in the implementation section us-
ing the fastai library (Howard and Gugger, 2020).
While fine-tuning BERT on response sentences, the
learning rates used were ranging between 1e-5 to
1e-4. But while training on Context sentences, the
learning rates used were ranging between 1e-6 to
1e-5. The optimum parameter α for SES was found
out from the training set with a grid search. In our
experiments, it was found out that the value 0.395
for α best fits the Twitter training data and 0.2 best
fits the Reddit training data.

7 Results

From Table 2, it can be seen that the BERT clas-
sifier performed the best on Twitter dataset and
RoBERTa model performed the best on the Red-
dit dataset when compared to all methods over re-
sponse only set. Overall, the C-Net model gave the
best results as compared to all the approaches on
the twitter test dataset.

The results in the case of C-Net for both the
fusion methods (LR and SES) are better as com-
pared to the results of the BERT classifier trained
only on response in the twitter data. However,
this is not true for the Reddit dataset. The BERT
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and RoBERTa model trained only on response sen-
tences in the Reddit dataset performed better as
compared to the C-Net approach. This is counter-
intuitive as per the theory that context information
helps in sarcasm detection. However, it’s possi-
ble that the Reddit response-only dataset contains
many flags for sarcasm, which are also present in
the large dataset the models were pre-trained with.
Further pre-training of the models on the target
Reddit and Twitter dataset may further improve the
results.

8 Conclusion

In this paper, we compared the performances of
various approaches for the Sarcasm Detection task.
We experimented with traditional machine learn-
ing based approaches, and the latest state-of-the-
art transformer architectures. The results obtained
show that our proposed model, C-Net, has the po-
tential to effectively use the conversation context
of an utterance to capture the sarcastic nature of a
conversation.

The variable number of context sentences for
each response sentence makes it difficult to capture
the long range dependency. Hence, as future work,
approaches that can effectively deal with variable
context set size can be investigated.
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Abstract

Sarcasm is a type of figurative language
broadly adopted in social media and daily con-
versations. The sarcasm can ultimately alter
the meaning of the sentence, which makes
the opinion analysis process error-prone. In
this paper, we propose to employ bidirec-
tional encoder representations transformers
(BERT), and aspect-based sentiment analysis
approaches in order to extract the relation be-
tween context dialogue sequence and response
and determine whether or not the response is
sarcastic. The best performing method of ours
obtains an F1 score of 0.73 on the Twitter
dataset and 0.734 over the Reddit dataset at the
second workshop on figurative language pro-
cessing Shared Task 2020.

1 Introduction

We are living in the age of social media. Many
consider it as a revolution. Social media creates
a variety of new possibilities; for instance, today,
people can express their thought with just a tap
of a finger. In the twitter platform, people are
twitting around 500 million tweets per day, and
it is estimated that over 2.8 million comments are
posted on the Reddit every single day. This vast
amount of data present an enormous opportunity
for businesses, and researchers alogn with a signifi-
cant number of challenges. Many companies and
researchers have been interested in these data to
investigate the opinion, emotions, and other aspects
of them.

The usage of informal language and noisy con-
tent within social media presents many difficulties
toward the opinion and emotion analysis problems.
One of the main challenges in this criteria is the
appearance of figurative language such as sarcasm.
The sarcasm can alter the meaning of the sentence
ultimately, and consequently, make the opinion

analysis process error-prone. For instance, criti-
cism may use positive words to convey a negative
message. In recent years there was a growing trend
to address the Sarcasm Detection problem among
Natural Language Processing (NLP) researchers.
Many approaches tackle the Sarcasm Detection
problem by considering contextual information, in-
stead of using utterance solely. For instance, Bam-
man and Smith (2015) utilized author context along
with the environment and audience context, and
Mishra et al. (2016) used cognitive features, Ghosh
et al. (2018) made use of conversational context.

The Sarcasm Detection shared task1 is aimed
to detect sarcasm based on the conversation con-
text. Given the current utterance and conversation
history, the models are expected to decide if the
utterance is sarcastic or not. We test our models
on the dataset from both Twitter and Reddit. Both
utterance and the conversation history have been
used as input. We applied the transformer-based
model and adopted aspect-based sentiment analysis
approaches to address the problem.

The remnant of this paper is organized as fol-
lows: Section 2 reviews related work. Section
3 describes the datasets. Section 4 explains our
methodology. Section 5 shows the results of each
dataset in detail. Lastly, section 6 provides conclu-
sions and our plans for future research.

2 Related works

There have been several attempts to solve the
Sarcasm Detection problem with rule-based ap-
proaches. Bharti et al. (2015) presented two rule-
based classifiers for two different types of tweet
structure, the first one used to detect sarcasm in
tweets that have a contradiction between negative
sentiment and positive situation. The second clas-
sifier applied to tweets that start with interjection

1https://competitions.codalab.org/competitions/22247
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words. The former classifier applied parsed-based
lexicon generation to identify phrases that display
sentiment, and indicate the sarcastic label when-
ever a negative phrase occurs in a positive sentence.
The latest classifier used interjections and inten-
sifiers that occur together in order to predict sar-
casm. Maynard and Greenwood (2014) suggests
that hashtag sentiment is an essential symbol of
sarcasm, and authors often used hashtags to empha-
size sarcasm. They propose the tweet is sarcastic
whenever the hashtags’ sentiments do not agree
with the rest of the tweet.

Besides the requirement for in-depth knowledge
of the domain and much manual work, rule-based
methods are usually not the best performers in
terms of prediction quality. Because of the high
cost of the rule-based methods, many researchers
put there focus on machine learning approaches.
Different types of models and features have been
adopted to tackle this problem. Mukherjee and
Bala (2017) addressed the problem in both super-
vised and unsupervised settings. They utilized
Naı̈ve Bayes as a classifier and C-means cluster-
ing, which is one of the most widely used fuzzy
clustering algorithms. Joshi et al. (2016) adopted
a sequence labeling techniques (SVM-HMM and
SEARN) and indicated that sequence labeling al-
gorithms outperform the classification algorithms
in conversational data.

With the development of computational hard-
ware and deep learning in recent years, many deep
learning methods have been proposed to address
the sarcasm detection problem. Amir et al. (2016)
proposed a Convolutional Neural Network-based
architecture that jointly learns and exploits embed-
dings for the users’ content and utterances. Ghosh
and Veale (2016) used the complication of the Con-
volutional Neural Network and Recurrent Neural
Network. They used two layers of Convolutional
Neural Network, followed by two layers of Long
Short-Term Memory(LSTM). The output of LSTM
layers fed to a Fully Connected Neural Network in
order to produce a higher-order feature set. Diao
et al. (2020) proposed a novel multi-dimension
question answering network in order to detect sar-
casm. They utilized conversation context informa-
tion. A deep memory network based on BiLSTM
and attention mechanisms have been adopted to
extract the factors of sarcasm.

3 Dataset

Two corpora were used in Sarcasm Detection
shared task, which both of them are balanced. The
Twitter corpus consists of 5000 data samples for
the train and 1800 for the test set. On the other
hand, Reddit corpus contains 4400 data samples
for the train and 1800 for the test set. Training
datasets have four columns:

• ID: a unique identifier for each data sample

• Context: an ordered list of dialogues

• Response: reply to the last post or tweet of
Context dialogues

• Label: indicate wheter the responce is sarcas-
tic or not

Figure 1 shows the distribution of dialogue turns
in each dataset.

Figure 1: distribution of dialogues turns.

Moreover, we used a balanced dataset proposed
at (Khodak et al., 2017) with 1 million data samples
over Reddit comments as an additional dataset.

4 Methodology

In this section we describe models and technquies
that we used to address sarcasm detection problem.

4.1 Preprocessing

Hashtag segmentation: the hashtag is a type of
metadata used on social media starting with a num-
ber sign, #, which helps users find messages with
the same topic. We apply word segmentation on
hashtags, for example ’#BlackHistoryMonth’ is
segmented as ’Black History Month.’

Misc.: We removed all of the @USER mentions
and <URL> tags.
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4.2 Word Embedding:

GloVe (Pennington et al., 2014) is an unsuper-
vised method for extracting word vector represen-
tation for our raw data. We also employed Fast-
text(Mikolov et al., 2018) embedding because they
are derived from character n-gram and thus are use-
ful for misspelled words and social media contents.

4.3 Models:

NBSVM: We used the NBSVM model intro-
duced by Wang and Manning (2012), which is a
combination of Naı̈ve Bayes and support vector
machine, and is known as an excellent baseline for
many NLP tasks. As input, we utilized the TF-IDF
matrix with character n-gram features with n-gram
range from 2 to 6. We applied this method over
both datasets. Also, we tried different input data
for the NBSVM model. The different combinations
of ’response’ column, ’context’ column have been
used as input.

BERT: Bidirectional Encoder Representation
from Transformer (BERT) (Devlin et al., 2018) was
released by the Google research team and achieved
state of the art in many NLP tasks. BERT is pre-
trained on a huge corpus of data sources. As input,
we experiment with the ’response’ column solely,
’context’ column solely, and the concatenation of
’context’ and ’response’ column. We trained the
model with three epochs, a batch size of 8, and
a learning rate of 2e-5. For maximum sequence
length, the 128 yield best result.

BERT-SVM: We used logits from the final layer
of BERT as input for a support vector machine
model with a linear kernel. We trained the model
with three epochs, a batch size of 8, and a learning
rate of 2e-5. For maximum sequence length, the
128 yield best result.

BERT-LR: We used logits from the final layer
of BERT as input for a logistic regression model.
We trained the model with three epochs, a batch
size of 8, and a learning rate of 2e-5. For maximum
sequence length, the 128 yield best result.

XLNET: XLNet (Yang et al., 2019) is a gener-
alized autoregressive pretraining method. Since
it outperforms BERT on 20 different NLP tasks,
we train this method over the Reddit dataset. We
trained the model with three epochs, a batch size
of 8, and a learning rate of 2e-5. For maximum
sequence length, the 128 yield best result.

Bi-GRU-CNN+BiLSTM-CNN: CNN is suit-
able for detecting patterns, and by changing kernel
sizes, it also can detect different patterns regardless
of their positions. RNN is a sequence of network
blocks linked to each other, and each of them passes
a message to the next one, this feature enables the
network to demonstrate dynamic temporal behav-
ior for a time sequence. We employ a neural net-
work architecture built on top of a concatenation of
glove embedding and the fastText embedding, both
of them with 300 dimensions. Then, the network
splits into two parallel parts. The first part com-
bines a bidirectional gated recurrent unit (GRU)
with 128 hidden units and a convolutional layer
with a kernel size of 2 and 64 hidden units. The
second part combines a BiLSTM with 128 hidden
units and a convolutional layer with a kernel size
of 2 and 64 hidden units. Finally, we concatenate
global max pooling and global average pooling of
parallel parts and feed them to a dense layer and
then through a softmax layer for the classification
purpose.

After reviewing some aspect-based sentiment
analysis methods, we found some similarities be-
tween these models and sarcasm detection prob-
lems, so we attempted to change aspect-based sen-
timent analysis and adapt it sufficiently to address
the Sarcasm Detection problem. For all the follow-
ing models, the number of training epochs has been
set to 10.

IAN: IAN (Ma et al., 2017) has two attention
layers that learn context and target interactively
and make representation for both separately. We
replace the context of the ABSA with the last
dialogue in the ’context’ column of the sarcasm
datasets and target with the ’response’ column. We
utilized 300 hidden units for both LSTM and atten-
tion parts. We run this method on both datasets.

LCF-BERT: LCF-BERT (Zeng et al., 2019) is a
method based on multi-head self-attention, it em-
ploys context features dynamic mask (CDM) and
context features dynamic weighted (CDW) layers
along with a BERT-shared layer to extract long-
term internal dependencies of local context and
global context in aspect-based sentiment classifica-
tion problem. We alter the model input so it can
perform on the sarcastic dataset. As input, we used
’response’ and the last dialogue in the ’context’ col-
umn. The BERT-base-uncased with a maximum
sequence length of 80 has been used as a BERT-
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shared layer.

BERT-AEN: AEN-BERT (Song et al., 2019) is
another method proposed for the aspect-based sen-
timent classification that we borrowed for this task.
This method introduces an attentional encoder net-
work as a solution for the RNN problem with long-
term pattern recognition. It also applies a BERT-
base-uncased pre-trained model with a maximum
sequence length of 80. We also used hidden units
of 300 for the attention part. We modify the model
input so it can work on the sarcastic dataset. As
input, we used ’response’ and the last dialogue in
the ’context’ column.

5 Results

On twitter corpus, the performance of NBSVM
as a simple model is quite impressive. As long
as the data is from social media and might con-
tain informal and misspelling content using charac-
ter n-gram TFIDT matrix can yield excellent per-
formance. As features, we used different combi-
nations of ’response’ column, ’context’ column.
However, taking the ’response’ column as a fea-
ture solely produced the best result. We also test
models with and without preprocessing steps. How-
ever, adding the preprocessing step did not show
a significate change in the results. As expected,
BERT achieved the second-best position on the
scoreboard. We used a different set of features, but
again using the ’response’ column solely scored
the best among others. Furthermore, LCF-BERT,
which is an aspect-based sentiment classification
method, scored the best on the Twitter dataset be-
cause aspect-based sentiment classification meth-
ods consider input data as two different sections
and try to learn them interactively. The complete
results with more details are shown in Table. 1.

Method Score
Base-line
NBSVM 0.691
Transformers
BERT-base-cased 0.726
Bi-GRU-CNN+BiLSTM-CNN 0.660
Aspect-based
LCF-BERT 0.730
IAN 0.648
BERT-AEN 0.651

Table 1: Models performance over Twitter dataset

Unlike our experience on the Twitter dataset,
NBSVM did not perform well on the Reddit dataset.
It appears that the Reddit dataset is more compli-
cated and challenging than twitter. However, using
an additional dataset, around 1 million data points,
boosted the NBSVM result around 7 percent. For
NBSVM, we used the same feature as it was used
for the twitter dataset. BERT performance was the
best on this dataset, regardless of additional data.
For BERT-SVM and BERT-LR, we only utilized
the ’response’ column as input. Moreover, for XL-
Net, we used the ’response’ column with 100,000
random data points from the additional dataset. Fur-
thermore, for the aspect-based sentiment analysis
models, we used the last dialogue ’context’ column
and ’response’ column as our input. The complete
results with more details are shown in Table. 2.

Method Score
Base-line
NBSVM 0.675
Transformers
BERT-base-cased 0.734
BERT-SVM 0.647
BERT-LR 0.649
Bi-GRU-CNN+BiLSTM-CNN 0.660
XLNet 0.698
Aspect-based
IAN 0.502
BERT-AEN 0.612

Table 2: Models performance over Reddit dataset

6 Conclusion

Our proposed methods ranked 5 out of 37 groups
for the Reddit dataset and ranked 25 out of 36 for
the Twitter dataset. This result shows the strength
of the BERT pre-trained model on sarcasm detec-
tion and its combination with aspect-based sen-
timent analysis models, which take data as two
separate parts and learn them interactively. Also,
additional data can improve performance slightly
better. It is noteworthy to mention that NBSVM
performance as a simple baseline with the TFIDF
matrix with character n-gram was quite impres-
sive. For future work, a combination of contextual
and character-based embedding could lead to better
performance. Moreover, since social media con-
tent usually contains misspelling and informal data,
more complicated preprocessing techniques like
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social media content normalization might be more
helpful than proposed techniques.
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Abstract 

Sarcasm analysis in user conversion text is 

automatic detection of any irony, insult, 

hurting, painful, caustic, humour, vulgarity 

that degrades an individual. It is helpful in 

the field of sentimental analysis and 

cyberbullying. As an immense growth of 

social media, sarcasm analysis helps to 

avoid insult, hurts and humour to affect 

someone. In this paper, we present 

traditional Machine learning approaches, 

Deep learning approach (RNN-LSTM) 

and BERT (Bidirectional Encoder 

Representations from Transformers) for 

identifying sarcasm. We have used the 

approaches to build the model, to identify 

and categorize how much conversion 

context or response is needed for sarcasm 

detection and evaluated on the two social 

media forums that is Twitter conversation 

dataset and Reddit conversion dataset. We 

compare the performance based on the 

approaches and obtained the best F1 

scores as 0.722, 0.679 for the Twitter 

forums and Reddit forums respectively. 

1 Introduction 

Social media have shown a rapid growth of user 

counts and have been object of scientific and 

sentiment analysis as in (Kalaivani A and 

Thenmozhi D, 2018). Sarcasm occurs frequently 

in user-generated content such as blogs, forums 

and micro posts, especially in English, and is 

inherently difficult to analyze, not only for a 

machine but even for a human. Sarcasm Analysis 

is useful for several applications such as 

sentimental analysis, opinion mining, hate speech 

identification, offensive and abusive language 

detection, advertising and cyber bullying.  

(Debanjan Ghosh et al., 2018) performed to 

identify how much context is needed to find the 

conversion context is sarcastic or not and 

analysed the verbal irony tweets using LSTM 

with more different attention mechanism and still 

facing the problem with the usage of slangs, 

rhetorical questions, usage of numbers and usage 

of non-vocabulary tweets. In recent years, several 

research works are performed in sarcasm 

detection in the Natural Language Processing 

community (Aditya Joshi at el., 2017). 

In Figurative Language 2020 Task 2: shared 

task on sarcasm detection in social media forums. 

It focuses to identify the given conversion text is 

sarcastic or not and find how much context is 

helpful for sarcasm identification have modelled 

either the given instance may be isolated or 

combined. It focuses on two social media forums 

that are Twitter conversion dataset and Reddit 

conversion dataset (Khodak et al., 2017). For both 

the datasets, the organizer provides the context 

and response that is the response is reply to the 

context and the context is a full dialogue 

conversation thread. The computational task is to 

detect and identify the sarcasm and to understand 

how much conversation context is needed or 

helpful for sarcasm detection. 

The challenges of this shared task include: a) 

small dataset is hard to train the complex models; 

b) the characteristics of the language on social 

media forums difficulties such as non-vocabulary 

words and ungrammatical context c) how much 

conversion text to detect sarcasm and the usage of 

slangs, rhetorical questions, Capitalized words, 

numbers, Abbreviations, pro-longed words, 

hashtags, URL, Repetitions of Punctuations, 

Contractions, Continuous words without spaces. 

We address the problem in hash tags, 

continuation of words without spaces, URL and to 

classify which context is helpful to find sarcasm. 

To address the problem, we pre-processed the text 

by using Machine learning libraries like NTLK, 

Gensim and classified by using different 

traditional machine learning techniques, deep 

learning technique and finally we obtained the 
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best result by using BERT models. The tasks are 

independently evaluated by macro-F1 metrics. 

2 Related Work 

(Aniruddha Ghosh and Tony Veale, 2016) used 

neural network semantic model to capture the 

temporal text patterns for shorter texts. As an 

example, in this model classified “I Just Love 

Mondays!” correctly as sarcasm, but it failed to 

classify “Thank God It’s Monday!” as sarcasm, 

even though both are similar at the conceptual 

level. (Keith Cortis et al., 2017) performed in the 

SemEval-2017 shared task to detect the sentiment, 

humour and to predict the sentiment score of 

companies’ stocks in the smaller texts. 

(Raj Kumar Gupta and Yinping Yang, 2017) 

performed in the shared task of SemEval-2017 

Task 4 to detect sarcasm by used the SVM Based 

classifier and developed the CrystalNest to 

analyse the features combining sarcasm score 

derived, sentiment scores, NRC lexicon, n-grams, 

word embedding vectors, and part-of-speech 

features. 

(David Bamman and Noah A. Smith, 2015) 

used the predictive features and analysed the 

utterance on Twitter based on the properties of 

author, audience and environment features. 

(Mondher Bouazizi and Tomoaki Otsuki, 2016) 

used the pattern-based approach to detect sarcasm 

and analysed the four features such as sentiment-

related features, punctuation-related features, 

syntactic and semantic features, pattern-related 

features and classification done by the classifiers 

such as Random Forest, Support Vector Machine, 

k Near-est Neighbours and Maximum Entropy. 

(Meishan Zhang et al., 2016) used the bi-

directional gated recurrent neural network and 

discrete model to detect sarcasm and analyse the 

local and conceptual information and perform the 

process in Glove word embedding. (Malave N et 

al., 2020) used the context-based evaluation based 

on the data and to determine the user behaviour 

and context information to detect sarcasm. (Yitao 

Cai et al., 2019) used the multi-modal hierarchical 

fusion model to detect the multi-modal sarcasm 

for tweets consisting of texts and images in 

Twitter.  

3 Data and Methodology 

In our approach, we have used Twitter and Reddit 

dataset given by Figurative Language processing 

2020 shared task on sarcasm detection. The 

dataset is given with columns namely, label, 

context and response where the response is the 

reply of context and the context is the full 

conversion dialogue and it is separated as C1, C2, 

C3 etc. C2 is the reply of the C1 context and C3 is 

the reply of C2 context respectively. Both the 

datasets consists of the labels namely SARCASM 

and NOT_SARCASM. In the Twitter dataset, the 

train data has 5000 conversion tweets in that 2500 

sarcasm tweets and 2500 not sarcasm tweets and 

the test data has 1800 tweets.  

In the Reddit dataset, the train data has 4400 

conversion tweets in that 2200 sarcasm tweets and 

2200 non sarcasm tweets and the test data have 

1800 tweets. we have the pre-processed the text to 

removal of @USER, URL and the pro longed 

words like “ohhhhhh” and replace the words like 

F * * king as Fucking, replace the question tags 

like Didn’t as Did not, removal of hashtags and 

separate the words into the continuous space less 

sentence. Tweet tokenizer is used to tokenize the 

word and to get the vocabulary words. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

We have employed the traditional machine 

learning techniques, Recurrent Neural Network 

with LSTM (RNN-LSTM) and BERT. In the 

 
         Figure 1: Sarcastic words 

 
      Figure 2: Not Sarcastic Words 
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machine learning approach, first, we have used 

the utterance of combined context and response 

(CR) for detecting the sarcasm and then pre-

processed data using Gensim libraries to remove 

the hashtags, punctuation, white spaces, numeric 

content, stop words and then convert into lower 

text. We have used the word cloud to identify and 

categorize the most sarcastic words and non-

sarcastic words which are appeared in sarcasm 

message and not sarcasm message as shown 

below in Figure 1 and Figure 2. 

We have performed Doc2Vec transformer and 

Tfidf Vectorizer for feature extraction and 

classified by using the Logistic Regression (LR), 

Random Forest Classifier (RF), XGBoost 

Classifier (XGB), Linear Support vector machine 

(SVC), Gaussian Naïve Binomial (NB). By using 

Tfidf Vectorizer, we got the 28761 features for 

5000 tweets. Table 1 presents the cross validation 

accuracies of the different machine learning 

classifiers in the Twitter data as mentioned above. 

Table 2 presents the cross validation accuracies of 

the models based on the feature extraction in the 

Reddit data. 

In Twitter data, we have chosen the scores 

which are above 0.70 from the cross validation 

accuracies of the machine learning techniques. 

Based on the cross validation scores, we have 

obtain the best accuracies score in SVM, logistic 

regression and NB classifiers of the combined 

context text (CR) in Tfidf vectorizer  and the best 

accuracies score in Logistic regression and 

Gaussian NB models of the isolated response (R) 

text in Tfidf vectorizer. In Reddit data, we have 

chosen the scores which are above 0.55 from the 

cross validation accuracies of the machine 

learning techniques. Based on the cross validation 

scores, we have obtain the best accuracies score in 

logistic regression and XGBoost Classifier of the 

combined text (CR) in Tfidf vectorizer and the 

best accuracies score in Logistic regression and 

Gaussian NB models of the isolated response text 

(R) in Tfidf vectorizer. In both the dataset, the 

result shows Doc2Vec transformer is not 

performed well because of non-grammatical 

sentences and Tfidf Vectorizer performs well 

when compared with the Doc2Vec transformer in 

dialogue conversion thread.  

In the RNN-LSTM Method, we have used the 

combined context text with response to perform 

the pre-process using NLTK libraries, tokenize the 

word by using the word tokenizer and lemmatize 

the word after that to remove the stop words. 

Finally, we have obtained the train data has 

325382 words total, with a vocabulary size of 

32756, max sentence length is 568 and the test 

data has 30782 words total, with a vocabulary size 

of 8824, Max sentence length is 467. We used the 

Word2Vec embedding model for the embedding 

the words and obtain the 32668 unique tokens. We 

have evaluated using the RNN-LSTM and trained 

the deep learning models with a batch size 128 

and dropout 0.2 for 5 epochs to build the model. 

We got the accuracy is 0.4890 which is low when 

compared with the machine learning approach.  

In the BERT model, Google research team 

releases BERT (Devlin et al., 2018) and achieve 

good performance on many NLP tasks. We have 

used the combined context text, isolated context, 

and isolated response to perform the model. We 

have used the Bert uncased model for training the 

model, batch size is 32, learning rate is 2e-5, and 

number of train epochs is 3.0. Warmup is a period 

of time where the learning rate is small and 

gradually increases usually helps training. 

Warmup proportion is 0.1 and the model 

configuration is checkpoints is 300, summary 

steps is 100. We got the accuracy is 0.77 score. 

We have compared over all cross validation 

accuracies scores, BERT performs good than the 

machine learning approaches and deep learning 

technique.  

 

Models 

Combined Context 

and Response (CR) 

Response (R) 

Doc2Vec Tfidf Doc2Vec Tfidf 

LR 

RF 

XGB 

SVC 

NB 

0.513 

0.513 

0.534 

0.507 

0.505 

 

0.7296 

0.6764 

0.6876 

0.7212 

0.7394 

0.509 

0.527 

0.533 

0.506 

0.512 

 

0.7132 

0.7038 

0.6928 

0.7016 

0.7106 
 

Table 1:  Accuracies of the models based 

on the feature extraction of the utterance of 

combined and isolated text – Twitter data 

 

Models 

Combined Context 

and Response (CR) 

Response(R) 

Doc2Vec Tfidf Doc2Vec Tfidf 

LR 

RF 

XGB 

SVC 

NB 

0.5061 

0.4947 

0.4965 

0.5029 

0.4977 

 

0.552 

0.539 

0.565 

0.538 

0.549 

 

0.497 

0.505 

0.500 

0.493 

0.493 

 

0.597 

0.564 

0.582 

0.587 

0.595 

 

Table 2: Accuracies of the models based on 

the feature extraction of the utterance of 

combined and isolated text – Reddit data 
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4 Results 

We have evaluated the test data of Twitter and 

Reddit dataset which is shared by Figurative 

Language processing 2020 shared task organizers. 

The performance is evaluated by using the metrics 

as precision, recall and F1 score. We have chosen 

the classifiers to predict the test data based on the 

performance of the cross validation of training 

data. We have performed to predict the test data 

by using various combinations of Conversion 

context and response that are CR represents the 

combined context of sentences with response, C 

represents the combined full context of sentences 

without response, PCRW represents the processed 

combined context of meaningful words and 

response, PCW represents the combined full 

context of meaningful words without response, 

PC1RW represents the processed isolated first 

context of meaningful words and response, PC1W 

represents the isolated first context of meaningful 

words without response, R represents the 

response, PC1R represents the processed second 

context with response, PR represents the 

processed response. The results of the approaches 

are presented in the Table 3 shows the response 

text from conversion dialogue by using BERT 

have higher performance than others for the 

shared task of the Twitter dataset and the Table 4 

shows  BERT response text from conversion 

dialogue thread performs well for the shared task 

of the Reddit dataset. The best results have 

obtained by using BERT model with the isolated 

response(R) text for both the Twitter and Reddit 

dataset respectively. We have noticed that the 

BERT performs well in continuous conversion 

dialogues or continuous sentences with previous 

dialogues compared with the meaningful words 

from conversion context. In both the dataset, the 

RNN-LSTM performs poor than the SVM, NB 

and LR because of the smaller dataset. The 

machine learning approach performs better with 

the smaller dataset. But the BERT model performs 

Type Precision Recall F1 score 

BERT(CR) 0.672 0.673 0.671 

BERT(C) 0.695 0.701 0.693 

BERT(PCRW) 0.704 0.705 0.703 

BERT(PCW) 0.703  0.703 0.703 

BERT(PC1RW) 0.677 0.678 0.677 

BERT(PC1W) 0.689 0.690 0.689 

RNN-LSTM(CR) 0.361 0.361   0.361 

BERT(R) 0.722  0.722 0.722 

BERT(PC2R) 0.658  0.685 0.645 

BERT(PR) 0.706 0.706 0.706 

SVM(CR) 0.646 0.647 0.646 

NB(CR) 0.672 0.672 0.672 

NB(R) 0.632 0.632 0.632 

LR(R) 0.642 0.643 0.642 

 

          Table 3: Results for Twitter Dataset 

 

Type Precision Recall F1 score 

BERT(C) 0.587 0.589 0.585 

BERT(CR) 0.493 0.492 0.477 

BERT(R) 0.679 0.679 0.679 

BERT(PR) 0.638 0.638 0.637 

LR(CR) 0.526 0.526 0.526 

LR(R) 0.563 0.564 0.563 

NB(R) 0.557 0.557 0.557 

SVC(R) 0.551 0.551 0.550 

XGB(R) 0.539 0.543 0.528 

SVC(CR) 0.516 0.516 0.516 

XGB(CR) 0.544 0.544 0.544 

 

             Table 4: Results for Reddit Dataset 
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well for the response text of both the Twitter and 

Reddit dataset with the non-grammatical 

sentences even the data size is small. Figure 3 

shows the chart representations of the 

performance analysis of the different methods in 

the Twitter data. Figure 4 shows the chart 

representations of the performance analysis of the 

different methods in the Reddit data.  

5 Conclusion 

We have implemented traditional machine 

learning, deep learning approach and BERT 

model for identifying the sarcasm from 

Conversion dialogue thread and to detecting 

sarcasm from social media. The approaches are 

evaluated on Figurative Language 2020 dataset. 

The given utterance of combined text and isolated 

text are preprocessed and vectorized using word 

embeddings in deep learning models. We have 

employed RNN-LSTM to build the model for 

both the datasets. The instances are vectorized 

using Doc2Vec and TFIDF score for traditional 

machine learning models. The classifiers namely 

Logistic Regression (LR), Random Forest 

Classifier (RF), XGBoost Classifier (XGB), 

Linear Support vector machine (SVC), Gaussian 

Naïve Binomial (NB) were employed to build the 

models for both the Twitter and Reddit datasets. 

BERT uncased model with isolated response 

context gives better results for both the datasets 

respectively. The performance may be improved 

further by using larger datasets. 
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Abstract

Social media platforms and discussion forums
such as Reddit, Twitter, etc. are filled with
figurative languages. Sarcasm is one such cat-
egory of figurative language whose presence
in a conversation makes language understand-
ing a challenging task. In this paper, we
present a deep neural architecture for sarcasm
detection. We investigate various pre-trained
language representation models (PLRMs) like
BERT, RoBERTa, etc. and fine-tune it on the
Twitter dataset1. We experiment with a variety
of PLRMs either on the twitter utterance in iso-
lation or utilizing the contextual information
along with the utterance. Our findings indicate
that by taking into consideration the previous
three most recent utterances, the model is more
accurately able to classify a conversation as be-
ing sarcastic or not. Our best performing en-
semble model achieves an overall F1 score of
0.790, which ranks us second2 on the leader-
board of the Sarcasm Shared Task 2020.

1 Introduction

Sarcasm can be defined as a communicative act of
intentionally using words or phrases which tend to
transform the polarity of a positive utterance into its
negative counterpart and vice versa. The significant
increase in the usage of social media channels has
generated content that is sarcastic and ironic in
nature. The apparent reason for this is that social
media users tend to use various figurative language
forms to convey their message. The detection of
sarcasm is thus vital for several NLP applications
such as opinion minings, sentiment analysis, etc
(Maynard and Greenwood, 2014). This leads to

1The dataset is provided by the organizers of Sarcasm
Shared Task FigLang-2020

2We are ranked 8th with an F1 score of 0.702 on the Reddit
dataset leaderboard using the same approach. But we do
not describe those results here as we could not test all our
experiments within the timing constraints of the Shared Task.

a considerable amount of research in the sarcasm
detection domain among the NLP community in
recent years.

The Shared Task on Sarcasm Detection 2020
aims to explore various approaches for sarcasm de-
tection in a given textual utterance. Specifically, the
task is to understand how much conversation con-
text is needed or helpful for sarcasm detection. Our
approach for this task focuses on utilizing various
state-of-the-art PLRMs and fine-tuning it to detect
whether a given conversation is sarcastic. We ap-
ply an ensembling strategy consisting of models
trained on different length conversational contexts
to make more accurate predictions. Our best per-
forming model (Team name - nclabj) achieves an
F1 score of 0.790 on the test data in the CoadaLab
evaluation platform.

2 Problem Description

The dataset assigned for this task is collected from
the popular social media platform, Twitter. Each
training data contains the following fields: “la-
bel” (i.e., “SARCASM” or “NOTSARCASM”),
“response” (the Tweet utterance), “context” (i.e.,
the conversation context of the “response”). Our
objective here is to take as input a response along
with its optional conversational context and predict
whether the response is sarcastic or not. This prob-
lem can be modeled as a binary classification task.
The predicted response on the test set is evaluated
against the true label. Three performance metrics,
namely, Precision, Recall, and F1 Score are used
for final evaluation.

3 Related Work

Various attempts have been made for sarcasm detec-
tion in recent years (Joshi et al., 2017). Researchers
have approached this task through different method-
ologies, such as framing it as a sense disambigua-
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tion problem (Ghosh et al., 2015) or considering
sarcasm as a contrast between a positive sentiment
and negative situation (Riloff et al., 2013; Maynard
and Greenwood, 2014; Joshi et al., 2015, 2016b;
Ghosh and Veale, 2016). Recently, few works have
taken into account the additional context informa-
tion along with the utterance. (Wallace et al., 2014)
demonstrate how additional contextual informa-
tion beyond the utterance is often necessary for
humans as well as computers to identify sarcasm.
(Schifanella et al., 2016) propose a multi-modal
approach to combine textual and visual features
for sarcasm detection. (Joshi et al., 2016a) model
sarcasm detection as a sequence labeling task in-
stead of a classification task. (Ghosh et al., 2017)
investigated that the conditional LSTM network
(Rocktäschel et al., 2015) and LSTM networks with
sentence-level attention on context and response
achieved significant improvement over the LSTM
model that reads only the response. Therefore, the
new trend in the field of sarcasm detection is to
take into account the additional context informa-
tion along with the utterance. The objective of
this Shared Task is to investigate how much of the
context information is necessary to classify an ut-
terance as being sarcastic or not.

4 System Description

We describe our proposed system for sarcasm de-
tection in this section. We frame this problem as
a binary classification task and apply a transfer
learning approach to classify the tweet as either
sarcastic or not. We experiment with several state
of the art PLRMs like BERT (Devlin et al., 2019),
RoBERTa (Liu et al., 2019), as well as pre-trained
embeddings representations models such as ELMo
(Peters et al., 2018), USE (Cer et al., 2018), etc.
and fine-tune it on the assigned Twitter dataset. We
briefly review these models in subsections 4. For
fine-tuning, we add additional dense layers and
train the entire model in an end to end manner. Fig-
ure 1 illustrates one such approach for fine-tuning
a RoBERTa model. We sequentially unfreeze the
layers with each ongoing epoch. We apply a model
ensembling strategy called “majority voting”, as
shown in Figure 2 to come out with our final pre-
dictions on the test data. In this ensemble tech-
nique, we take the prediction of several models
and choose the label predicted by the maximum
number of models.

Figure 1: The proposed methodology to fine-tune a
RoBERTa model

Figure 2: The majority voting ensemble methodology
consisting of three sample models

4.1 Embeddings from Language Models
(ELMo)

ELMo introduces a method to obtain deep contex-
tualized word representation. Here, the researchers
build a bidirectional Language model (biLM) with
a two-layered bidirectional LSTM architecture and
obtain the word vectors through a learned function
of the internal states of biLM. This model is trained
on 30 million sentence corpus, and thus the word
embeddings obtained using this model can be used
to increase the classification performance in sev-
eral NLP tasks. For our task, we utilize the ELMo
embeddings to come out with a feature represen-
tation of the words in the input utterance and pass
it through three dense layers to perform the binary
classification task.

4.2 Universal Sentence Encoder (USE)

USE presents an approach to create embedding
vector representation of a complete sentence to
specifically target transfer learning to other NLP
tasks. There are two variants of USE based on
trade-offs in compute resources and accuracy. The
first variant uses an encoding sub-graph of the trans-
former architecture to construct sentence embed-
dings (Vaswani et al., 2017) and achieve higher
performance figures. The second variant is a light
model that uses a deep averaging network (DAN)
(Iyyer et al., 2015) in which first the input embed-
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ding for words and bi-grams are averaged and then
passed through a feedforward neural network to
obtain sentence embeddings. We utilize the USE
embeddings from the Transformer architecture on
our data and perform the classification task by pass-
ing them through three dense layers.

4.3 Bidirectional Encoder Representations
from Transformers (BERT)

BERT, a Transformer language model, achieved
state-of-the-art results on eleven NLP tasks. There
are two pre-training tasks on which BERT is trained
on. In the first task, also known as masked lan-
guage modeling (MLMs), 15% of words are ran-
domly masked in each sequence, and the model
is used to predict the masked words. The second
task, also known as the next sentence prediction
(NSP), in which given two sentences, the model
tries to predict whether one sentence is the next
sentence of the other. Once the above pre-training
phase is completed, this can be extended for classi-
fication related task with minimal changes. This is
also known as BERT fine-tuning, which we apply
for our sarcasm detection task. In the paper, two
models (BERTBASE & BERTLARGE) are released
depending on the number of transformer blocks
(12 vs. 24), attention heads (12 vs. 16), and hid-
den units size (768 vs. 1024). We experiment
with BERTLARGE model for our task, since it gener-
ally performs better as compared to the BERTBASE
model.

4.4 Robustly Optimized BERT Approach
(RoBERTa)

RoBERTa presents improved modifications for
training BERT models. The modifications are as
follows: 1. training the model for more epochs
(500K vs. 100K) 2. using bigger batch sizes
(around 8 times) 3. training on more data (160GB
vs. 16 GB). Apart from the above parameters
changes, byte-level BPE vocabulary is used instead
of character-level vocabulary. The dynamic mask-
ing technique is used here instead of the static mask-
ing used in BERT. Also, the NSP task is removed
following some recent works that have questioned
the necessity of the NSP loss (Sun et al., 2019; Lam-
ple and Conneau, 2019). Summarizing, RoBERTa
is trained with dynamic masking, sentences with-
out NSP loss, large batches, and a larger byte-level
BPE.

Notation Description Seq. Length

RESP only response 70

CON1 previous 1 turn followed by response 130

CON2 previous 2 turns followed by response 180

CON3 previous 3 turns followed by response 230

CON entire context followed by response 450

Table 1: Different Variants of Data

5 Experiments and Results

5.1 Dataset Preparation

The dataset assigned for this task is collected from
Twitter. There are 5,000 English Tweets for train-
ing, and 1,800 English Tweets for testing purpose.
We use 10% of the training data for the validation
set to tune the hyper-parameters of our model.We
apply several preprocessing steps to clean the given
raw data. Apart from the standard preprocessing
steps such as lowercasing the letters, removal of
punctuations and emojis, expansion of contractions,
etc., we remove the usernames from the tweets.
Also, since hashtags generally consist of phrases
in CamelCase letters, we split them into individual
words since they carry the essential information
about the tweet.

To incorporate contextual information along
with a given tweet, we prepare the data in the man-
ner, as shown in Table 1. For data in which only
the previous two turns are available, for them, only
those two turns are considered in CON3 & CON
case illustrated in Table 1. We fix the maximum
sequence length based on the coverage of the data
(greater than 90th percentile) in the training and
test set. This sequence length is determined by
considering each word as a single token.

5.2 Implementation Details

Here, we describe a detailed set up of our ex-
periments and the different hyper-parameters of
our models for better reproducibility. We ex-
periment with various advanced state-of-the-art
methodologies such as ELMo, USE, BERT, and
RoBERTa. We use the validation set to tune the
hyper-parameters. We use Adam (Kingma and Ba,
2014) optimizer in all our experiments. We use
dropout regularization (Srivastava et al., 2014) and
early stopping (Yao et al., 2007) to prevent overfit-
ting. We use a batch size of {2, 4, 8, 16} depending
on the model size and the sequence length.

Firstly, the data is prepared as mentioned in
subsection 5.1. For fine-tuning ELMo, USE, and
BERTLARGE models, we use the module from Ten-
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Model ELMo USE BERTLARGE

Data Pr Re F1 Pr Re F1 Pr Re F1
RESP 0.688 0.690 0.688 0.728 0.728 0.728 0.720 0.735 0.716
CON1 0.677 0.679 0.676 0.718 0.718 0.718 0.714 0.719 0.712
CON2 0.652 0.670 0.643 0.715 0.715 0.715 0.729 0.731 0.729
CON3 0.697 0.697 0.697 0.719 0.725 0.717 0.741 0.758 0.737
CON 0.699 0.699 0.699 0.704 0.705 0.704 0.734 0.734 0.734

Table 2: We compare the fine-tuning of different individual models ELMo and USE and BERTLARGE on different
variants of Twitter test data. The metric Precision (Pr), Recall (Re) and F1 Score (F1) denotes the test set results.

Model RoBERTaLARGE A RoBERTaLARGE B
Data ID Pr Re F1 ID Pr Re F1
RESP 1 0.742 0.745 0.742 6 0.744 0.744 0.744
CON1 2 0.751 0.756 0.750 7 0.752 0.753 0.751
CON2 3 0.751 0.751 0.750 8 0.763 0.764 0.763
CON3 4 0.773 0.778 0.772 9 0.766 0.766 0.766
CON 5 0.759 0.760 0.759 10 0.757 0.757 0.757

Table 3: We compare the fine-tuning of RoBERTaLARGE model on different variants of Twitter test data. We
fine-tune this model twice on the same train and validation data with different weight initialization. We represent
each of these results with a unique ID to utilize them in the ensemble network.

Description Models IDs Pr Re F1
Top 3 RoBERTa A 3, 4, 5 0.773 0.775 0.772
Top 3 RoBERTa B 8, 9, 10 0.778 0.779 0.778
Top 3 RoBERTa A & B 4, 8, 9 0.790 0.792 0.790
Top 5 RoBERTa A & B 4, 5, 8, 9, 10 0.788 0.789 0.787

Table 4: We compare the ensembling results based on several combinations of RoBERTaLARGE models. Bold font
denotes the best results.

sorflow Hub 345 and wrap it in a Keras Lambda
layer whose weights are also trained during the
fine-tuning process. We add three dense layers
{512, 256, 1} with a dropout of 0.5 between these
layers. The relu activation function is being ap-
plied between the first two layers whereas sigmoid
is used at the final layer. ELMo and USE mod-
els are trained for 20 epochs while BERTLARGE is
trained for 5 epochs. During the training, only the
best model based on the minimum validation loss
was saved by using the Keras ModelCheckpoint
callback. Instead of using a threshold value of 0.5
for binary classification, a whole range of threshold
values from 0.1 to 0.9 with an interval of 0.01 is
experimented on the validation set. The threshold
value for which the highest validation accuracy is
obtained is selected as the final threshold and is
being applied on the test set to get the test class
predictions.

3https://tfhub.dev/google/elmo/2
4https://tfhub.dev/google/

universal-sentence-encoder-large/3
5https://tfhub.dev/tensorflow/bert_en_

uncased_L-24_H-1024_A-16/1

For fine-tuning RoBERTaLARGE model, we use
the fastai (Howard and Gugger, 2020) framework
and utilize PLRMs from HuggingFace’s Transform-
ers library (Wolf et al., 2019). HuggingFace library
contains a collection of state-of-the-art PLRMs
which is being widely used by the researcher and
practitioner communities. Incorporating Hugging-
Face library with fastai allows us to utilize powerful
fastai capabilities such as Discriminate Learning
Rate, Slanted Triangular Learning Rate and Grad-
ual Unfreezing Learning Rate on the powerful pre-
trained Transformer models. For our experiment,
first of all, we extract the pooled output (i.e. the last
layer hidden-state of the first token of the sequence
(CLS token) further processed by a linear layer
and a Tanh activation function). It is then passed
through a linear layer with two neurons followed
by a softmax activation function. We use a learn-
ing rate of 1e-5 and utilize the “1cycle” learning
rate policy for super-convergence, as suggested by
(Smith, 2015). We gradually unfreeze the layers
and train on a 1cycle manner. After unfreezing
the last three layers, we unfreeze the entire layers
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and train in the similar 1cycle manner. We stop
the training when the validation accuracy does not
improve consecutively for three epochs.

We use a simple ensembling technique called
majority voting to ensemble the predictions of dif-
ferent models to further improvise the test accuracy.

5.3 Results and Error Analysis

Here, we compare and discuss the results of our
experiments. First, we summarize the results of
the individual model on the test set using different
variants of data in Tables 2 & 3. From Table 2, we
can observe that adding context information of spe-
cific lengths helps in improving the classification
performance in almost all the models. USE results
are better as compared to the ELMo model since
Transformers utilized in the USE are able to handle
sequential data comparatively better than that as
LSTMs being used in ELMo. On the other hand,
BERTLARGE outperforms USE with the increase
in the length of context history. The highest test
accuracy by BERTLARGE is obtained on the CON3
variant of data which depicts the fact that adding
most recent three turns of context history helps the
model to classify more accurately. This hypothesis
is further supported from the experiments when
a similar trend occurs with the RoBERTaLARGE
model. Since the results obtained by RoBERTa
are comparatively better than other models, we
train this model once again on the same train and
validation data with different weight initialization.
By doing this, we can have a variety of models to
build our final ensemble architecture. The evalu-
ation metrics used are Precision (Pr), Recall (Re),
F1-score (F1).

As observed in Table 3, RoBERTa fine-tuned
on the CON3 variant of data outperforms all other
approaches. In the case of fine-tuning PLRMs like
BERTLARGE & RoBERTaLARGE on this data, we
can observe the importance of most recent three
turns of context history. From the experiments,
we conclude that on increasing the context his-
tory along with the utterance, the model can learn
a better representation of the utterance and can
classify the correct class more accurately. Finally,
RoBERTa model outperforms every other model
because this model is already an optimized and
improved version of the BERT model.

Table 4 summarizes the results of our various
ensemble models. For ensembling, we choose dif-
ferent variants of best performing models on the

test data and apply majority voting on it to get the
final test predictions. We experiment with several
combinations of the models and report here the
results of some of the best performing ensembles.
We can observe that the ensemble model consist-
ing of top three individual models gave us the best
results.

6 Conclusion & Future Work

In this work, we have presented an effective
methodology to tackle the sarcasm detection task
on the twitter dataset by framing it as a binary
classification problem. We showed that by fine-
tuning PLRMs on a given utterance along with its
specific length context history, we could success-
fully classify the utterance as being sarcastic or
not. We experimented with different length context
history and concluded that by taking into account
the most recent three conversation turns, the model
was able to obtain the best results. The fine-tuned
RoBERTaLARGE model outperformed every other
experimented models in terms of precision, recall,
and F1 score. We also demonstrated that we could
obtain a significant gain in the performance by us-
ing a simple ensembling technique called majority
voting.

In the future, we would like to explore with these
PLRMs on other publicly available datasets. We
also aim to dive deep into the context history in-
formation and derive insights about the contextual
part, which helps the model in improvising the
classification result. We also wish to investigate
more complex ensemble techniques to observe the
performance gain.
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Abstract

In this paper, we present the results obtained
by BERT, BiLSTM and SVM classifiers on
the shared task on Sarcasm Detection held
as part of The Second Workshop on Figura-
tive Language Processing. The shared task
required the use of conversational context to
detect sarcasm. We experimented by varying
the amount of context used along with the re-
sponse (response is the text to be classified).
The amount of context used includes (i) zero
context, (ii) last one, two or three utterances,
and (iii) all utterances. It was found that in-
cluding the last utterance in the dialogue along
with the response improved the performance
of the classifier for the Twitter data set. On the
other hand, the best performance for the Red-
dit data set was obtained when using only the
response without any contextual information.
The BERT classifier obtained F-score of 0.743
and 0.658 for the Twitter and Reddit data set
respectively.

1 Introduction

Figurative language refers to texts where the in-
tended meaning does not coincide with the literal
meanings of the words and sentences that are used
(Glucksberg, 2001). An example of such a sentence
is ”The economic impact of Covid-19 that we have
seen so far is just the tip of the iceberg”. The prin-
ciple of compositionality which states the meaning
of a sentence can be obtained by combining the
meaning of the constituent words do not apply in
such sentences. Some of the types of figurative
language are metaphor, idioms, similie, personifi-
cation, hyperbole, understatement, analogy, irony,
and sarcasm.

The Second Workshop on Figurative Language
Processing, co-located with ACL 2020, had two
shared tasks: Methaphor Detection and Sarcasm
Detection. The shared task on sarcasm detection is

a binary classification task where it is required to
determine if the final response given in a conversa-
tion dialogue is sarcastic or not. So, the task was
sarcasm detection given the context in which the
response was made. To capture the context the full
dialogue thread was provided. The task was held
for two different data sets: the Twitter dataset and
the Reddit dataset.

In this paper, we describe the work we performed
for context aware sarcasm detection for both the
data sets. We used the Bidirectional Encoder Rep-
resentations from Transformers (BERT), Bidirec-
tional Long Short-Term Memory (BiLSTM) and
Support Vector Machine (SVM) classifiers in our
study. The rest of this paper is structured as fol-
lows: section 2 discusses the related work that has
been performed on automatic sarcasm detection,
section 3 describes the data set used in this shared
task, section 4 discusses the approach we used in
our study, and section 6 discusses the results we
obtained.

2 Related Work

Joshi et al. (2017) provides a comprehensive survey
of the work performed in the field of automatic
sarcasm detection. As mentioned in this survey,
the use of context information beyond the target
text is one of the three milestones in the research
related to automatic sarcasm detection. Three types
of context has been mentioned in this study: author-
specific context, conversational context, and topical
context. Our work in this shared task makes use of
the conversational context to assist classification.

Ghosh et al. (2017) found that modeling both
conversational context and response improves the
F1 score for sarcasm detection by 6 to 11% com-
pared to modeling only the response. Conditional
LSTM classifiers and LSTM classifiers with atten-
tion were used in this study. Hazarika et al. (2018)
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Type Total POS NEG Max Min Max Min
Utterances Utterances Length Length

Train 5000 2500 2500 20 2 1213 27
Test 1800 - - 18 2 786 24

Table 1: Twitter Dataset Statistics

Type Total POS NEG Max Min Max Min
Utterances Utterances Length Length

Train 4400 2200 2200 8 2 422 12
Test 1800 - - 13 2 646 19

Table 2: Reddit Dataset Statistics

combined both content and contextual information
to detect sarcasm. The contextual information cap-
tured user traits and topical information of the dis-
cussion forum. The contextual information used
in Bamman and Smith (2015) consisted of author
information, audience information, and the tweet
against which the response is made. The contextual
information was combined with content informa-
tion to make the final classification. It was found
that combining all the four types of features yielded
the best accuracy while using only the content fea-
tures resulted in the worst accuracy.

Ilic et al. (2018) used an ELMo based BiLSTM
classifier to detect sarcasm and obtained superior
performance on 6 out of the 7 datasets used in the
study.

3 Data Set

The shared task on sarcasm detection required de-
tecting sarcasm for two different data sets: the
Twitter Dataset and the Reddit Dataset. Tables 1
and 2 show the statistics of the two data sets. As
can be seen from the tables, both the train data sets
are balanced with 50% of the instances labelled
as sarcasm and 50% labelled as not sarcasm. The
tables also list the minimum and maximum number
of utterances included from the conversational dia-
logue apart from the response. As can be seen, the
Twitter train set included from 2 to 20 utterances,
the Twitter test set included from 2 to 18 utterances,
the Reddit train set included from 2 to 8 utterances,
and the Reddit test set included from 2 to 13 utter-
ances. It was observed that for 48%, 52%, and 63%
of the total instances in the Twitter train, Twitter
test, and Reddit train data set only two utterances
were present in the dialogue. In the case of the
Reddit test data set, 24% of the instances had only

two utterances. The rest of the instances had more
than two utterances in the dialogue.

The two tables also show the minimum and the
maximum length (in terms of number of tokens) of
the string obtained by concatenating the response
and all the utterances in the conversational dialogue.
This length varied from 27 to 1213 for Twitter train
data set, from 24 to 786 for Twitter test data set,
from 12 to 422 for Reddit data set, and from 19 to
646 for Reddit data set. Although the maximum
length is high, it was seen that 73% and 75% of the
instances in the Twitter train and test had length
less than 150, and 99% and 75% of the instances in
Reddit train and test data set had length less than
100 respectively.

4 Methodology

This section discusses the details required for repro-
ducing the results. It mentions the preprocessing
steps, the architecture of the classifiers used, and
hyperparameter values.

4.1 Preprocessing
The preprocessing performed includes the removal
of the USER and URL tokens from the response
and utterances in the dialogue. The text was also
converted to lower-case.

4.2 Classifiers
In our study, we used BiLSTM, BERT, and SVM
classifiers.

4.2.1 BiLSTM
The BiLSTM classifier (Hochreiter and Schmidhu-
ber, 1997) we used had a single BiLSTM layer of
100 units. The output from the BiLSTM layer is
fed to a fully connected layer of 100 units through
a max pooling layer. After applying dropout on
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the output from the fully connected layer, it was
fed to an output layer having a single unit. The
hyperparameter values used for the classifier are
listed in table 3.

Parameter Value
Number of LSTM units 100
LSTM dropout 0.25
Recurrent dropout 0.10
Units in 1st Dense layer 100
Activation Function for ReLU
1st Dense layer
Rate for dropout layer 0.25
Units in 2nd Dense layer 1
Activation Function for sigmoid
2nd Dense layer
Optimizer Adam
Learning Rate 2e-5
Loss Function Binary

cross-entropy

Table 3: Hyperparameters for the BiLSTM model

For the BiLSTM classifier, the text was rep-
resented using the pre-trained fastText embed-
dings. The 300-dimensional fastText embeddings
1 trained on Wikipedia 2017, UMBC webbase cor-
pus and statmt.org news dataset were used in our
study.

4.2.2 BERT

BERT (Devlin et al., 2019) is a transformer based
architecture (Vaswani et al., 2017). It is a bi-
directional model. As opposed to static embed-
dings that are produced by fastText, BERT pro-
duces contextualized word embeddings where the
vector for the word is computed based on the con-
text in which it appears.

In our study, we used the uncased large version
of BERT 2. This version has 24 layers and 16 atten-
tion heads. This model generates 1024 dimensional
vector for each word. We used 1024 dimensional
vector of the Extract layer as the representation
of the text. Our classification layer consisted of
a single Dense layer. This layer used the sigmoid
activation layer. The classifier was trained using
the Adam optimizer with a learning rate of 2e-5.
The binary crossentropy loss function was used.

1https://fasttext.cc/docs/en/english-vectors.html
2 https://github.com/google-research/

bert

4.2.3 SVM
The Support Vector Machine (SVM) classifier we
used in our study was trained using the TF-IDF
features of character n-grams (1 to 6). The linear
kernel was used for the classifier and hyperparame-
ter C was set to 1.0.

5 Experiments

In our experiments, we concatenated the response
with a varied number of utterances from the dia-
logue. It this way we varied the amount of context
that was used to detect sarcasm. While concatenat-
ing, the utterances were concatenated in the reverse
order so that the last utterances appeared at the start
of the string. The individual utterances were sep-
arated from each other using a special token. We
performed the following types of experiments:

1. Used only the response without any context

2. Used the response along with the last utter-
ance from the dialogue

3. Used the response along with the last two ut-
terance from the dialogue

4. Used the response along with the last three
utterance from the dialogue

5. Used the response along with all the utter-
ances from the dialogue

6 Results and Discussion

Tables 4 and 5 shows the results that our classifiers
obtained on the test data sets. The scores mentioned
in the tables were obtained from the submission
page of the shared task in CodaLab 3.

We cross validated our models by retaining 20%
of the train set as our development set. This tech-
nique has a disadvantage that the model we submit
does not see 20% of the instances from the train set.
So, the other form of cross validation we performed
is the 5-Fold cross validation. The development set
results were used to filter out some of the models
and hyperparameter values (as we did not use grid
search). The implementation details of our models
and the hyperparameter values used are discussed
in section 4.

As can be seen from table 4, the best F-score of
0.743 was obtained by the BERT classifier for the

3https://competitions.codalab.org/
competitions/22247
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Classifier Validation Amount of conversational Max Seq Precision Recall F1
Technique context used Length

BERT 5-fold CV Only Response 70 0.741 0.741 0.741
BERT 5-fold CV Response+Last Utterance 140 0.744 0.748 0.743
BERT 5-fold CV Response+Last 2 Utterances 180 0.500 0.500 0.500
BERT 5-fold CV Response+Last 3 Utterances 260 0.500 0.250 0.334
BERT 5-fold CV Response+All Utterances 300 0.734 0.735 0.734
BERT 20% holdout Response+All Utterances 300 0.724 0.725 0.724
BiLSTM 20% holdout Response+All Utterances 300 0.673 0.674 0.672
BiLSTM 20% holdout Response+All Utterances 1213 0.671 0.674 0.669
SVM 20% holdout Response+All Utterances 1213 0.676 0.676 0.676
Baseline - - - - - 0.670

Table 4: Results on Twitter test Dataset

Classifier Validation Amount of conversational Max Seq Precision Recall F1
Technique context used Length

BERT 5-fold CV Only Response 70 0.658 0.658 0.658
BERT 5-fold CV Response+Last Utterance 120 0.635 0.636 0.635
BERT 5-fold CV Response+Last 2 Utterances 180 0.491 0.490 0.478
BERT 5-fold CV Response+Last 3 Utterances 260 0.500 0.250 0.334
BERT 5-fold CV Response+All Utterances 150 0.595 0.605 0.585
BERT 20% holdout Response+All Utterances 150 0.587 0.591 0.583
Baseline - - - - - 0.600

Table 5: Results on Reddit test Dataset

Twitter data set when only the response and the last
utterance in the conversational dialogue was used.
The maximum sequence length of 140 was used
for this run. This result, however, is close to the
F-score of 0.741 obtained using only the response
(without any conversational context). On including
the last two and the last three utterances from the
dialogue, the performance of the BERT classifier
degraded considerably with F-score of 0.500 and
0.334 respectively. The reason for this could be that
the sequence length was increased for these runs
to accommodate the extra contextual information.
However, the majority of the instances were of
shorter length. Thus, the zero-padding performed
on the shorter instances might have degraded the
performance. However, it was also found that the
performance of the classifier improved consider-
ably (compared to including last two and last three
utterances as mentioned above) to an F-score of
0.734 when all the utterances in the context were
used and the maximum sequence length was set to
300.

The BiLSTM and SVM classifier obtained F-
scores of 0.672 and 0.676 respectively on the Twit-

ter data set. All the utterances were used for these
runs.

As can be seen from table 5, the best F-score of
0.658 was obtained for the Reddit data set when
only the response was used without any utterance
from the dialogue. The maximum sequence length
was set to 70 for this run. On using the last utter-
ance along with the response, an F-score of 0.635
was obtained. Just like it happened for the Twitter
data set, the performance of the classifier degraded
to F-score of 0.478 and 0.334 when the last two and
the last three utterances were used respectively. On
using all the utterances with a maximum sequence
length of 150, the performance again improved to
0.585.

Overall, our best performing runs performed bet-
ter than the base line scores that were obtained
using a BiLSTM with attention based classifier
(Ghosh et al., 2018). The classifiers obtained the
ranks 14/36 and 21/37 in the leaderboard. How-
ever, as our best performing runs were submitted
beyond the last date of the competition they have
been removed from the leaderboard.
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7 Conclusion

In our work, we found that including context in
the form of the last utterance in a dialogue chain
slightly improved the performance of the BERT
classifier for the Twitter data set compared to just
using the response alone. For the Reddit data set,
including the context did not improve the perfor-
mance. The best performance for the Reddit data
set was obtained when using only the response.
Approaches other that only concatenating the ut-
terances to make use of the context needs to be
investigated as future work.
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Abstract

Sarcasm Detection with Context, a shared task
of Second Workshop on Figurative Language
Processing (co-located with ACL 2020), is
study of effect of context on Sarcasm detection
in conversations of Social media. We present
different techniques and models, mostly based
on transformer for Sarcasm Detection with
Context. We extended latest pre-trained trans-
formers like BERT, RoBERTa, spanBERT on
different task objectives like single sentence
classification, sentence pair classification, etc.
to understand role of conversation context for
sarcasm detection on Twitter conversations
and conversation threads from Reddit. We
also present our own architecture consisting of
LSTM and Transformers to achieve the objec-
tive.

1 Introduction

With advent of Internet and Social media platforms,
it is important to know actual sentiments and be-
liefs of its users, and recognizing Sarcasm is very
important for this. We can’t always decide if a sen-
tence is sarcastic or not without knowing its context.
For example, consider below two sentences S1 and
S2.

S1: ”What you love on weekends?”

S2: ”I love going to the doctor.”

Just by looking at the ’S2’ sentence we can tag
the sentence ’S2’ as ”not sarcastic”, but imagine
this sentence as a reply to the sentence ’S1’ , now
we would like to tag the sentence ’S2’ as ”sarcas-
tic”. Hence it is necessary to know the context of a
sentence to know sarcasm.

We were provided with conversation threads
from two of popular social media, Reddit and Twit-
ter. For this objective We used different pre-trained
language model and famous transformer architec-
ture like BERT (Devlin et al., 2019), RoBERTa (Liu
et al., 2019) and spanBERT (Joshi et al., 2020). We

also propose our own architecture made of Trans-
formers (Vaswani et al., 2017) and LSTM (Hochre-
iter and Schmidhuber, 1997).

2 Datasets

Two types of Datasets were used, corpus from Twit-
ter conversations and conversation threads from
Reddit.

Twitter Corpus Ghosh et al. (2018) introduced
a self label twitter conversations corpus. The sar-
castic tweets were collected by relying upon hash-
tags, like sarcasm, sarcastic, etc., that users assign
to their sarcastic tweets. For non-sarcastic they
adopted a methodology, according to which Non-
sarcastic tweet doesn’t contain sarcasm hashtag
instead they were having sentiments hashtag like
happy, positive, sad, etc.

Reddit Corpus Khodak et al. (2018) collected
1.5 million sarcastic statement and many of non-
sarcastic statement from Reddit. They self anno-
tated all of these Reddit corpus manually.

For both datasets, the training and testing data
was provided in json format where each utterance
contains the following fields: 1) ”label” : SAR-
CASM or NOT SARCASM. For test data, label
was not provided. 2) ”response” : the sarcastic
response, whether a sarcastic Tweet or a Reddit
post. 3) ”context” : the conversation context of the
”response”. 4) ”id” : unique id to identify and label
each data point in test dataset.

Twitter data set is of 5,000 English Tweets
balanced between the ”SARCASM” and
”NOT SARCASM” classes and Reddit dataset
is of 4,400 Reddit posts balanced between the
”SARCASM” and ”NOT SARCASM” classes.

3 Pre-Process

We used different text pre-processing technique to
remove noise from text provided to us. We removed
unwanted punctuation, multiple spaces, URL tags,
etc. We changed different abbreviations to their
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proper format, for example: ”I’m” was changed to
”I am”, ”idk” to ”I don’t know”, etc.

4 Experiments

We experimented with different transformers and
pretrained models like BERT , RoBERTa, span-
BERT and our own architecture built over these
Transformers.

For both datasets, each training and testing ut-
terance contains two major fields: ”response” (i.e,
the sarcastic response, whether a sarcastic Tweet
or a Reddit post), ”context” (i.e., the conversation
context of the ”response”). The ”context” is an or-
dered list of dialogue, i.e., if the ”context” contains
three elements, ”c1”, ”c2”, ”c3”, in that order, then
”c2” is a reply to ”c1” and ”c3” is a reply to ”c2”.
Further, if the sarcastic ”response” is ”r”, then ”r”
is a reply to ”c3”. For instance, for the following
example, ”label”: ”SARCASM”, ”response”: ”Did
Kelly just call someone else messy? Baaaahaaa-
hahahaha”, ”context”: [”X is looking a First Lady
should”, ”didn’t think it was tailored enough it
looked messy”]. The response tweet, ”Did Kelly...”
is a reply to its immediate context ”didn’t think it
was tailored...” which is a reply to ”X is looking...”.

For each utterance in datasets, We defined ’re-
sponse’ as response string and concatenation of all
the ’context’ in reverse order as context string.

response string = ”response”

context string = ”c3” + ”c2” + ”c1”

We approached this classification task in two
ways, first as Single sentence classification task
and second as Sentence pair classification tasks.
We also experimented single sentence classifica-
tion only with response string. Throughout the
experiment we used ’transformers’ library by Hug-
ging Face (Wolf et al., 2019) for experimenting
with BERT and RoBERTa models and for span-
BERT we used their official released code, and
incorporated new methods to suit our task.

4.1 Single sentence Classification Task
As name indicates, to obtain a single sentence for
classification, we concatenated response string and
context string.

Figure 1 represents general architecture of mod-
els used in subsection 4.1.1, 4.1.2 and 4.1.3, for
single sentence classification where:

• Input : response string + context string

Figure 1: Transformer model for single sentence classi-
fication

• Transformer: layer could be any of the model
from BERT, RoBERTa or spanBERT as trans-
former.

• Embedding output: is representation of
”[CLS]” token by transformer, used for classi-
fication task.

• Feed Forward Network : has multiple dense
and dropout layer.

• Softmax: classifier for binary classification.

4.1.1 BERT
Devlin et al. (2019) introduced Bidirectional En-
coder Representations from Transformers(BERT).
BERT’s key technical innovation is applying bidi-
rectional training of Transformers to language mod-
eling. BERT is pre-trained on two objectives,
Masked language modeling (MLM) and next sen-
tence prediction (NSP).

We used ’bert-base-uncased’ and ’bert-large-
uncased’ pretrained model in transformer layer.
’bert-base-uncased’ has 12-layers, 768-hidden state
size, 12-attention heads and 110M parameters,
with each hidden state of (max seq len, 768) size
and embedding output of 768 length. ’bert-large-
uncased’ has 24-layers, 1024-hidden state size, 16-
attention heads and 340M parameters. it has each
hidden state of (max seq len, 1024) size and em-
bedding output of 1024 length. ’bert-large-uncased’
gave better results than ’bert-base-uncased’ on both
datasets.

4.1.2 SpanBERT
Joshi et al. (2020) introduced pretraining method to
represent and predict span instead of words. This
approach is different from BERT based pretraining
methods in two ways:

1. Masking contiguous random spans instead of
masking random tokens.

89



2. Span Boundary Objective: Predicting entire
content of masked span with help of hidden
states of boundary token of masked span.

We used ’spanbert-base-cased’ and ’spanbert-large-
cased’ pretrained model as transformer layer.
’spanbert-base-cased’ has 12-layers, 768-hidden
state size, 12-attention heads and 110M parame-
ters, with each hidden state of (max seq len, 768)
size and embedding output of 768 length. ’spanbert-
large-cased’ has 24-layers, 1024-hidden state size,
16-attention heads and 340M parameters. It has
each hidden state of (max seq len, 1024) size
and embedding output of 1024 length. ’spanbert-
large-cased’ gave better results than ’spanbert-
base-cased’, ’bert-base-uncased’ and ’bert-large-
uncased’ respectively on both datasets .

4.1.3 RoBERTa
Liu et al. (2019) presented a replication study of
BERT pre-training, related to impact of key hyper-
parameter and size of training data on which it
was pre-trained, and found BERT as significantly
untrained.

We tried only roberta large models, which has 24-
layers, 1024-hidden state size, 24-attention heads
and 355M parameters. it has each hidden state of
(max seq len, 1024) size and embedding output of
1024 length. ’roberta-large’ gave better results than
all previous models.

4.1.4 LSTM over Transformer

Figure 2: Architecture of model 4.1.4

To improvise, We modified previously used
model architecture. Figure 2 represents architec-
ture of our successful improvised model, where:

• HS[-1], HS[-2]: represent last hidden state
and second last hidden state output by trans-
former respectively.

• Concatenation: layer concatenate two or more
tensors along suitable axis.

• LSTM: Hochreiter and Schmidhuber (1997)

In this model, last two hidden states are concate-
nated and passed through LSTM to get more con-
textual representation of text. Later output of
LSTM and embedding output of transformer is
concatenated and fed through feed forward Neural
network for classification.

We tried ’bert-large-uncased’ and ’Roberta large’
as transformer layer in this architecture. ’Roberta
large’ gave best f1-score among all. This model
also gave best result on classification using only
’response string’ as input on both datsets.

4.2 Sentence pair Classification task

In this Sentence Pair classification task, we give a
pair of text as input for binary classification. We
present following two models:

4.2.1 Siamese Transformer
Our architecture was inspired from two things, first
is intuition that it may be a case that only ’response’
is Sarcastic but not concatenation of ’response’ and
’context’, and second, Siamese network (Mueller
and Thyagarajan, 2016).

Figure 3: Architecture of Proposed Siamese Trans-
former

Figure 3 represents our Siamese Transformer,
where: ’input 1’ is response string, ’input 2’ is
response string + context string, ’Softmax’ is last
softmax layer intuitively work as ’OR’ logical gate.

We expected improvement in result over previ-
ous models, but it didn’t happen. This also estab-
lishes that context is necessary for Sarcasm Detec-
tion.

4.2.2 Dual Transformer
Length of context string is larger than re-
sponse string so it might be that their combined
contextual representation is dominated by ’con-
text string’. To overcome this, we pass them
through different transformers to get their individ-
ual representation of equal size. These represen-
tation are then concatenated and passed through
Bi-LSTM to get contextual representation of the
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Figure 4: Architecture of Dual Transformer model

combination. Figure 4 represents our architec-
ture of Dual transformer, where: ’input 1’ is re-
sponse string, ’input 2’ is context string, ’BiL-
STM’ is bidirectional LSTM (Schuster and Paliwal,
1997)

Last hidden state output of both transformers are
concatenated and passed over Bi-LSTM to get a
better contextual, output of which is passed through
a classification layer. This model didn’t give better
results as expected. We guessed lack of training
data as one of the possible reason.

5 Results

Model P R f1
response onlySS 68.7 71.8 67.50
bert-baseSS 74.7 74.8 74.62
bert-largeSS 75.1 75.1 75.03
roberta-largeSS 76.1 76.1 76.05
spanbert-baseSS 74.9 75.2 74.89
spanbert-largeSS 75.7 75.9 75.68
bert-largeLoT 76.5 76.7 76.44
roberta-largeLoT 77.3 77.4 77.22
roberta-largeST 75.5 75.5 75.49
roberta-largeDT 75.9 76.2 75.88

Table 1: Result on Twitter

Model P R f1
response onlySS 64.2 64.7 63.83
bert-baseSS 66.5 66.6 66.47
bert-largeSS 67.3 67.3 67.27
roberta-largeSS 67.5 67.5 67.49
spanbert-baseSS 66.9 67.3 66.75
spanbert-largeSS 67.4 67.4 67.36
bert-largeLoT 68.1 68.1 68.0
roberta-largeLoT 69.3 69.9 69.11
roberta-largeST 67.9 68.1 67.86
roberta-largeDT 68.1 68.1 68.1

Table 2: Result on Reddit

Table 1 and Table 2 depict results of all mod-
els and tasks on Twitter and Reddit datasets re-
spectively. In both table ’SS’ denotes single sen-
tence classification task, ’LoT’ denotes LSTM
over Transformer(4.1.4), ’DT’ denotes Dual Trans-
former(4.2.2) and ’ST’ denotes Siamese Trans-
former (4.2.1).

Using only ’response string’ (i.e without using
context) we got best f1-score of 67.50 and 63.2
on Twitter and Reddit datsets respectively. Using
response as well as context, LSTM over Trans-
former model (sub-section 4.1.4) with ’robert-large’
as transformer layer performed best. We tried dif-
ferent maximum sequence legth, 126 on Twitter
conversation and 80 on Reddit Conversation text
gave the best results. We didn’t benchmark our re-
sults with Ghosh et al. (2018), Zhang et al. (2016),
etc. related works, becuase those models were
trained on different datasets. To do a fair compar-
ison, we would have to re-train those models on
our dataset, but due to computational constraints
we were unable to do this.

6 Related Work

Most of the existing works are on detecting sarcasm
without considering context. Joshi et al. (2016) ,
Zhang et al. (2016) , Ghosh et al. (2018) have con-
sidered context and utterances separately for sar-
casm detection and showed how context is helpful
in sarcasm detection.

7 Conclusion

To conclude, we showed effective method for sar-
casm detection and how much context is necessary
for it. We didn’t use any dataset (reddit and twitter)
specific pre-processing or hyperparameter tuning
in order to evaluate effectiveness of models across
various types of data. In future, we would like to
experiment with supplementing external data or
merging different types of data on this task.
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Abstract

Online discussion platforms are often flooded
with opinions from users across the world on a
variety of topics. Many such posts, comments,
or utterances are often sarcastic in nature, i.e.,
the actual intent is hidden in the sentence and
is different from its literal meaning, making
the detection of such utterances challenging
without additional context. In this paper, we
propose a novel deep learning-based approach
to detect whether an utterance is sarcastic or
non-sarcastic by utilizing the given contexts in
a hierarchical manner. We have used datasets
from two online discussion platform - Twit-
ter and Reddit1 for our experiments. Experi-
mental and error analysis shows that the hier-
archical models can make full use of history to
obtain a better representation of contexts and
thus, in turn, can outperform their sequential
counterparts.

1 Introduction

In the current scenario, social media serves as the
biggest platform for people to express their opinion
and share information. Many organizations use this
data to understand the choices of people and amend
their policies accordingly. On these platforms, peo-
ple often express their opinion sarcastically which
is inherently difficult even for humans to analyze.
For example “It is a wonderful feeling to carry
an expensive phone with short battery life.” is a
sarcastic sentence that complains about the battery
life of the phone but with the positive set of words
like “wonderful”. Therefore it is essential to iden-
tify sarcastic responses to comprehend the users’
demands and complaints.

However, detecting sarcasm from a text is a dif-
ficult task as such sentences have positive surface

1Both the dataset are provided by the organizers of Shared
Task of Sarcasm Detection in FigLang-2020

sentiment but negative implied sentiment. For ex-
ample, in the sentence “Yeah Right! I bought that
nice expensive phone for this only!”, the phrase
“nice expensive” may imply positive sentiment from
the user, but, the phrase “Yeah Right!” may render
the whole sentence as a negative statement given
enough background or context.

Sarcasm detection is not an independent area of
study and is closely related to sentiment analysis.
In order to detect sarcasm, many works like, (Veale
and Hao, 2010), (Maynard and Greenwood, 2014)
have proposed the use of hand-crafted features to
identify a sarcastic response.

However, with the advent of Deep Learning, it
became possible to automatically learn and extract
these features, thereby reducing both time and ef-
fort. Many of these approaches have also been
applied in complex NLP problems, for example,
(Kim, 2014) proposed a Convolution Neural Net-
work (CNN) to extract n-gram features automati-
cally from the text. (Nowak et al., 2017) and (Cho
et al., 2014) showed the efficacy of Recurrent Neu-
ral Networks (RNNs) like LSTMs (Hochreiter and
Schmidhuber, 1997) and GRUs (Cho et al., 2014)
in handling the long term dependencies. Atten-
tion mechanisms (Bahdanau et al., 2014) have fur-
ther improved the performance of complex NLP
tasks like machine translation and reading compre-
hension by attending or focusing on the important
words/ phrases from the inputs before making a
decision. Recently, transformers (Vaswani et al.,
2017) have outperformed many traditional and re-
cent approaches in NLP by allowing one to learn
from the huge amount of data.

In this paper, we present a Hierarchical BERT
(Devlin et al., 2018) based model for sarcasm de-
tection for a given response and its context. Our
model, first, extracts the local features from the
words in a sentence, and then uses a Convolution
module to summarize all the sentences in a context.
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The summarized context is then passed through a
recurrent layer to extract the temporal features from
the input. These temporal features are then convo-
luted with the input response to detect whether the
response is sarcastic or not.

2 Related Work

The task of sarcasm detection can be formulated
as a binary classification task i.e. given a sentence,
the task is to predict whether it is sarcastic or not.
Another area of study involves labeling utterances
in a dialogue as sarcastic or non-sarcastic using
sequence labeling. These approaches usually fall
into three different categories namely, Rule-based,
Statistical, and deep learning-based.

Rule Based Approaches In (Veale and Hao,
2010), (Maynard and Greenwood, 2014), (Bharti
et al., 2015) and (Riloff et al., 2013) authors pro-
posed the use of hand-crafted features and rule-
based approaches to perform classification. In or-
der to learn a decision boundary, one has to model
all the hand-crafted features beforehand, which is
a big disadvantage with such approaches.

Statistical Approaches In statistical ap-
proaches, features like bag-of-words, pattern-based,
user mentions, emoticons, N-grams have been
proposed in (Tsur et al., 2010), (González-Ibáñez
et al., 2011), (Liebrecht et al., 2013), (Reyes et al.,
2013). (Barbieri et al., 2014) included several sets
of features such as minimum/ maximum/ average
number of synset and synonyms, minimum/
maximum gap of the intensity of adverb and
adjectives in the target text to build first automated
system targeted for detecting irony 2 in Italian
Tweets.

Deep Learning-based Approaches The above
mentioned approaches suffer from generalization
since it is hard to manually extract and define all the
rules and features to detect sarcasm, whereas, deep
learning approaches can generalize well by auto-
matically learning from data. (Joshi et al., 2016)
used similarity between word embeddings of utter-
ances for sarcasm detection. (Amir et al., 2016)
applied convolution operation on user embedding
and the utterance embedding for sarcasm detec-
tion. User embedding allowed them to learn user-
specific context. and auxiliary features 3 to train
the convNet. (Cai et al., 2019) used a multi-modal

2Sarcasm is a form of irony.
3In this paper 5 auxiliary features are taken which are:

count of (!, ?, ., capital letters, ”or”) in a tweet

fusion model to detect sarcasm in a tweet that may
contain an image or video along with the text. In
(Potamias et al., 2019), authors proposed use of
transformer for detecting sarcastic text.

3 Dataset

For Sarcasm Detection, we have used 2 datasets
namely: (1) Twitter Dataset and (2) Reddit Dataset
provided for the FIG-LANG shared task4. Both
the datasets have a ‘Context’ provided in the form
of a conversation between the users, and the final
‘Response’ that has to be classified as Sarcastic or
Non Sarcastic response, using context. The Twitter
and Reddit dataset contains 5000 and 4400 train
instances respectively and 1800 test instances each.
The train set was further divided into an 80:20
ratio in a stratified fashion to obtain our final dev
(evaluation) and train sets.

4 Approach

In our proposed approach, we hypothesize that the
context must have a significant role in deciding
the sarcastic orientation of the response. Hence,
in order to capture the temporal features from the
context, we processed the contexts in a hierarchi-
cal manner. In this section, we describe all the
components of our proposed architecture.

Sentence Encoding Layer: To obtain the ini-
tial representation of the input, we used 2 separate
encoder layers for the context and its response. The
utterances in a context are passed through the first
BERT layer to extract sentence level features of a
context. For instance, if our context contains ‘m’
different utterances then, the output of this layer
would be scon ∈ R(m,dsen,dbert) where, dsen is the
maximum sentence length and dbert is the length
of word vector obtained from BERT. In our experi-
ments, we have used all the context provided in the
input to obtain initial context representation.
Similarly, the second BERT layer is used to en-
code the response in a fixed length vector sres ∈
Rdsen,dbert . This representation is further passed
through a BiLSTM layer to capture the seman-
tic relationship between the words of a response.
The final response output is denoted by ores ∈
Rdsen,dlstm where, dlstm is the number of BiLSTM
units.

Context Summarization Layer: The size of
initial context vector scon after the sentence en-

4The shared task on sarcasm detection conducted at the
ACL 2020 workshop on Figurative Language Processing.
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Figure 1: Proposed Architecture

coder layer becomes too large to process. For
instance, if dbert is 768, dsen is 100 and m is
10 then our initial representation will be of size
10 × 100 × 768. Thus, in order to obtain a sum-
marized context, we projected the utterances to
a lower dimension space using a convolution op-
eration. To achieve this, we passed all the utter-
ances through a 2D convolution layer with kernel
size of (krow, kcol) and a stride of 1. We obtain
dsum such feature maps to output our summary,
sumcon ∈ R(m−krow,dsen−kcol,dsum).

Context Encoder Layer: Since the utterances
are sequential in nature, i.e., one utterance is ut-
tered in response to the previous one, it is essential
to capture the contextual information between the
utterances to obtain a better context representation.
We have used BiLSTMs to output a sequence of
hidden state vectors [h1,h2, ...,hM] correspond-
ing to each of the M input vectors, where M is
m − krow. The vector hM can be seen as a short
summary for whole the context just like a short
summary of a paragraph or a book. The final out-
put of this layer is ocon ∈ R(M,dlstm)

CNN Layer: In (Kim, 2014) author proposed a
hybrid multi-channel CNN to capture the N-grams
features in a text by varying the kernel size. As
our final output o, we again used a 2D convolution
layer to extract relations between response ores and
context ocon. To obtain different N-grams features
as mentioned in (Kim, 2014), we used different
shared matrices of sizes (2, 2), (2, 3), and (2, 5).
Finally, we applied a Max-pool layer to extract
the most relevant features from each of these N-
gram features. Our final architecture is described
in Figure 1.

Fully Connected Layer: The relevant N-

grams from the last layer are then passed through
a fully connected layer to obtain a score S, which
is then passed through a sigmoid layer to compute
the probability scores.

5 Experiments and Results

For our experiments, we compare proposed ap-
proach with two baselines defined next:

Baseline 1: Hierarchical Attention Network
Proposed in (Yang et al., 2016), the authors applied
attention mechanism to classify large documents.
We used this model to visualize the attention given
to a particular context and words in response while
making a decision.

Baseline 2: Memory Networks This exper-
iment is done based on the implementation of
(Sukhbaatar et al., 2015). The intuition was to
use (context, response) as a (key, value) pair, and
given this information we predicted whether our
value is sarcastic or not. Results have been shown
in the table 1.

Experimental Settings All the parameters in
our architecture were tuned on val set. We have
used small version of BERT with dbert = 768, the
number of Bi-LSTMs, dlstm were varied between
the range 200, 300. Throughout our experiments
on test and val sets, we found that the optimum
value for (krow, kcol) were (2,2) and were kept
same throughout all other experiments. The max-
imum sentence length, dsen was fixed to 100 and
the dropout values were adjusted as described in
(Srivastava et al., 2014). We used cross-entropy
as the loss function and Adam as optimizer (with
default values) for all the models. The F1 scores
were used as an evaluation metric for validation set.
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All these parameters were tuned on val F1 scores
to determine the final optimal values.

6 Results and Analysis

We have reported the results of all the experiments
table 1. As shown in table, our architecture outper-
formed all the other strong baselines in both the
datasets. To further analyse the strengths of our net-
work we further performed some experiments by
visualizing the attention weights given to contexts
and words in response.
As evidenced from Figure 2, we can see that the
model correctly predicts the inputs in row 1 and
4. In row 1, the maximum attention is given to Ut-
terance 2, while in the response, a strong negative
phrase like “biggest bullies” were given maximum
attention to classify the response as sarcastic. Also,
we can see that the irrelevant words like “@USER”
were given the least attention (shades of green de-
termine the positive while, the shades of red deter-
mine the negative attention weights). Similarly in
row 4, we can see that the context and response
are consists of positive sentiment words and emoti-
cons which helped the model to classify the input
as non-sarcastic.
In row 2 and 3 there are examples of incorrect clas-
sification made by our model. Upon analysis, we
found that the response contains the positive words
used in negative sentiment thereby confusing the
model. Similarly in row 3, the response contains
the negative words/ phrases like “stop obsessing”,
“rude” but has positive sentiment. Such examples
where, there is a very fine distinction between the
sarcastic and non-sarcastic responses are likely to
confuse our model.
We hypothesised that the false-positive produced
by our models must be are of “boundary cases”
which our model is not able to handle. To corrobo-
rate this fact, we plotted the embedding produced
by our model before sigmoid layer using t-SNE
(van der Maaten and Hinton, 2008). In Figure 3,
green and blue points denotes correct non-sarcastic
and sarcastic samples respectively while orange
and red points denote the incorrect classifications.
We can see that most of the miss-classifications
form a cluster and can be seen as boundary exam-
ples. Also, to explain the difference between the
val and test results we plotted the test samples on
top of these points (denoted by cross markers). We
can see in Figure 3, that the test samples fall on
these boundary cases which might be the reason

for such discrepancy.

Dataset HAN KG-Mem Our Approach
Twitter train 0.76 0.79 0.87

dev 0.74 0.79 0.84
test 0.68 0.70 0.74

Reddit train 0.69 0.69 0.77
dev 0.67 0.68 0.76
test 0.60 0.605 0.639

Table 1: Comparison with baselines

Figure 2: Error Analysis

7 Conclusion and Future work

In this paper, we proposed a novel Hierarchical
BERT based neural network architecture to handle
context and response. From analysis and results,
we supported the facts that the hierarchical model
can effectively model the context and can produce
a better representation of input before making a
decision.
Applying BERT on large documents and in hier-
archical setting is still an open problem and we
would like to explore this aspect in depth in our
future works. Further, we would like to obtain a
better representation of context by compressing the
BERT representation of context in a much more
efficient way (the context summarization layer).

Figure 3: t-SNE plot for val and test data
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Abstract

Sarcasm detection, regarded as one of the sub-
problems of sentiment analysis, is a very typ-
ical task because the introduction of sarcas-
tic words can flip the sentiment of the sen-
tence itself. To date, many research works
revolve around detecting sarcasm in one sin-
gle sentence and there is very limited research
to detect sarcasm resulting from multiple sen-
tences. Current models used Long Short Term
Memory (Hochreiter and Schmidhuber, 1997)
(LSTM) variants with or without attention to
detect sarcasm in conversations. We showed
that the models using state-of-the-art Bidirec-
tional Encoder Representations from Trans-
formers (Devlin et al., 2018) (BERT), to cap-
ture syntactic and semantic information across
conversation sentences, performed better than
the current models. Based on the data anal-
ysis, we estimated that the number of sen-
tences in the conversation that can contribute
to the sarcasm and the results agrees to this
estimation. We also perform a comparative
study of our different versions of BERT-based
model with other variants of LSTM model
and XLNet (Yang et al., 2019) (both using the
estimated number of conversation sentences)
and find out that BERT-based models outper-
formed them.

1 Introduction

For many NLP researchers from both academia
and industry, sarcasm detection has been one
of the most focused areas of research among
many research problems like code-mixed senti-
ment analysis (Lal et al., 2019), detection of offen-
sive or hate speeches (Liu et al., 2019), question-
answering(Soares and Parreiras, 2018), etc. One of
the main reasons why sarcasm finds a significant
portion of research work is because of its nature
that the addition of a sarcastic clause or a word can
alter the sentiment of the sentence.

Sarcasm is used to criticize people, to provide po-
litical or apolitical views, to make fun of ideas, etc.,
and the most common form of sarcasm usage is
through text. Some major sources of the sarcastic
text are social media platforms like Twitter, Insta-
gram, Facebook, Quora, WhatsApp etc. Out of
these, Twitter forms the major source of sarcastic
content drawing attention from researchers across
the globe (Bamman and Smith, 2015; Rajadesingan
et al., 2015; Davidov et al., 2010).
Due to its inherent nature of flipping the context
of the sentence, sarcasm in a sentence is difficult
to detect even for humans (Chaudhari and Chan-
dankhede, 2017). Here, the context is considered
only in one sentence. How do we deal with sit-
uations where the sarcastic sentence depends on
a conversation context and the context spans over
multiple sentences preceding the response sarcas-
tic sentence? Addressing this problem may help in
identifying the root cause of sarcasm in a larger con-
text, which is even tougher because conversation
sentences differ in number, some conversation sen-
tences themselves may be sarcastic and response
text may depend on more than one conversation
sentences. This is the research problem that we are
trying to address and are largely successful in build-
ing better models which outperformed the baseline
F-measures of 0.6 for Reddit and 0.67 for Twitter
datasets (Ghosh et al., 2018). We have achieved F-
measures of 0.752 for Twitter and 0.621 for Reddit
datasets.

2 Related work

Sarcasm is a form of figurative language where
the meaning of a sentence does not hold and the
interpretation is quite contrary. A quick survey
about sarcasm detection and some of the earlier
approaches is compiled by Joshi et al. (2017).
The problem of sarcasm detection is targeted in
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Field Field Description
label SARCASM or NOT SARCASM
response Tweet or a Reddit post
context Ordered list of dialogue

Table 1: Fields used in the training data

different ways by the research community. Sar-
casm detection is not wholly a linguistic prob-
lem but extra-lingual features like author and au-
dience information, communication environment
etc., also play a significant role in sarcasm identifi-
cation (Bamman and Smith, 2015). Davoodi and
Kosseim (2017) used semi-supervised approaches
to detect sarcasm. Another approach is automatic
learning and exploiting word embeddings to rec-
ognize sarcasm (Amir et al., 2016). Emojis also
have a significant impact on the sarcastic nature of
the text, which might help in detecting sarcasm bet-
ter (Felbo et al., 2017). Other approaches to detect
sarcasm include Bi-Directional Gated Recurrent
Neural Network (Bi-Directional GRNU) (Zhang
et al., 2016). Sarcasm detection in speech is also
gaining importance (Castro et al., 2019).
Some of the earlier works involving conversation
contexts in detecting sarcasm are trying to model
conversation contexts and understand what part of
conversation sentence was involved in triggering
sarcasm (Ghosh et al., 2017, 2018) and identify the
specific sentence that is sarcastic given a sarcas-
tic post that contains multiple sentences (Ghosh
et al., 2018). Humans could infer sarcasm better
with conversation context which emphasises the
importance of conversation context (Wallace et al.,
2014).
The structure of the paper is as follows. In Section
3, we describe the dataset (fields provided in the
train and the test data and an example data along
with its explanation). Section 4 describes the fea-
ture extraction where the emphasis is on data pre-
processing and the procedure to select conversation
sentences. Section 5 describes the systems used in
training the data whereas section 6 discusses the
comparative results of various models. Section 7
presents concluding remarks and future direction
of research.

3 Dataset Description

The data1 we used for model building is taken
from sarcasm detection shared task of the Sec-

1https://competitions.codalab.org/competitions/22247

ond Workshop on Figurative Language Processing
(FigLang2020). There are two types of data pro-
vided by the organizers: 1. Twitter dataset and 2.
Reddit dataset. Training data contains the fields -
“label”, “response” and “context” and are described
as shown in the Table 1.
If the “context” contains three elements, “c1”, “c2”,
“c3”, in that order, then “c2” is a reply to “c1” and
“c3” is a reply to “c2”. Further, if the sarcastic “re-
sponse” is “r”, then “r” is a reply to “c3”. Consider
the example provided by the organizers:
label: “SARCASM”
response: “Did Kelly just call someone else
messy? Baaaahaaahahahaha”
context: [“X is looking a First Lady should . #clas-
sact, “didn’t think it was tailored enough it looked
messy”]
This example can be understood as “Did Kelly...”
is a reply to its immediate context “didn’t think it
was tailored...” which is a reply to “X is looking...”.
and the label of the response is “SARCASM”.
Testing data contains the fields - “id”, “response”
and “context” and are described as shown in the
Table 2.
The data of both Twitter tweets and Reddit posts
were organized into train and test sets. The number
of samples in each of these datasets is shown in
Table 3. It is clear from the table that the data is bal-
anced with the same number of sarcastic and non-
sarcastic samples (Abercrombie and Hovy, 2016).

Field Field Description
id Identification for each test sample
response Tweet or a Reddit post
context Ordered list of dialogue

Table 2: Fields used in the testing data

Datasets Label No. of Samples
Train Test

Twitter S 2500
1800

NS 2500

Reddit S 2200
1800

NS 2200

Table 3: Dataset Composition Description
∗ S : SARCASM, NS : NON SARCASM
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4 Feature Extraction

4.1 Data Pre-processing and Cleaning
The corpus data contains consecutive occurrences
of periods (.), multiple spaces between words, more
or consecutive punctuation marks like exclamation
(!), etc. Since the data is collected from Twitter
handles and Reddit posts, the data also contain
hashtags and emoticons, which are some of the
properties of the text extracted from social media.
Hence, there is a great need to clean the data before
any further processing and we followed multiple
steps, for cleaning the data, as described below:
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Figure 1: Analysis of Twitter data: Number of sen-
tences Vs Percentage of samples

1. Replacing consecutive instances of punctua-
tion marks with only one instance of it.

2. Demojizing the sentences that contain emoti-
cons i.e., replacing emoticons with their cor-
responding texts. For example, is replaced
with :stuck out tongue:.

3. There are two ways of handling hashtags -
one, remove the hashtag and two, extract the
hashtag content. We took the second approach
as we believe certain hashtags contain mean-
ingful text. For example, consider the text
Made $174 this month, I’m gonna buy a yacht!
#poor. There are two parts to this sentence
- Made $174 this month, which doesn’t have
any sentiment but it is understood that the
money he got is less and the second one, I’m
gonna buy a yacht!, which is a positive state-
ment that he can buy something very costly.
The addition of hashtag #poor flipped the first
statement to negative sentiment. Ignoring
#poor will lose the sarcastic impact on the
sentence.

No of sentences
in a conversation Training Testing

5 or less 83% 90%
7 or less 90% 96%
10 or less 95% 98%

Table 4: Twitter Data - Percentage of samples having
certain number of sentences in a conversation

No of sentences
in a conversation Training Testing

5 or less 99.4% 70%
7 or less 99.9% 93.8%
10 or less 100% 99%

Table 5: Reddit Data - Percentage of samples having
certain number of sentences in a conversation

4. Some punctuation marks like exclamation (!)
have special significance in English text and
are generally used to express emotions such as
sudden surprises, praises, excitement or even
pain. So, we decided to not remove punctua-
tion marks.

5. We have identified contracted and combined
words (for example, we’ve, won’t’ve, etc,.)
and replaced them with their corresponding
English equivalents (in this case, we have, will
not have, etc,.).

4.2 Selection of Conversation Sentences

Twitter Dataset: Since the number of conver-
sation sentences range from two to twenty, it is
important to understand how many sentences can
contribute to the sarcastic behavior.
A quick analysis of Twitter data is provided by the

Figure 1 and the Table 4. The behavior of training
and testing data follows similar trend as observed
from the Figure 1. We selected the last 7 conversa-
tion sentences out of all conversation sentences per
Twitter tweet based on the following analysis:

• If we have chosen to select 10 sentences or
more, then around 50 percent of samples
which have 2 context sentences should be
padded with zeros after tokenization. If we
have chosen to select 2 sentences, then we
will end up losing more context information.
There is this trade-off while selecting conver-
sation sentences.
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• It is unlikely that the response text depends on
the farther context sentences. So, the response
text largely depends on context sentences that
are closest to the response text.
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Figure 2: Analysis of Reddit data: Number of sen-
tences Vs Percentage of samples

Reddit Dataset: Here, the dataset composition is
different compared to that of Twitter Dataset. The
number of conversation sentences ranges from two
to eight in train data with 99 percent of samples
having five or fewer sentences but the number of
conversation sentences in test data ranges from two
to thirteen with only 70 percent of samples having
five or fewer sentences. Figure 2 and the Table 5
depict this behaviour of Reddit data.

4.3 Training text finalization
As discussed in Section 4.2, we considered the
last 7 cleaned sentences from the conversation sen-
tences. The response text is a direct result of the
conversation sentences. Hence, we concatenate all
the selected conversation sentences together and
with the cleaned response text. This final text is fed
to the model for training.

5 System description

There are several NLP models at our disposal to
work with, some are pre-trained while others need
to be trained from scratch. We have done ex-
periments with LSTM, BiLSTM, Stacked LSTM
and CNN-LSTM (Convolution Neural Network +
LSTM) models which can be trained to capture se-
quence information. To avoid over-fitting, we have
introduced dropout layers and taken early stopping
measures while training. We split the training data
into train data (to train the model) and validation
data (10 percent of actual training data to validate
the model and employ early stopping). We also

have worked with pre-trained Transformer based
BERT (bert-base-uncased) model and XLNet. The
following steps are used to fine-tune the pre-trained
BERT model:

1. Tokenize the text (BERT requires the text to
be in a predefined format with separators and
class labels)

2. Create attention masks

3. Fine-tune the pre-trained BERT model so that
the model parameters will conform to the in-
put training data

In our model, training stops when F1-score on vali-
dation data goes below the earlier epoch’s F1-score
and the prediction is done on the earlier model for
which validation F1-score is highest. Similar steps
are performed to fine-tune XLNet model.

6 Results

The LSTM model variants - LSTM, BiLSTM,
Stacked-LSTM and Conv-LSTM models are ap-
plied to Twitter dataset and the F1-scores on test
data are 0.67, 0.66, 0.66 and 0.67 respectively. The
F1-scores of variants of BERT models considering
different lengths of conversation sentences and XL-
Net are depicted in Table 6.

Twitter Reddit
BERT-3 0.710 0.603
BERT-5 0.745 0.621
BERT-7 0.752 -*
BERT-all 0.724 0.592
XLNet 0.684 0.541

Table 6: Comparison of results for various models for
Twitter and Reddit datasets
∗ indicates that the BERT-7 model is not trained as the
number of samples in BERT-all model is just one sam-
ple more than that in BERT-7 model.

We experimented by considering the last 3, 5 and 8
sentences for Reddit dataset and found that model
that used 5 sentences outperformed the other two,
probably because the model which used 3 sentences
captured the context well while training but failed
to apply it as the range of sentences’ length in the
test set is large compared to the train set. Similarly
model with 8 samples had a lot of padded zeros as
99 percent of samples have five or fewer sentences
which resulted in poor performance. The results
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of the experiments on Reddit dataset are depicted
in Table 6. Since LSTM variants did not perform
well compared to BERT-based models, we focused
more on data preparation part of our research work
for Reddit dataset.
It can be inferred from the results table that our hy-
pothesis of taking seven latest sentences, for Twit-
ter dataset, falls in-line with the results.

7 Conclusion

Sarcasm detection in conversational context is an
important research area which infuses more en-
thusiasm and encourages the researchers across the
globe. We build models that outperformed the base-
line results. Though the results in the Shared Task
leaderboard shows that the top model achieved F-
measure of 0.93 for the Twitter dataset and 0.83
for the Reddit dataset, there is a lot to work on
the problem and find ways to improve the perfor-
mance with a larger dataset. Use of a larger dataset
might help in adding more context and help in im-
proving accuracy. Currently, the models that are
built are not generalised across datasets. Further
research can focus on building a generalized model
for multiple datasets.
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Abstract

This paper reports a linguistically-enriched
method of detecting token-level metaphors for
the second shared task on Metaphor Detection.
We participate in all four phases of competi-
tion with both datasets, i.e. Verbs and All-
POS on the VUA and the TOFEL datasets. We
use the modality exclusivity and embodiment
norms for constructing a conceptual represen-
tation of the nodes and the context. Our system
obtains an F-score of 0.652 for the VUA Verbs
track, which is 5% higher than the strong base-
lines. The experimental results across models
and datasets indicate the salient contribution of
using modality exclusivity and modality shift
information for predicting metaphoricity.

1 Introduction

Metaphors are one kind of figurative language that
use conceptual mapping to represent one thing (tar-
get domain) as another (source domain). As pro-
posed by Lakoff and Johnson (1980) in Conceptual
Metaphor Theory (CMT), metaphor is not only a
property of the language but also a cognitive mech-
anism that describes our conceptual system. Thus
metaphors are devices that transfer the property
of one domain to another unrelated or different
domain, as in ‘sweet voice’ (use taste to describe
sound).

Metaphors are prevalent in daily life and play a
significant role for people to interpret/understand
complex concepts. On the other hand, as a pop-
ular linguistic device, metaphors encode versatile
ontological information, which usually involve e.g.
domain transfer (Ahrens et al., 2003; Ahrens, 2010;
Ahrens and Jiang, 2020), sentiment reverse (Steen
et al., 2010) or modality shift (Winter, 2019) etc.
Therefore, detecting the metaphors in texts is es-
sential for capturing the authentic meaning of the
texts, which can benefit many natural language

processing applications, such as machine trans-
lation, dialogue systems and sentiment analysis
(Tsvetkov et al., 2014). In this shared task, we aim
to detect token-level metaphors from plain texts
by focusing on content words (Verbs, Nouns, Ad-
jectives and Adverbs) of two corpora: VUA1 and
TOFEL2. To better understand the intrinsic proper-
ties of metaphors and to provide an in-depth analy-
sis to this phenomenon, we propose a linguistically-
enriched model to deal with this task with the use of
modality exclusivity and embodiment norms (see
details in Section 3).

2 Related Work

Many approaches have been proposed for auto-
matic detection of metaphors, using features of lexi-
cal information (Klebanov et al., 2014; Wilks et al.,
2013), semantic classes (Klebanov et al., 2016),
concreteness (Klebanov et al., 2015), word associa-
tions (Xiao et al., 2016), constructions and frames
(Hong, 2016) and systems such as traditional ma-
chine learning classifiers (Rai et al., 2016), deep
neural networks (Do Dinh and Gurevych, 2016)
and sequential models (Bizzoni and Ghanimifard,
2018).

Despite many advances in the above work,
metaphor detection remains a challenging task.
The semantic and ontological differences between
metaphorical and non-metaphorical expressions are
often subtle and their perception may vary from per-
son to person. To tackle such problems, researchers
resort to specific domain knowledge (Tsvetkov
et al., 2014); lexicons (Mohler et al., 2013; Dodge
et al., 2015); supervised methods (Klebanov et al.,
2014, 2015, 2016) or using attention-based deep
learning models to capture latent patterns (Igam-

1http://www.vismet.org/metcor/
documentation/home.html

2https://catalog.ldc.upenn.edu/
LDC2014T06
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berdiev and Shin, 2018). These methods show dif-
ferent strengths on detecting metaphors, yet each
has its respective disadvantages, such as having
generalization problems or lack association of their
results with the intrinsic properties of metaphors.
In addition, the reported performances of metaphor
detection so far (around 0.6 F1 in the last shared
task) (Leong et al., 2018) are still not promising.
This calls for further endeavours in all aspects.

In this work, we adopt supervised machine learn-
ing algorithms based on four categories of fea-
tures, which include linguistic norms, ngram-word,
-lemma and -pos collocations, word embeddings
and cosine similarity between the target nodes and
its neighboring words, as well as the strong base-
lines provided by the organizer of the shared task
(Leong et al., 2018; Klebanov et al., 2014, 2015,
2016). Moreover, we use several statistical mod-
els and ensemble learning strategies during training
and testing so as to test the cross-model consistency
of the improvement using the various features. The
methods are described in detail in the following
sections.

3 Feature Sets

This work uses four categories of features (16 sub-
sets in all) to represent the nodes and contextual
information at hierarchical levels, which include
the lexical and syntactic-to-semantic information,
sensory modality scales, embodiment ratings (of
verbs only), as well as word vectors of the nodes
and cosine similarity of node-neighbor pairs, as
detailed below.

• Linguistic Norms: Two linguistic norms are
used to construct four linguistically-enriched
feature sets in the jsonlines format: 3

– ME (modality exclusivity): 42 dimen-
sion of target nodes representation, con-
taining the mapped sensorimotor values
in the modality norms;

– DM (dominant modality): 1× 5 dimen-
sion of node-neighbor pairs (five lexical
neighboring words) information, repre-
senting the dominant modality of the tar-
get nodes and the surrounding lexical
words;

3The feature sets can be accessed through the
link: https://github.com/ClaraWan629/
Feature-Sets-for-MD

– EB (embodiment): 2 dimension of nodes
representation, including embodiment
rating and standard deviation;

– EB-diff (embodiment differences): 2×5
dimension of node-neighbor pairs (five
lexical neighboring words) information.

The ME and DM feature sets are constructed
by using the Lancaster Sensorimotor norms
collected by Lynott et al. (2019). The data
include measures of sensorimotor strength (0-
5 scale indicating different degrees of sense
modalities/action effectors) for 39,707 En-
glish words across six perceptual modali-
ties: touch, hearing, smell, taste, vision
and interception, and five action effectors:
mouth/throat, hand/arm, foot/leg, head (ex-
cluding mouth/throat), torso.4 As sensori-
motor information plays a fundamental role
in cognition, these norms provide a valuable
knowledge representation to the conceptual
categories of the target and neighboring words
which serve as salient features for inferring
metaphors.

The EB and EB-diff feature sets are con-
structed by using the embodiment norms for
687 English verbs which is collected by Sidhu
et al. (2014). Research examining semantic
richness effects has shown that multiple di-
mensions of meaning are activated in the pro-
cess of word recognition (Yap et al., 2011).
This data applies the semantic richness ap-
proach (Sidhu et al., 2014, 2016) to verb stim-
uli in order to investigate how verb meanings
are represented. The relative embodiment rat-
ings (1-7 scale indicating different degrees
of bodily involvement) revealed that bodily
experience was judged to be more important
to the meanings of some verbs (e.g., dance,
breathe) than to others (e.g., evaporate, ex-
pect), suggesting that relative embodiment is
an important aspect of verb meaning, which
can be a useful indicator of meaning mismatch
of the figurative usage of verbs.

• Collocations: Three sets of collocational
features are constructed to represent the
lexical, syntactic, grammatical information
of the nodes and their neighbors: Tri-
gram, FL (Fivegram Lemma), FPOS (Five-
gram POS tags). The two corpora are

4https://osf.io/7emr6/
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lemmatized using the nltk WordNetLemma-
tizer5 and POS tagged using the nltk aver-
aged perceptron tagger6 before constructing
such features.

• Word Embeddings: For comparisons, we
utilise distributional vector representation of
word meaning to the nodes based on the
distributional hypothesis (Firth, 1957; Lenci,
2018). Two pre-trained Word2Vec models
(GoogleNews.300d and Internal-W2V.300d
(pre-trained using the VUA and TOFEL
corpora)) and the GloVe vectors are used.
GoogleNews7 in this work is pre-trained us-
ing the continuous bag-of-words architecture
for computing vector representations of words
(Church, 2017). GloVe8 is an unsupervised
learning algorithm for obtaining vector repre-
sentations for words. We use the 300d vectors
pre-trained on Wikipedia 2014+Gigaword 5
(Pennington et al., 2014).

• Cosine Similarity: We also investigate the
cosine similarity (CS) measures for comput-
ing word sense distances between the nodes
and their neighboring lexical words, based on
the hypothesis that words of distant meaning
are more likely to be metaphors. Three differ-
ent sets of CS features are constructed in this
work by using the above three different word
embedding models: CS-Google, CS-GloVe,
CS-Internal.

These features constitute a rather comprehen-
sive representation of the mismatch of the nodes
and their neighbors in terms of senses, domains,
modalities, agentivity and concreteness etc, which
are highly indicative of metaphorical uses and are
hence hypothesized as more distinctive features
than the strong baselines in Leong et al. (2018).

In addition, we replicate the three strong base-
lines provided by the organizer for comparison pur-
poses:

• B1: lemmatized unigrams (UL)

5https://www.nltk.org/_modules/nltk/
stem/wordnet.html

6https://www.kaggle.com/nltkdata/
averaged-perceptron-tagger

7https://github.com/mmihaltz/
word2vec-GoogleNews-vectors

8https://nlp.stanford.edu/projects/
glove/

• B2: lemmatized unigrams, generalized Word-
Net semantic classes, and difference in con-
creteness ratings between verbs/adjectives and
nouns (UL + WordNet + CCDB)

• B3: baseline 2 and unigrams, pos tag, topic,
concreteness ratings between nodes and up
and down words respectively (UL + WordNet
+ CCDB + U + P + T + CUp + CDown)

4 Classifiers and Experimental Setup

Three traditional classifiers are used for predicting
the metaphoricity of the tokens, including Logis-
tic Regression, Linear SVC and a Random Forest
Classifier. The Machine Learning experiments are
run through utilities in the SciKit-Learn Laboratory
(SKLL) (Pedregosa et al., 2011). 9

For parameter tuning, we use grid search to find
optimal parameters for the learners. Finally, we set
up the following optimized parameters for the three
classifiers:

• Logistic Regression (LR):
‘class weight’:‘balanced’, ‘max iter’:5000,
‘tol’:1

• Linear SVC (LSVC):
‘class weight’:‘balanced’, ‘max iter’:50000,
‘C’:10

• Random Forest Classifier (RFC):
‘min samples split’:8, ‘max features’:‘log2’,
‘oob score’:‘True’, ‘random state’:10,
‘class weight’:‘balanced’

5 Results and Discussions

5.1 Evaluation Results
In order to evaluate the discriminativeness of the
various features for metaphor detection and their
fitness to the three classifiers, we focus on the VUA
Verbs phase and randomly select a development set
(4380 tokens) from the training set in proportion to
the Train/Test ratio. Experiments are run using the
three classifiers and the setup in Section 4.

The evaluation results on the individual features
in terms of F1-score are summarized in Table 1
below:

In Table 1, the top five features with the LR
classifier are highlighted in bold. Results show
that the best individual feature is ME, followed by

9https://skll.readthedocs.io/en/
latest/index.html
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Individual Features LR LSVC RFC
Baseline B1T2 .632 .621 .618
Linguistic MET1 .637 .636 .632

DM .616 .620 .623
EB .547 .548 .544
EB-diff .322 .321 .302

Collocation TrigramT4 .626 .625 .612
FLT5 .624 .623 .621
FPOS .378 .369 .335

Word2Vec GoogleNews .605 .607 .603
GloVeT3 .630 .627 .633
Internal .569 .555 .568

CS GoogleNews .448 .451 .445
GloVe .403 .404 .410
Internal .436 .421 .402

Table 1: Evaluation Results on Individual Features. T1-
5 are the top five features in terms of F1 score.

B1, W2V.GloVe, Trigram and FL. For the concep-
tual representations, modality exclusivity features
demonstrate outstanding performance, while the
embodiment features perform quite poorly. This is
due to the data sparseness of the embodiment fea-
ture representations. As the data in the embodiment
norms only contains 687 English verbs, it cannot
cover most of the words in the two corpora of the
shared task, which causes many empty values in
the feature matrix, resulting in a poor performance
in the task. Despite of this, it still helps the overall
performance, if concatenated with other features,
as to be shown in the later section.

The performances of the three classifiers are
quite close for all features, with LR performing
slightly better. To test the combined power of these
features for metaphor detection, we also conduct
evaluation on fused features, as shown in Table 2
below:

Fused Features LR LSVC RFC
B2 .641 .636 .635
B3 .631 .630 .628
Top3 .653 .649 .650
Top4 .668 .666 .659
Top5 .669 .665 .668
Linguistic+B2 .655 .654 .652
Collocation+B2 .659 .658 .655
Word2Vec+B2 .637 .636 .637
CS+B2 .639 .637 .636
Selected .672 .670 .671

Table 2: Evaluation Results on Fused Features

Results in Table 2 show that B2 is a stronger
baseline than B3, so we use B2 as the compari-
son basis. Among the four categories of features,
the linguistic and collocational features in combi-
nation with B2 achieve the greatest improvement

by around 1.5% F1-score. The top three to five
features also improve the performance by 1-2% F1-
score. However, the word embeddings and cosine
similarity features show no improvement over base-
line 2. Finally, we selected 12 features (excluding
the W2V features) using the automatic feature se-
lection algorithm and have achieved the best results
for evaluation (.672 F1 for LR).

5.2 Results on Test Sets
We use the best feature sets and classifier (LR) in
the above evaluation for the final submission. The
released results of our system on the test sets of the
four phases in terms of F1-score are summarized
in Table 3 below:

Phase/Method B2 Top5 L+B2 Selected
VUA-Verbs .600 .645 .642 .652
VUA-AllPOS .589 .597 .591 .603
TOFEL-Verbs .555 .588 .581 .596
TOFEL-AllPOS .543 .550 .552 .560

Table 3: Released Final Results of Our System

In Table 3, ‘L+B2’ stands for ‘Linguistic feature
fused with baseline 2’ and the best results are high-
lighted in bold. In addition to the best methods, we
also submit the Top5 features and the ‘L+B2’ fea-
tures which all show consistent improvement (1-5%
F1) over baseline 2. The evaluation results prove
the effectiveness of using the linguistic features,
especially the Modality Exclusivity representations
for metaphor detection.

5.3 Comparison to other Works
To demonstrate the effectiveness of our method,
this section presents the comparisons of our system
to some highly related works that participated in
the same shared task (2018) of the VUA corpus.
All the results are publicly available, as reported in
Leong et al. (2018). We compare our results on the
VUA-Verbs and VUA-AllPOS phases to the top
three teams (T1-3), the baseline2 (B2) and the only
team using linguistic features (Ling) in 2018. The
detailed results are displayed in Table 4 below:

Obviously, our method obtains very promising
results: it beats the Top 2 team for the Verbs phase
and is close to Top3 for the AllPOS phase; more-
over, our results are significantly superior to both
the baseline and another linguistically-based ap-
proach. This suggests the effectiveness of using
conceptual features for metaphor detection, echo-
ing the hypothesis that metaphor is a concept mis-
match between the source and target domains.
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Phase Method F1
VUA-Verbs-T1 w2v+CNN+Bi-LSTM .672
VUA-Verbs-us linguistic+LR .652
VUA-Verbs-T2 w2v+LSTM RNN .642
VUA-Verbs-T3 dictionary-based+LSTM .619
VUA-Verbs-B2 UL+WordNet+CCDB+LR .600
VUA-Verbs-Ling linguistic+CRF .246
VUA-AllPOS-T1 w2v+CNN+Bi-LSTM .651
VUA-AllPOS-T2 w2v+Bi-LSTM+linguistic .635
VUA-AllPOS-T3 w2v+LSTM RNN .617
VUA-AllPOS-us linguistic+LR .603
VUA-AllPOS-B2 UL+WordNet+CCDB+LR .589
VUA-AllPOS-Ling linguistic+CRF .138

Table 4: Comparison of Results of Our System to
Works in the last Shared Task

6 Conclusion

We presented a linguistically enhanced method for
word-level metaphor detection using conceptual
features of modality and embodiment based on tra-
ditional classifiers. As suggested by the results,
the modality exclusivity and embodiment norms
provide conceptual and bodily information for rep-
resenting the nodes and the context, which help
improve the performance of metaphor detection
over the three strong baselines to a great extent. It
is noteworthy that our system did not employ any
deep learning architectures, showing advantages of
simplicity and model efficiency, yet it outperforms
many sophisticated neural networks. In the future
work, we will use the current feature sets in combi-
nation with state-of-the-art deep learning models
to further examine the effectiveness of this method
for metaphor detection.
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Abstract

In our daily life, metaphor is a common
way of expression. To understand the mean-
ing of a metaphor, we should recognize the
metaphor words which play important roles.
In the metaphor detection task, we design a
sequence labeling model based on ALBERT-
LSTM-softmax. By applying this model, we
carry out a lot of experiments and compare
the experimental results with different process-
ing methods, such as with different input sen-
tences and tokens, or the methods with CRF
and softmax. Then, some tricks are adopted
to improve the experimental results. Finally,
our model achieves a 0.707 F1-score for the
all POS subtask and a 0.728 F1-score for the
verb subtask on the TOEFL dataset.

1 Introduction

As a common rhetorical device, we often use
metaphors to express our feelings and ideas
vividly and concisely in our daily life. Detecting
metaphors in texts is of great significance for ana-
lyzing the meaning and polarity of sentences. It can
also be used to generate sentences that are more
suitable for human expression, and promote the
development of chat robots, machine translation
and other fields.

Metaphor detection generally recognizes
metaphorical words or phrases from the metaphor-
ical sentence, such as "she is a woman with a
stone heart", in which "stone" is a metaphorical
word modified "heart". However, the task of
metaphor detection is very challenging. Firstly,
metaphor detection is a sequence labeling task,
and every word in a sentence needs to be classified.
Secondly, the boundaries between metaphors
and non metaphors are sometimes vague. More-
over, due to the different identities of authors,
some metaphorical words involve knowledge
in specific fields and are difficult to recognize

directly (Tsvetkov et al., 2014). The traditional
lexicon based method cannot cover all possible
words occurred in metaphors. It is difficult to
recognize metaphors when certain words are out-
of-vocabulary. Although the traditional machine
learning method needs to extract features manually
(Heintz et al., 2013), its performance is still
insufficient.While with the further development
of language model, different kinds of end-to-end
pre-trained models almost dominate the field of
natural language processing, and also improve the
prediction accuracy of various tasks to a higher
level. Hence, in this paper we use pre-trained
models to deal with metaphor detection task.

The purpose of this metaphorical shared task
is to identify the whole words and verbs in given
sentences. In this paper, we design an ALBERT-
BiLSTM structure to recognize metaphorical words
in TOEFL dataset. Firstly, we conduct an experi-
mental comparison on the form of input sentence,
and then select the form of inputting the single
sentence directly. Secondly, we compare the ap-
plication of BERT on this sequence labeling prob-
lem, and extract the input form of the first part
after the BPE word segmentation of BERT. Finally,
the effect of conditional random field (CRF) and
softmax with class weights in the output layer is
compared and the result shows that softmax with
class weights is better. At the same time, we also
adopt some tricks in the training process, including
semantic merge and loss with class weight. The
final result in the test set achieves a 0.707 F1-score
for the all POS subtask, and a 0.728 F1-score for
the verb subtask on TOEFL dataset.

2 Related works

At present, researchers in the field of natural lan-
guage processing have made a lot of effort in
metaphor detection task. Shutova et al. (2016)
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used unsupervised learning to detect metaphors,
and applied the syntactically perceived distribution
word vectors. Gong et al. (2017) used metaphorical
language detection as a method to explore the com-
position of word vectors, and calculated cosine dis-
tance to distinguish metaphor from non-metaphor:
words that are out of context in sentences may be
metaphorical. Gao et al. (2018) proposed a model
to connect the expression of Glove and Elmo for
solving the sequence labeling task, which is also
transferred to the following metaphor task. Gutiér-
rez et al. (2016) used the flexibility of word vectors
to study metaphor and its possibility of modeling
in semantic space. Mao et al. (2019) designed an
end-to-end model based on Glove and Elmo, which
could identify metaphors conveniently.

For metaphor often contains emotions, some re-
searchers tended to carry on emotion analysis on
metaphors. Veale (2012) constructed an lexicon
based model for analyzing emotions of metaphors.
Kozareva (2013) proposed a new method, which
integrated the trigger factors of cognition, emotion
and perception.

Verb metaphor recognition is also an important
subtask of metaphor recognition. Jia and Yu (2008)
used conditional random fields(CRF) model and
maximum entropy(ME) model to recognize verb
metaphor, and they pointed out that there were no
mature syntactic and semantic tools for metaphor
analysis in Chinese. Beigman Klebanov et al.
(2016) studied the effectiveness of semantic gener-
alization and classification in capturing the rules of
verb behavior, and tried to analyze their metaphors
from the orthographic words unigrams.

These studies also provided some guidance to
our work. For example, the word vector concatena-
tion in LSTM is similar to RNN_HG (Mao et al.,
2019).

3 Task definition

The dataset of this metaphorical shared task in-
cludes two kinds: VUA (Steen, 2010) and TOEFL
(Klebanov et al., 2018). This paper mainly con-
ducts experiments on TOEFL data. TOEFL dataset
contains 180 articles written by non-native English
speakers in the TOEFL test, and 60 articles in the
test set. Each article is divided into several parts
by sentence. At the same time, the corresponding
examination questions of each article are provided,
and there are 8 kinds of questions. The details of
the dataset are as follows in table 1.

We make statistics on the sentence length distri-
bution in the data set, and the following is shown
by the box chart.

Figure 1: Sentence length distribution of train set.

Figure 2: Sentence length distribution of test set.

It can be seen that the sentence length of train-
ing set is longer than that of test set, but most of
them are distributed between 0 and 100, no more
than 350 tokens. It is suitable for BERT model,
because the maximum sentence length that BERT
can support is 512.

This shared task subtask is divided into all POS
recognition and verb recognition. It also provides
some tokens’ ID in sentences of the test set, and
finally submits the recognition result corresponding
to token ID. Final ranking and results are reported
by Leong et al. (2020).

4 Method

In this section, we aim to introduce the method
conducted on TOEFL dataset in this shared task.
We use ‘BERT+BiLSTM+softmax’ as the baseline
model, in which BERT (Devlin et al., 2019) is a
pretrained language model proposed by Google in
2018, and BiLSTM is a bidirectional Recurrent
Neural Network. The details of our method are
described below.
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Number of articles Total number of sentences Average sentence length Proportion of positive samples
Train 180 2741 45.5 0.03356
Test 60 968 22.9 /

Table 1: The details of the data set.

4.1 Data processing
Our data preprocessing method mainly includes
two parts: data alignment and data augmentation.
In data alignment part, we associate each word with
its label in the sentence to transform the task into
a sequential labeling task. In data augmentation
part, we introduce context information and topic
information of the sentences to expand the training
data. There are three forms of our processed data:
(1) single sentence; (2) the form of “sentence pair”:
considering that some metaphors are related to the
context, we process the sentence into “sentence
pair” form; (3) the form of “sentence-prompt pair”:
similar to form (2), we convert sentences into sen-
tence pair, but we use prompt information instead
of context information.The specific form is shown
in table 2.

Format Input Label
single sentence B L
sentence pair A+B L

sentence-prompt pair B+P L

Table 2: Three different data input format. B is a sen-
tence to be recognized and L is the label of B; A is the
previous sentence of B in the text; P is the prompt of
the text to which the sentence B belongs given in the
TOEFL dataset.

The reason for this is that we believe the prompt
information of the sentence will influence the pre-
diction results of the model. In order to find the best
form of data, we train the baseline model on three
forms of data respectively. The results is shown in
table 3.

Format F1
single sentence 0.687
sentence pair 0.673

sentence-prompt pair 0.665

Table 3: Three different data input format preprocess-
ing methods with baseline model.

The results show that the data format (1) per-
forms best. After observing the dataset, we believe
that the poor performance of data format (2) is
due to the fact that the metaphor contained in the

second sentence is not closely related to the first
sentence. Additional input leads to the increased
difficulty in model training. And the reason for
the poor performance of data format (3) is that the
sentence is less related to the given prompt. In
conclusion, metaphors are more related to the local
information in the sentence, and we use data format
(1) as the input of our method.

In addition, we find that some sentences in
TOEFL data are mainly written by people from
non-native English speaking countries, and there
are many spelling errors. So we try to use the
SpellChecker package of Python to correct the
spelling of words, the F1-score of the whole tokens
in cross-validation before and after correction are
0.687 and 0.681 respectively. We initially thought
word correction may be a useful method. However,
the results show that the corrected data is not as
good as expected, so we skip this step.

4.2 Our Model

The target of this evaluation is to identify metaphor-
ical words in sentences, and we regard this task as a
sequence labeling task. Our model consists of three
layers: the pre-trained model layer, the contextual
layer and the classification layer.

In pre-trained model layer, we use BERT for se-
quence labeling task. We find that the word segmen-
tation algorithm BPE will divide the input words
into smaller semantic units, i.e. subword, which
leads to that the length of output sequence is greater
than the length of input. To keep the length of the
input and output in the same way, we propose three
model input structures: (1) only the first subword of
word is taken as input; (2) the input is unchanged,
and only the first embedding of each word in output
is taken as the representation of the current word;
(3) the input is unchanged, and the embeddings of
a word in output are merged into one embedding
by convolutional neural networks which is taken as
the representation of the current word. The results
are as shown in table 4.

The results show that the structure (1) perfor-
mances best, so we use only the first subword as
the input of each word. We think the reason for
the poor performance of structures (2) and (3) is
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Input F1
First segmentation 0.687

First vector 0.674
Aggregate vector 0.681

Table 4: The result of the three different word vector
representation methods, where we use softmax as the
classification layer.

that the provided TOEFL dataset is small and easy
to be affected by input noise. The first subword
is often the main part of a word, which can bet-
ter express the semantic of the word compared to
the rest subwords. Non-first subwords preserved
by structure (2) and structure (3) will increase the
input length of BERT, which brings noise while
training, and makes it more difficult to learn from
a small dataset.

In contextual layer, we use BiLSTM to get the
context representation of the word based on the
output embedding of BERT. In classification layer,
we compare the performance of CRF and softmax.
The cross-validation F1-score of the whole tokens
are 0.671 for CRF and 0.687 for softmax. The
results show that the softmax is better than the
CRF model. We believe the reason is that there
is no hard relation between the metaphor words
and other words, so the constraint of CRF does not
work well.

Finally, we adopt ALBERT+BiLSTM+softmax
as our model. As a new pre-trained model released
by Google, the performance of ALBERT-xxLarge-
v1(ALBERT for short) (Lan et al., 2019) on natural
language understanding task is better than BERT.
Since the output dimension of ALBERT model is
as high as 4096 dimensions, we just concatenate the
first 300 dimension output embedding of ALBERT
with the output embedding of BiLSTM. Then let
the merged representation go through a full connec-
tion layer to get the probability distribution. Finally,
the probability distribution is classified in the soft-
max layer. The reason for concatenating two parts
of embedding is that we hope our model can predict
by combining the context meaning and the word
meaning. Table 5 shows that the concatenation
method used performs better.

4.3 Tricks

In this subsections, we will introduce some useful
tricks used in this evaluation.

Concatenation Format F1
300-d 0.709
0-d 0.696

Linear mapping 0.695

Table 5: The result of the three different concatenation
method. 300-d means concatenating LSTM output and
the first 300 dimensions of ALBERT output as linear
layer input; 0-d means taking only LSTM output as lin-
ear layer input; Linear mapping means mapping AL-
BERT output through a linear layer to 300 dimensions
and concatenating it with LSTM output as linear layer
input.

Figure 3: The architecture of our method.

4.3.1 Semantic merge

ALBERT has 12 layers in total. It is generally
believed that each layer of language model learns
different features of the text, so we make two at-
tempts on the representation vectors for different
layers: (1) we concatenate the average output of the
last four layers as the final output; (2) we weighted
sum the output of all 12 layers as the final output.
The final online results show that method (1) is
better. We believe that this is because the lower
level of the language model is more inclined to
learn the syntactic features of the text, while the
higher level is more inclined to learn the semantic
features of the text (Jawahar et al., 2019). The task
of metaphor recognition is more challenging for
the proposed model to understand the semantics.
The addition of lower level feature representation
will introduce noise information instead.
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4.3.2 Loss with class weight
Due to the small proportion of metaphorical words
in sentences, we consider to increase the loss value
of positive metaphorical samples to balance the
number difference between positive and negative
samples. We try the weight value of positive sam-
ple loss between 0.8 and 4, based on the results we
find that when weight value of positive samples is
2, we can get the best result.

The specific hyper-parameters of the model are
as follows: ALBERT’s learning rate is 1e-5, and
weight decay is 0.01; BiLSTM has one layer, and
the learning rate is 2e-3, hidden units are 256,
dropout rate is 0.5; the optimizer is Adam, batch
size is 2, early stopping is used. The loss weights
corresponding to the positive and negative classes
are set to 2 and 1 respectively. The results of our
final model on the test sets are as shown in table 6:

ALLPOS VERB
TOEFL 0.707 0.728
VUA 0.712 0.755

Table 6: The F1-score of final model on TOEFL and
VUA test sets.

Table 6 shows that our model performs well on
the TOEFL dataset, and we also tests the results of
the model on the VUA dataset. The results show
that the proposed model in this paper can achieve
good results on both datasets.

5 Conclusion

In this paper, we propose a method with AL-
BERT+BiLSTM+softmax to identify metaphor
words in the sentence. We extract text features
through ALBERT’s learning ability, and use BiL-
STM to get contextual representation, then get the
final prediction results with softmax layers. We
also try several data preprocessing methods and
utilize three tricks to improve the performance of
our proposed model. Besides, we analyze and ex-
plain the results of each method according to the
characteristics of the metaphor detection task. The
experimental results show the effectiveness of our
method.
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Abstract

Recent work on automatic sequential
metaphor detection has involved recurrent
neural networks initialized with different
pre-trained word embeddings and which are
sometimes combined with hand engineered
features. To capture lexical and orthographic
information automatically, in this paper
we propose to add character based word
representation. Also, to contrast the difference
between literal and contextual meaning, we
utilize a similarity network. We explore these
components via two different architectures - a
BiLSTM model and a Transformer Encoder
model similar to BERT to perform metaphor
identification. We participate in the Second
Shared Task on Metaphor Detection on both
the VUA and TOFEL datasets with the above
models. The experimental results demonstrate
the effectiveness of our method as it outper-
forms all the systems which participated in
the previous shared task.

1 Introduction

Metaphors are an inherent component of natural
language and enrich our day-to-day communication
both in verbal and written forms. A metaphoric ex-
pression involves the use of one domain or concept
to explain or represent another concept (Lakoff and
Johnson, 1980). Detecting metaphors is a crucial
step in interpreting semantic information and thus
building better representations for natural language
understanding (Shutova and Teufel, 2010). This is
beneficial for applications which require to infer
the literal/metaphorical usage of words such as in-
formation extraction, conversational systems and
sentiment analysis (Tsvetkov et al., 2014).

The detection of metaphorical usage is not a triv-
ial task. For example, in phrases such as breaking
the habit and absorption of knowledge, the words
breaking and absorption are used metaphorically
to mean to destroy/end and understand/learn re-
spectively. In the phrase, All the world’s a stage,

the world (abstract) has been portrayed in a more
concrete (stage) sense. Thus, computational ap-
proaches to metaphor identification need to exploit
world knowledge, context and domain understand-
ing (Tsvetkov et al., 2014).

A number of approaches to metaphor detection
have been proposed in the last decade. Many of
them use explicit hand-engineered lexical and syn-
tactic information (Hovy et al., 2013; Klebanov
et al., 2016), higher level features such as con-
creteness scores (Turney et al., 2011; Köper and
Schulte im Walde, 2017) and WordNet supersenses
(Tsvetkov et al., 2014). The more recent methods
have modeled metaphor detection as a sequence la-
beling task, and hence have used BiLSTM (Graves
and Schmidhuber, 2005) in different ways (Wu
et al., 2018; Gao et al., 2018; Mao et al., 2019;
Bizzoni and Ghanimifard, 2018).

In this paper, we use concatenation of GloVe
(Pennington et al., 2014) and ELMo (Peters et al.,
2018) vectors augmented with character level fea-
tures using CNN and highway network (Kim et al.,
2016; Srivastava et al., 2015). Such a method of
combining pre-trained embeddings with charac-
ter level representations has been previously used
in several sequence tagging tasks - part-of-speech
(POS) tagging (Ma and Hovy, 2016) and named
entity recognition (NER) (Chiu and Nichols, 2016),
question answering (Seo et al., 2016) and multi-
task learning (Sanh et al., 2019). This inspires us to
explore similar setting for metaphor identification
as well.

We propose two models for metaphor detection1

with the input prepared as above - a vanilla BiL-
STM model and a vanilla Transformer Encoder
(Vaswani et al., 2017) model similar to BERT (De-
vlin et al., 2019) (but without pre-training). To
contrast the difference between a word’s literal and
contextual representation (Mao et al., 2019) con-

1Our code is available at: https://github.com/
Kumar-Tarun/metaphor-detection
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catenated the two before feeding into the softmax
classifier. Instead, we extend the idea of cosine
similarity between two words in a phrase of sig-
nifying metaphoricity (Shutova et al., 2016; Rei
et al., 2017) to similarity between the literal and
contextual representations of a word and then feed
this result into the classifier.

Finally, we participate in The Second Shared
Task on Metaphor Detection2 on both the VU Am-
sterdam Metaphor Corpus (VUA) (Steen et al.,
2010) and TOEFL, a subset of ETS Corpus of Non-
Native Written English (Beigman Klebanov et al.,
2018) datasets with the above models and a vanilla
combination of them. The combination of the mod-
els outperforms the winner (Wu et al., 2018) of the
previous shared task (Leong et al., 2018).

2 Related Work

Previous metaphor detection frameworks include
supervised machine learning approaches utiliz-
ing explicit hand-engineered features, approaches
based on unsupervised learning and representa-
tion learning, and deep learning models to detect
metaphors in an end-to-end manner. (Köper and
Schulte im Walde, 2017) determine the difference
of concreteness scores between the target word and
its context and use this to predict the metaphoricity
of verbs in the VUA dataset. (Tsvetkov et al., 2014)
combine vector space representations with features
such as abstractness and imageability and Word-
Net Supersenses to model the metaphor detection
problem in two syntactic constructions - subject-
verb-object (SVO) and adjective-noun (AN). Eval-
uating their approach on the TroFi dataset (Birke
and Sarkar, 2006), they achieve competitive accu-
racy. (Hovy et al., 2013) explore differences in
compositional behaviour of a word’s literal and
metaphorical use in certain syntactic settings. Us-
ing lexical, WordNet supersense features and PoS
tags of sentence tree, they train an SVM using
tree-kernel. (Klebanov et al., 2016) use seman-
tic classes of verbs such as orthographic unigram,
lemma unigram, distributional clusters etc. to iden-
tify metaphors in the VUA dataset.

Some of the methods for metaphor detection
utilize unsupervised learning. (Mao et al., 2018)
train word embeddings on wikipedia dump and use
WordNet compute a best-fit word corresponding to
a target word in a sentence. The cosine similarity

2https://competitions.codalab.org/
competitions/22188

between these two words indicates the metaphoric-
ity of the target word. (Shutova et al., 2016) com-
pute word embeddings and phrase embeddings on
wikipedia dump. They extract visual features from
CNNs using images from Google Images. Next,
multimodal fusion strategies are explored to deter-
mine metaphoricity.

Recently, approaches based on deep learning
have been proposed. The first in this line is Super-
vised Similarity network by (Rei et al., 2017). They
capture metaphoric composition by modeling the
interaction between source and target domain by a
gating function and then using a cosine similarity
network to compute metaphoricity. They evaluate
their method on adjective-noun, verb-subject and
verb-direct object constructions on the MOH (Mo-
hammad et al., 2016) and TSV (Tsvetkov et al.,
2014) datasets.

More recently, the problem has been modeled as
a sequence labeling task, in which at each timestep
the word is predicted as literal or metaphoric. (Wu
et al., 2018) used word2vec (Mikolov et al., 2013),
PoS tags and word clusters as input features to a
CNN and BiLSTM network. They compared in-
ference using softmax and CRF layers, and found
softmax to work better. (Bizzoni and Ghanimifard,
2018) propose two models - a BiLSTM with dense
layers before and after it and a recursive model for
bigram phrase composition using fully-connected
neural network. They also added concreteness
scores to boost performance. (Gao et al., 2018)
fed GloVe and ELMo embeddings into a vanilla
BiLSTM followed by softmax. (Mao et al., 2019)
proposed models based on MIP (Group, 2007) and
SVP (Wilks, 1975, 1978) linguistic theories and
achieved competitive performance on VUA, MOH
and TroFi datasets.

3 Methodology

In this paper we propose two architectures for
metaphor detection based on sequence labeling
paradigm - a BiLSTM model and a Transformer En-
coder model. Both the models are initialized with
rich word representations. First, we describe the
word representations, then, the similarity network,
and subsequently the models (Figure 1).

3.1 Word Representations

The first step in building word representations is the
concatenation of GloVe (Pennington et al., 2014)
and ELMo (Peters et al., 2018) embeddings. The
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Figure 1: Proposed model which includes character em-
beddings and similarity network

combination of these two have shown good perfor-
mance across an array of NLP tasks (Peters et al.,
2018). While these two representations are based
on corpus statistics and bidirectional language mod-
els respectively and serve as a good starting point
as shown by (Gao et al., 2018) and (Mao et al.,
2019), however to learn explicit lexical, syntactic
and orthographic information (so as to be more
suited for metaphor tasks) we augment these word
representations with character level embeddings.
We follow (Kim et al., 2016) to compute character-
level representations by a 1D CNN (see Figure 2)
followed by a highway network (Srivastava et al.,
2015).

Let word at position t be made up of characters
[c1, . . . , cl], where each ci ∈ Rd, l is the length of
word and d is dimensionality3 of character embed-
dings. Let Ct ∈ Rd×l denote the character-level
embedding matrix of word t. This matrix is con-
volved with filter H ∈ Rd×w of width w, followed
by a non-linearity.

f t = tanh(Ct ∗H + b), f t ∈ Rl−w+1 (1)

Next, we apply max-pooling over the length of f
3d is chosen less than the |C|, the size of vocabulary of

characters

to get a output for one filter.

yt = max
1≤j≤l−w+1

{f tj} (2)

Now, we take multiple filters of different widths
and concatenate the output of each to get a vec-
tor representation of word t. Let h be the num-
ber of filters and y1, . . . , yh be the outputs, then
ct = [yt1, . . . , y

t
h]. We concatenate GloVe embed-

ding (gt) with ct and run it through a single layer
highway network (Srivastava et al., 2015).

at = [gt; ct] (3)

t = σ(WTat + bT ) (4)

zt = t� g(WHat + bH) + (1− t)� at (5)

zt and at have same dimensionality by con-
struction, WH and WT are square matrices, g is
ReLU activation. t is called as transform gate and
(1 − t) as the carry gate. The role of highway
network is to select the dimensions which are to
be modified and which are to be passed directly
to output. Thus, we allow the network to adjust
the contribution of GloVe and character-based em-
beddings for better learning (thus an adjustment
between semantic and lexical information). We
also concatenated GloVe, ELMo and character em-
beddings and passed through highway layer, but
the former approach performed better with lesser
parameters. Our input representation is [zt; et]
(where et is ELMo vector) which is fed to BiL-
STM/Transformer.

d r o w n

Convolution filters 

Character Embeddings

Word Representation

Figure 2: CNN for extracting character-level represen-
tations

3.2 BiLSTM model
We use a single-layer BiLSTM model (Graves and
Schmidhuber, 2005) to produce hidden states ht
for each position t. These hidden states represent
our contextual meaning, the meaning which we
will contrast with the input literal meaning. Using
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hidden states as a candidate for contextual meaning
has been done previously (Gao et al., 2018; Mao
et al., 2019; Wu et al., 2018). A simple approach
would be to pass ht directly to softmax layer for
predictions. But we condition our predictions both
on ht and input representation as shown in next
sub-section.

3.3 Similarity Network
(Rei et al., 2017) use a weighted cosine similarity
network to determine similarity between two word
vectors in a phrase (Shutova et al., 2016). We ex-
tend this idea further to calculation of similarity
between literal and contextual representations. To
perform this computation, we first project the in-
put embeddings to the size of hidden dimension of
BiLSTM.

xt = [zt; et] (6)

x̃t = tanh(Wzxt) (7)

This step serves two purposes - first reduces the
size to enable calculation, second performs vector
space mapping. Since input embeddings are in
a different semantic vector space (due to the pre-
trained vectors), we allow the network to learn
a mapping to the more metaphor specific vector
space. Next, we element-wise multiply x̃t with ht.

mt = x̃t � ht (8)

mt is input to a dense layer as follows,

ut = tanh(Wumt) (9)

If ut has length 1,Wu has all weights equal to 1 and
linear activation is used instead of tanh, then the
above two steps mimic the cosine similarity func-
tion. But, to provide better generalization, |ut| > 1
and tanh is used to allow the model to learn custom
features for metaphor detection (Rei et al., 2017).
ut is fed to softmax classifier to make predictions.

p(ŷt|ut) = σ(Wyut + b) (10)

σ is the softmax function, Wy and b are trainable
weights and bias respectively.

3.4 Transformer model
The advent of Transformer (Vaswani et al., 2017)
and further general language models such as BERT
(Devlin et al., 2019), GPT-2 (Radford et al., 2019)
have shown excellent performance across multiple

Dataset Train Test
#T #S %M #T #S

VUA All-
POS 72,611 12,122 15% 22,196 4,080

VUA Verb 17,240 12,122 28% 5,873 4,080
TOEFL All-
POS 26,737 2741 7% 9,017 968

TOEFL
Verb 7,016 2741 14% 2,301 968

Table 1: Dataset Statistics. #T denotes the number of
tokens which are annotated. #S denotes the number of
sentences. %M denotes the token-level metaphoricity
percentage.

NLP, NLU and NLG tasks. Inspired by this, we
explore a vanilla transformer model in this paper
which consists of only the encoder stack and is not
pre-trained on any corpus.

The input to the transformer model is the same as
the BiLSTM model. To contrast the literal meaning
with the contextual meaning, we employ equations
6,7,8,9,10 except that ht would denote the output
of the transformer at position t. (Mao et al., 2019)
also explored transformers in their experiments, but
they only computed word representations from a
pre-trained BERT large model and fed it to BiL-
STM, they did not train a transformer model from
scratch. Since transformers do not track positional
information, positional encodings are added for
this purpose, but in our case adding such encoding
did not improve performance. Furthermore, our
transformer model is composed of only a single
transformer block (that is depth=1) with a single
head. Such a simple model is able to reach good
score on the metaphor detection task.

4 Experiment

4.1 Dataset

We evaluate our models on two metaphor datasets
on both ALL-POS and VERB track in the Second
Shared Task on Metaphor Detection. Table 1 shows
the dataset statistics.

First is the VU Amsterdam Metaphor Corpus
(VUA) (Steen et al., 2010) widely studied dataset
for metaphor detection. All the words in this
dataset are labeled as either metaphoric or literal
according to MIPVU (Steen et al., 2010; Group,
2007) protocol. This dataset was also used in the
2018 Shared Task on Metaphor Detection (Leong
et al., 2018).

Second is the TOEFL corpus, a subset of
ETS Corpus of Non-Native Written English
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(Beigman Klebanov et al., 2018). This dataset con-
tains the essays written by takers of the TOEFL
test having either medium or high English profi-
ciency. The words in this dataset are annotated for
argumentation-relevant metaphors. The essays are
in response to prompts, for which test-takers were
required to argue for or against and in such process
the metaphors used to support one’s argument were
annotated. So, the protocol used (Beigman Kle-
banov and Flor, 2013) is different from MIPVU.

4.2 Baselines

The first four baselines are evaluated on the VUA
test set and the last two on the TOEFL test set.
CNN-BiLSTM (Wu et al., 2018): This model is
the winner of the previous shared task (Leong
et al., 2018). They proposed an ensemble of CNN-
BiLSTM network with input features as word2vec,
PoS tags and word2vec clusters.
BiLSTM (Gao et al., 2018) : This model is a sim-
ple BiLSTM with inputs as concatenation of GloVe
and ELMo embeddings.
BiLSTM-MCHA (Mao et al., 2019) : This model
employs BiLSTM followed by a multi-head con-
textual attention which is inspired by SPV protocol
of metaphor identification. They also use GloVe
and ELMo as input features.
BiLSTM-Concat (Bizzoni and Ghanimifard,
2018) : This model achieved the second position
in the previous shared task. They combined a BiL-
STM (preceded and followed by dense layers) and
a model based on recursive composition of word
embedding. Concreteness scores were added to
boost performance.
CE-BiLSTM : We add a variant of our proposed
model without the Transformer model and the simi-
larity network. All other components are kept same.
CE denotes character embeddings.
Feature-based (Beigman Klebanov et al., 2018) :
They use several hand-crafted features and train a
logistic regression classifier to predict metaphoric-
ity. This is the only known work on TOEFL dataset
to the best of our knowledge.

We note that BiLSTM and BiLSTM-MHCA
models above have different experimental settings
than ours. They trained and tested their models
on different amount of data when compared to the
shared task. For a fair comparison, we evaluate
(train and test) our method in the same data setting
(Table 3).

4.3 Setup
The 300d pre-trained GloVe embeddings are used
along with 1024d pre-trained ELMo embeddings.
The dimension of character-level embeddings is
set to 50. The filters used in CharCNN are
[(1, 25), (2, 50), (3, 75), (4, 100)], where first ele-
ment of each tuple denotes the width of filter and
second element denotes the number of filters used.
Inspired by the effectiveness of PoS tags (Wu et al.,
2018; Beigman Klebanov et al., 2014) in metaphor
detection, we concatenate 30 dimensional PoS em-
beddings. We found 30d embeddings to work bet-
ter than one-hot encodings. These embeddings are
learned during model training. The uni-directional
hidden state size of BiLSTM is set to 300. We
apply Dropout (Srivastava et al., 2014) on input to
BiLSTM and to the output of BiLSTM. The dimen-
sion of ut, the output size of similarity network is
set to 50.

The hidden state size of Transformer is set to
300 as well. We use a single head and single layer
architecture. We also tried multiple heads (8, 16),
but the performance dropped a little. The atten-
tion due to padded tokens is masked out in the
attention matrix during forward pass. The feed-
forward network which is applied after the self-
attention layer consists of two linear transforma-
tions with ReLU activation in between (Vaswani
et al., 2017). First transformation projects 300d to
1200d and second transformation projects 1200d
back to 300d. Dropout is applied both before and
after the feed-forward network. It can be seen that
this transformer model is simplified in terms of
number of parameters when compared to BERT
(Devlin et al., 2019). Our focus here is on the
power of transformer architecture rather than on
transformer based huge language models.

We also explore the combination of both the
models. Specifically, BiLSTM and Transformer
model are combined at the pre-activation stage,
that is, the logits of both networks are averaged
and then input to the softmax layer for predictions.
Both the models are trained in parallel, with their
own losses, whereas the F1-score is calculated from
the combined prediction.

The objective function used is weighted cross-
entropy loss as used in (Mao et al., 2019; Wu et al.,
2018).

L = −
M∑

n=1

wynyn log(ŷn) (11)
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Model VUA ALL POS VUA VERB
P R F1 P R F1

CNN-BiLSTM 60.8 70.0 65.1 60.0 76.3 67.1
BiLSTM-Concat 59.5 68.0 63.5 - - -

CE-BiLSTM-Transformer 60.6 73.9 66.6 62.7 82.2 71.2
CE-BiLSTM-Transformer (Ensemble) 63.0 71.6 67.0 66.7 77.5 71.7

Table 2: Comparison of our method against the baseline systems on the VUA test set.

Model VUA ALL POS VUA VERB
P R F1 P R F1

BiLSTM 71.6 73.6 72.6 68.2 71.3 69.7
BiLSTM-MHCA 73.0 75.7 74.3 66.3 75.2 70.5

CE-BiLSTM-Transformer 71.3 78.5 74.7 66.1 76.2 70.8
CE-BiLSTM-Transformer (Ensemble) 75.9 74.1 75.0 68.0 75.1 71.4

Table 3: Comparison of our method against the baseline systems on the VUA test set with different experimental
setting.

Model TOEFL ALL POS TOEFL VERB
P R F1 P R F1

Feature-based 49.0 58.0 53.0 50.0 64.0 56.0
CE-BiLSTM 62.7 60.8 61.8 70.0 60.5 64.9

CE-BiLSTM-Transformer 62.3 61.7 62.0 66.9 63.8 65.3

Table 4: Comparison of our method against the baseline systems on the TOEFL test set.

where yn is the gold label, ŷn is the predicted score
and wyn is set to 1 if yn is literal and 2 otherwise.
We use Adam optimizer (Kingma and Ba, 2014)
and early stopping on the basis of validation F-
score. Batch-size is set to 4.

TOEFL dataset contains essays annotated for
metaphor and metadata mapping essays to the re-
spective prompts and English proficiency of test-
takers. We extract all sentences from all the essays
and prepare our dataset considering one sentence
as one example (batch-size x means x such exam-
ples). In this paper, we do not exploit the metadata
of TOEFL corpus.

For both VUA and TOEFL datasets, we have a
pre-specified train and test partition, so for hyper-
parameter tuning we split the train set into train
and validation in the ratio of 10:1 randomly. Since
the models predict labels for all the words in a
sequence, we train a single model and use it for
evaluating both ALL-POS and Verb tracks. We re-
port F-score on test set for metaphor class on both
datasets and tasks. Section 6 presents an ablation
study and explores the performance of different
components.

5 Results

We first compare our method against the baseline
systems which have the same experimental set-
ting as ours on the VUA test set - CNN-BiLSTM

and BiLSTM-Concat. Table 2 reports the results.
As shown, our proposed model (comprising of
both BiLSTM and Transformer) outperforms the
other methods on both the tracks. Specifically, we
achieve F-score of 66.6 on VUA All POS and 71.2
for VUA Verb set. Furthermore, we employ en-
sembling to boost our performance. This strategy
mainly improves precision (60.6 to 63.0 for All
POS, 62.7 to 66.7 for Verb). For ensembling we run
the model 7 times which involves different dropout
probabilities, changing the ratio of metaphoric to
literal loss weights, increasing/decreasing number
of epochs. Thus, we do not modify the number
of parameters in any run. At the end, we take a
majority vote to produce final predictions. Our best
F-score on All POS track is 67.0 and Verb track
is 71.7. We observe higher F-scores on Verb track
than on All POS track, this might be due to fact
that a higher percentage of verbs are annotated as
being metaphoric, hence more training data.

We now compare our method with the other two
baselines on a common experimental setting. We
tune our hyperparameters in this setting due to dif-
ference in training and validation data. Specifically,
since training set is of smaller size, we increase
Dropout probabilities, and the dimension of PoS
embedding is reduced from 30 to 10. As shown
in Table 3, the single best model achieves a higher
F-score than the baselines and the ensemble (with
similar setting as above) improves the performance
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Model VUA Validation
P R F1

Vanilla BiLSTM 61.7 82.6 70.6
Vanilla Transformer 63.6 75.6 69.1

Vanilla BiLSTM + Transformer 67.1 77.7 72.0

Table 5: Performance of vanilla models on VUA vali-
dation set.

Model VUA Validation
P R F1

CE + BiLSTM 65.7 78.8 71.6
CE + Transformer 67.3 74.7 70.8

CE + BiLSTM + Transformer 71.3 74.2 72.7

Table 6: Addition of Character embeddings to models.

a little more scoring 75.0 on All POS and 71.4 on
Verb tracks.

Lastly, we explore the performance of our
method on the TOEFL test set (Table 4). We added
an extra baseline which does not include the Trans-
former model and the similarity network. Also,
the CE-BiLSTM-Transformer model here does not
include the similarity network. The reason for this
is because it degraded performance. The similar-
ity network contrasts the literal meaning with the
contextual meaning of the target word which is in
line with MIP (Steen et al., 2010) protocol. Since,
TOEFL corpus is annotated for argument-specific
metaphors and not MIP, we hypothesize that this
might be the reason for lower performance. How-
ever, VUA is annotated according to MIP, thus
similarity component improves performance here,
as we show in the ablation section.

Table 4 shows that both our baseline (CE-
BiLSTM) and baseline + Transformer improve
upon the Feature-based model by 8.8 and 9.0 points
respectively on All POS track and 8.9 and 9.3
points respectively on Verb track. Similar to VUA,
here also Verbs score higher than All POS because
of more training instances for verbs.

The scores on TOEFL dataset are lower than the
VUA dataset. This is due to the lesser number of
training instances in TOEFL dataset. Also, while
we have higher recall on VUA, on TOEFL we have
higher precision.

6 Ablation Study

This section considers the performance of different
components of our method in isolation and combi-
nation on the VUA validation set unless otherwise
specified. The reason for choosing validation set is
because we were not able to evaluate some settings

on the test set due to limited time and number of
submissions. Wherever we have test set results we
report those as well.
Impact of Character Embeddings We first note
the performances of vanilla BiLSTM and vanilla
Transformer models and a simple combination of
them in Table 5. Note that vanilla implementa-
tion still includes GloVe and ELMo vectors. We
see that BiLSTM performs better than Transformer
model and that a combination of them seems to
complement each other.

Now, we see the impact of adding character-
level embeddings on both the models. As Table 6
shows, addition of character embeddings improves
both the networks. Particularly, Transformer bene-
fits more from this addition as F1-score increases
from 69.1 to 70.8. On the test set, our vanilla
combination scores 65.2 whereas the combination
of models with character embeddings scores 66.1.
This helps in asserting the usefulness of character-
based features in learning pro-metaphor features.
(Beigman Klebanov et al., 2016) demonstrate the
utility of unigram lemmas and orthographic fea-
tures in metaphor detection. Our character embed-
dings computed from CNN combines features at
different n-grams of a word and thus helps to learn
lexical and orthographic information automatically
which aids in improving performance.

We suspect that employing the baseline uni-
gram features (Beigman Klebanov et al., 2014) pro-
vided by the organizers instead of learned character-
embeddings may be seen as a way to achieve the
same goal. But our method is more robust in the
sense that, we allow for learning of different n-
gram features of a word (including unigram itself).
Particularly, our method is helpful in cases where
the target word has incorrect spelling, because we
learn representations instead of using fixed pre-
computed features.

Impact of Similarity Network Table 7 depicts
the performance after the addition of similarity
network. As the similarity network is guided by
the MIP protocol, it indeed boosts results for the
VUA dataset. We observe that in this case too
Transformer benefits more by the inclusion and the
benefit (1.9 points) is even more than by adding
character embeddings (1.7 points). However, for
both the components increments in BiLSTM per-
formance are equal. Also, the combination of both
models with similarity network outperforms the
combination with character embeddings although

122



Model VUA Validation
P R F1

SN + BiLSTM 66.1 78.1 71.6
SN + Transformer 70.2 74.0 72.0

SN + BiLSTM + Transformer 68.7 77.8 73.0

Table 7: Addition of Similarity network to models. (SN
is the Similarity network)

Model VUA Validation
P R F1

CE + SN + BiLSTM 66.7 79.3 72.4
CE + SN + Transformer 67.7 77.8 72.4
CE + SN + BiLSTM +
Transformer 68.5 79.1 73.4

Table 8: Addition of both SN and CE to the models.

by a small margin. The above reasoning indicates
towards similarity network as being an important
component for detection of MIP guided labeling of
metaphors.

Table 8 reports the numbers when both character
embeddings and similarity network are added to
the base models. The results improve from either of
the additions which indicate that they complement
each other. Our best model so far contains both the
base models and the components. This model on
the VUA test set, scores 66.5 and the model in the
last row of Table 6 scores 66.1.

In all the cases examined till now, Transformer
based models have higher precision than the BiL-
STM based models, and in 3 out of 4 cases of
(Vanilla, CE, SN, CE + SN), the combination has
as even better precision than either of the individ-
ual models. In terms of F-score, BiLSTM based
models score higher than Transformer based ones
in 2 cases (Vanilla and CE), equal in CE + SN and
lower in SN.
Impact of PoS tags Incorporation of PoS tags
proves to be beneficial. It improves the F-score
of the last model in Table 8 from 73.4 to 73.5. On
the test set, it improves the F-score from 66.5 to
66.6 which is in line with (Hovy et al., 2013; Wu
et al., 2018).

7 Conclusion

We proposed two metaphor detection models, a
BiLSTM model based on prior work and a Trans-
former model based on their success in NLP tasks.
We augment these models with two components -
Character Embeddings and Similarity network to
learn lexical features and contrast literal and con-
textual meanings respectively. Our experimental

results demonstrate the effectiveness of our method
as we achieve superior performance than all the
previous methods on VUA corpus and TOEFL cor-
pus. Through an ablation study we examine the
contribution of different parts of our framework in
the task of metaphor detection.

In our future work we would explore metaphor
detection in a multi-task setting with semantically
similar tasks such as Word Sense Disambiguation
and Co-reference Resolution. These auxiliary tasks
may help to better understand the contextual mean-
ing and reach of a word. For TOEFL dataset, fu-
ture avenues would include strategies to exploit the
metadata, and similarity measures more suitable
for argumentation-relevant metaphors.
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Abstract

This work explores the differences and sim-
ilarities between neural image classifiers’
mis-categorisations and visually grounded
metaphors - that we could conceive as inten-
tional mis-categorisations. We discuss the
possibility of using automatic image classi-
fiers to approximate human metaphoric be-
haviours, and the limitations of such frame.
We report two pilot experiments to study
grounded metaphoricity. In the first we rep-
resent metaphors as a form of visual mis-
categorisation. In the second we model
metaphors as a more flexible, compositional
operation in a continuous visual space gener-
ated from automatic classification systems.

1 Introduction

Visually grounded metaphors are metaphors that
function on the visual similarity between two ob-
jects. Humans use visually grounded metaphors to
describe scenes or objects in a vivid way: we could
call a large person an elephant, describe some-
body’s blue eyes as a clear summer sky; and so
forth. The basic idea is that using a metaphoric
element to “overlay” on the described object cre-
ates, in the imagination of the reader or listener
of the metaphor, a stronger and effective mind
picture. At the same time, the mechanisms and
workings underlying metaphors remain unclear.
Grounded metaphors are among several categories
of metaphors that work on the interplay of all five
senses plus the abstract dimension of language.
Some of these metaphors and similes are harder
to model: the precise reason why a cold voice cre-
ates the idea of a specific tone and sound of voice,
or why some other synesthetic expressions like a
blue music work in the human brain is difficult
to define. Visually grounded metaphors, unlike
metaphors that draw from several senses, could be
easier to model: and we could try to study them

by applying the visual models used for image cap-
tioning in NLP. The central question of this paper
is whether, and to to what degree human visual
metaphors can be reproduced using image features
trained in the image captioning scenario. This pilot
study defines some possible lines of exploration
through two small scale experiments that lead to
further research in this area of connecting language
and vision and modelling of metaphorical language.
More data and analyses will be necessary to further
deepen the topic.

2 State of the Art

A large bibliography has discussed the relation be-
tween language and perception and the way lin-
guistic meaning is expressed linguistically and
non-linguistically. This is done by ground-
ing word meaning in visual perception (Siskind,
2001) and testing the compositionality of visually-
enriched language representations (Gorniak and
Roy, 2004), and more recently even using sensory-
motor robotics to model lexico-grammatical pat-
terns (Zhong et al., 2019), often for the construc-
tion of multimodal or dialogue agents (Roy, 2005;
Roy and Reiter, 2005), under the general assump-
tion that many aspects of language cannot be cap-
tured without extra-linguistic information (Barsa-
lou, 2008). Despite this and the existence of con-
solidated linguistic work about the mechanisms
of the underlying metaphor processing (Lakoff
and Johnson, 2008), the research on the topic of
metaphor and grounded language models is quite
scarce and has focused on the use of visual fea-
tures to identify metaphors (Shutova et al., 2016).
The common practice in the domain is currently
to attempt metaphor identification and modelling
through linguistic data only (Zhang and Barnden,
2013; Do Dinh and Gurevych, 2016; Bizzoni and
Lappin, 2018) Neurolinguistic studies such as De-
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sai et al. (2013) show that the literal properties
of terms are still activated if those terms are used
metaphorically, confirming the idea that metaphors
create a compositional feature transfer between
source and target: for example, senso-motory verbs
used in metaphorical ways still activate their “nor-
mal” senso-motory paths in the brain, a behaviour
that distinguishes metaphors from idioms (Lai and
Curran, 2013; Kemmerer, 2015). Other studies,
such as Zanolie et al. (2012), show that some ab-
stract concept, like power, seem linked, in the brain,
to a spatial feature, like the vertical up-down di-
mension, which would, according to the study, ac-
count for the spatial metaphors of power that tend
to visualise hierarchy on a vertical axis. In short,
several studies in neurolinguistics support the idea
that many metaphors do indeed rely on sensory
knowledge (Lacey et al., 2012). Reproducing these
mechanisms in computational models is the main
idea behind our project. The goal of our study is
to examine to what degree these observations are
reflected in the performance of image classification
deep neural models trained on images. The way
image classification models both represent and cat-
egorise pictures can help us understand better to
what extent grounded compositional metaphors are
actually grounded (Section 4) and compositional
(Section 6).

3 Models

For our study we use pre-trained visual object clas-
sification models available in Keras (Chollet et al.,
2015). The two main models used in this work
are ResNet50 (He et al., 2016) and VGG16 (Si-
monyan and Zisserman, 2014). For comparison we
also use VGG19 (Simonyan and Zisserman, 2014)
and InceptionResNetV2 (Szegedy et al., 2016). In
the versions we use for this study, the networks
were pre-trained on 1,000 object categories from
ImageNet. Unlike the systems used for articulated
image description, these models generate single
token captions. (Deng et al., 2009). All mod-
els operate through in three steps: (i) the model
takes an image as input; (ii) using the pre-trained
weights the model transforms the image into a
vector that represents its main features; (iii) the
model’s final layer operates a prediction or classifi-
cation over such a vector. Since the categories are
limited (here to 1,000) and the models imperfect,
mis-categorisations occur.

4 Mis-categorisations

A classifier presented with an image will output a
list of possible captions or descriptions, with con-
fidence scores that indicate the similarity between
the output category and the image. For example, if
presented with a picture of a bird, ResNet50 will
output the following probabilities:

1. brambling 0.473
2. house-finch 0.155
3. water ouzel 0.090
4. junco 0.005
5. robin 0.053

If presented with an airliner, the model will out-
put captions like airliner (0.93), warplane (0.03),
airship (0.001). If we use a good object classi-
fier on a clear instance of an object that is well
presented in its training data, the result is a high-
probability prediction of the object category, fol-
lowed by low-probability categories that share a
decreasing number of features with the target ob-
ject in the image. For example, if presented with
a picture of an Indian elephant, ResNet50 outputs
the following probabilities over categories:

1. Indian elephant 0.95
2. tusker 0.03
3. African elephant 0.01
4. triceratops 2.1814798e-05
5. water buffalo 1.0476451e-05
6. warthog 6.76768e-06
7. hippopotamus 6.4546807e-06
8. ice bear 3.6104445e-06

The gap in probabilities between the first and
the second prediction is large, and the probabilities
after the 4th item are insignificant. It is possible
to notice how in all cases the model’s predictions
are based on the main features of the elephant’s
shape: the output’s classes share some visual sim-
ilarities with the Indian elephant, in a decreasing
order of overlap. The model predicts, in order,
the Indian elephants; other kinds of elephants; and
other animals that in ResNet50’s ontology share
important properties with the Indian elephant. The
reader can observe that the suggested alternative
species have common characteristics of being mas-
sive four-legged animals and in many cases dis-
playing prominent tusks. We can compare the
network’s behaviour with the strategies a human
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would adopt in the attempt to describe a specific
animal to someone who has never seen it before:
looking for other animals sharing some similarities
with it. This mechanism becomes even more evi-
dent if we present the network with a category that
was absent from its training data, or that was too
rare in the training to allow the model to generalise
on its features. Let’s take for example Figure 1, an
image of a fire on a dark background.

Figure 1: Fire!

The Keras’ pre-trained model of ResNet50 lacks
the category “fire” in its training dataset, and if
presented with this picture, the model returns the
following list of probabilities over categories: stove
(0.85), fire screen (0.14), dutch oven (0.002).

The network identifies categories of objects in
which fire is a likely component. Being unable to
figure out the object’s category with confidence,
the model returns captions drawn from categories
of objects that share some properties with the
presented image. The picture’s background and
style play important roles as well. For example,
ResNet50 categorises the leftmost image in Fig-
ure 2, a drawing representing a dragon, as comic
book (0.28) or laptop (0.08), and the rightmost im-
age Figure 2, a statue of dragon, as pedestal (0.61),
fountain (0.38) or palace (0.0005). In both cases
the classifier focuses on the “style” of the object -
a drawing in the first case, a statue in the second
case - to attempt a low-probability classification.

Figure 2: Two dragons

Mis-categorisations can happen if the object ap-
pears in a new or unusual way that confuses the net-
work. For example, ResNet50 has various bridge
categories in its ontology such as steel arch bridge,

but it tends to classify pictures of small bridges
mirrored in the water as viaduct or lakeside, be-
ing confused by the elements present in the image.
Similarly, it labels an aerial picture of a large mod-
ern bridge crossing the sea as bannister (0.44) or
dam (0.03). As in the previous cases, the model
looks for objects that pertain to the same field or
conceptual area of the difficult image: to categorise
bridges the models look for dams, viaducts and so
on. In the same way, if presented with a picture of a
church, the model suggests church (0.93), bell cote
(0.02), monastery (0.02), and it tries to describe the
Burj Khalifa as a mosque (0.13), a palace (0.08), a
bell cote (0.07) or an airship (0.06). The last asso-
ciation is of particular interest for our study, since
the model moves out of the conceptual domain of
the picture to look for similarities in different areas.
But what happens if the model is presented with
an image belonging to a conceptual domain com-
pletely unknown? For example, “our” ResNet50
lacks in its pre-trained categories every thing per-
taining to the sky: clouds, planets and stars are
absent from its ontology. If presented with a clas-
sical image of Saturn, the model predicts candle
(0.81). We suspect that the reason of this unex-
pected elaboration lies in the colour of Saturn’s
atmosphere, that is similar, in some pictures, to a
candle’s wax colour.

Figure 3: A guy.

In other situations, the network focuses on back-
ground elements that it recognises. For example,
this model is also not trained on people: it cannot la-
bel a person as person. If presented with the image
of a person in a bathtub, the suggested captions are
bathtub (0.08), bath towel (0.07), tub (0.06). For
similar reasons, and showing some politically in-
correct bias, the model labels the person in Figure 3
as prison (0.05), jean (0.02) and barrow (0.06). In
a picture representing a breaking storm over the
sea, ResNet50 - not “knowing” what a storm is -
pics the peripheral elements: breakwater and pier.
The abundant literature on object classification has
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duly noted these systematic mistakes (Wang et al.,
2009; Xu et al., 2015).

This behaviour also applies to different models.
Many of VGG16’s predictions in front of unknown
or puzzling objects mirror those of ResNet50: dam
(0.22) for the modern bridge picture, pedestal
(0.55) for the dragon in Figure 2, viaduct (0.24)
after triumphal arch (0.33) for the bridge mirrored
in the water. For known objects, VGG16’s second
and third best guesses align with the ones produced
by ResNet50: for example, the church prediction
for the church is followed by monastery (0.02) and
bell cote (0.02). In the case of the Burj Khalifa, the
first prediction remains mosque (0.33), but VGG16
seems quicker to move out of the “buildings do-
main” to seek objects having the Burj’s shape:
obelisk (0.10), missile (0.09) and projectile (0.05).
This possible predilection of VGG16 for shapes
of elements, colour or “style” appears in other ex-
amples: Saturn is a spotlight (0.08) and a ping
pong ball (0.07) rather than a candle (0.03), and
the leftmost dragon in Figure 2 is labelled as jer-
sey (0.68). Many of these mis-classifications are
similar, in principle, to the operations underlying
visually rooted metaphors. These metaphors give
the listener or reader a clearer mind picture of a
given element or scene through the parallel with
something having similar visual properties, but per-
taining to a different domain. To stick with the
models’ mistakes, it wouldn’t be hard to imagine
someone describing the Burj Khalifa as a “missile
pointing to the sky” or the gigantic “obelisk of
Dubai”. Others of our models’ mistakes, though,
sound less natural to our sensibility: for example,
describing Saturn as a candle in the sky or a ping
pong ball in the sky is a less effective metaphor.
ResNet50 captions an image of the setting Sun as
a ping pong ball (0.58) and a spotlight (0.05) and
only with lower confidence predicts similes used by
humans to describe the sun in similar scenes, such
as orange (0.017) and balloon (0.014). To give the
reader a first hand idea of the descriptive qualities
of these mis-categorisations, we present in Figure 4
a series of pictures with the first 5 categories as-
signed by the VGG16 model. Table 1 provides
a small comparison of the mis-categorisations by
VGG16 and ResNet50 on the same pictures.

The main intuition of this study is that some
of these mis-categorisations seem to make a
metaphoric sense for a human reader. For example,
ResNet50 classifies a picture of lightnings as spider

web. Although this may seem like an unexpected
comparison, there are several pictures of lightnings
on the Internet that are described by human annota-
tors as spider web lightning due to their thread-like
and branching shape. On the other hand, if a model
labels the picture of a man sitting by a fire as a
volcano, the metaphoric power of the classifica-
tion becomes doubtful (although not necessarily
absent).

To explore the parallels and differences between
human visually rooted metaphors and visual mod-
els’ mis-categorisations, we collected through man-
ual online search a dataset of 100 pictures that
human users had described with a metaphor or sim-
ile as shown in Figure 5. We exclusively selected
metaphors that had only their target in the 1,000 Im-
ageNet categories present in our models’ ontology:
for example, images of lightning (source, absent
from the ontology) described as spider webs (tar-
get, present in the ontology), or fireworks (source,
absent from the ontology) described as sea urchins
(target, present in the ontology). With such a
dataset it is possible to see, to a limited extent,
whether the mis-categorisations performed by the
models confronted with unforeseen elements go in
the direction of the metaphors and similes humans
conceive to provide a vivid description of an object.

If a human captioner described the image of a
sponge (absent from the models’ ontology) as a
harp (present in the models’ ontology), and our
models categorise the same image as a harp, there
is an overlap between the two frames. If, as in
this case, our models categorise the same image as
something else, e.g. a barn spider, there is a dif-
ference between the two frames. Table 2 shows
the performance of four pre-trained models on
metaphorical mis-categorisation. If we consider the
first retrieved category for each picture, most mod-
els achieve an F-score between 0.23 and 0.26, with
the exception of InceptionResNet that achieves an
F-score of 0.0. If we relax the boundaries and take
into consideration the first 5 results for each picture,
most models’ performance ranges between 0.3 and
0.4, and if we include the first 20 results they reach
F-scores higher than 0.5. Considering the complex-
ity of the task, we see F-scores of 0.3 and higher
for the first 5 answers as an interesting result. At
the same time, it is clear that this experimental
frame remains limited: we were only able to use
specific kinds of metaphors to work on the models’
restricted ontology, and the metaphors had to be of
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(a) Bubble, Alp, fireboat, mountain
tent, fountain.

(b) Golf ball, gong, tick, chambered
nautilus, spotlight.

(c) Matchstick, hook, spotlight, safety
pin, flatworm.

(d) Comic book, jigsaw puzzle, book
jacket, theater curtain, shower curtain.

(e) Shower curtain, pajama, ballpoint,
maraca, rubber eraser.

(f) Volcano, fountain, seashore, space
shuttle, lakeside.

Figure 4: The first 5 output categories of VGG16 for various pictures. Most of these pictures represent objects the
network was not trained on. The reader can notice that some of the mis-classifications could work as metaphoric
descriptions (as in b or f) more than others (as in a or e).

Figure 5: Two elements from our dataset. A galaxy
described in the human-generated caption as a jellyfish,
and a building described (and commonly known) as a
cucumber/gherkin.

the single-word-to-single-word kind: the compo-
sitionality and flexibility present in many visually
rooted metaphors, such as “the lawn is a green car-
pet” or “the snowflakes were falling dancers”, are
out of the scope of this kind of test. In the rest of
the paper, we explore a different frame that allows
more flexibility in the study of visually grounded
metaphors.

5 Visual Spaces

The category of cigarette is absent from the ontol-
ogy of the models we use in this study. If presented
with a cigarette, most models see a ruler or a band
aid. The classification step happens in the last layer
of the networks: before that final layer, each model

transforms its input picture in a 1x224x244x3 ten-
sor that encodes the relevant visual features of the
picture as a 4-dimensional set of weights. From
such tensor the model draws a 1x1000 vector that
represents the probability of such tensor to fall in
each one of the 1000 categories.

This characteristic, shared by most neural clas-
sifiers, opens the possibility of exploring visually
rooted metaphors as operations in a continuum, by
using the final tensor extracted by each picture as a
vector in a multi-dimensional space. Returning to
the cigarette example, our VGG16 model cannot
recognise any of the objects or symbols present in
Figure 6.

The last picture confuses our model which mis-
categories it in a different way than the previous
two images: the model fails to pick the similarities
evident to a human eye. But if we flatten the pre-
categorisation final tensors created by the model
to represent these three images and compute their
cosine similarity, we might be able to overcome
the rigidity of the classification step. Here are the
results of such trial: the cosine similarity between
the cigarette (a) and the danger sign (b) is 0.5, as
the two pictures are different. But the similarity
between (b) and the cigarettes are dangerous sign
(c) is 0.68, while the similarity between (a) and
(c) is as high as 0.83. In other words, the visual
similarity that the multi-class classification frame
kept latent clearly emerges.
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Object VGG16 ResNet50
Burj Khalifa Mosque, obelisk, missile Mosque, palace, bell cote
Mountain Alp, valley, mountain tent Alp, valley, mountain tent
Galaxy Jellyfish, fountain, window

screen
Volcano, ski mask, jellyfish

Mushrooms Water tower, lampshade, table
lamp

Mushroom, hen of the woods,
fountain

Blanket clouds Seashore, fountain, sandbar Wing, seashore, sandbar
Sun(drawing) Ping pong ball, envelope, maraca Wall clock, analog clock, web

site
Ballerinas Spiny lobster, hoopskirt, fountain Fountain, king crab, pole
Belt Buckle, muzzle, hair slide Buckle, muzzle, hair slide
Cloud looking like a
bird

Geyser, lakeside, valley Valley, lakeside, worm fence

Table 1: Comparing mis-categorisations between VGG16 and ResNet50. The first column names the object pre-
sented in the picture, the remaining two columns present the first 3 captions offered by the two models.

(a) ruler, band aid (b) hatchet, electric guitar (c) reel, croquet ball

Figure 6: Three pictures representing elements absent from our VGG16 ontology. The last picture shares obvious
similarities with the first two images, but VGG16 classifies each picture in a completely different way.

Model Top 1 Top 5 Top 20
VGG16 0.25 0.39 0.57
VGG19 0.23 0.33 0.54

InceptionResNet 0.00 0.01 0.05
ResNet50 0.26 0.39 0.53

Table 2: F1 scores for human-like metaphorical classi-
fication of 4 models considering the first 1, 5 and 20
results of each.

To strengthen this frame, we create visual vec-
tors that represent several images of the same con-
cept in order to create “conceptual” clusters or,
in other words, new “classes” for our experiment
without the need of a full new training set. For
example, if we sum the flattened output tensors
for two danger signs we obtain a new vector that
“represents” both danger signs’ relevant features.
This approach seems to return better results. If we
compute the cosine similarity between three dif-
ferent danger signs’ tensors, we obtain an average

similarity of 0.64. But if we sum two danger signs’
tensors and compute the cosine similarity of the re-
sulting tensor with the left-out picture’s tensor, the
average similarity rises to 0.73. In other words, by
summing two danger signs’ tensors we created a vi-
sually meaningful centroid in the feature space that
represents better than any single image the essential
appearance of a generic danger sign. It is possible
to imagine that adding more pictures would make a
more consistent representation. However, the most
interesting aspect of this approach for our study is
the possibility of obtaining a reasonable effect with-
out the need of collecting large datasets or training
the model from scratch. The same effect happens
with the cigarette pictures: if the cosine similarity
between two simple pictures of cigarettes as in Fig-
ure 6(a) is 0.95, the cosine similarity of a single
cigarette vector with the summed vector of two
other images of cigarettes rises to 0.99. Now we
can compute the similarity between cigarettes, dan-
ger signs and cigarettes are dangerous disclaimers
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(a) Sky (b) Fire (c) Sunset

Figure 7: Samples from the three compound visual vectors we create to serve as source, target and modifier of the
metaphor Sunset is Sky on Fire.

of the kind presented in Figure 6 as a cosine similar-
ity between vectors. Through this simple operation
the similarity between the danger signs’ vector and
the disclaimers’ vector rises up to 0.81, and the
similarity between the cigarettes’ vector and the
disclaimers’ vector rises to 0.87. If we sum the
cigarettes’ vector and the danger signs’ vector and
compare the result with the anti-smoke disclaimers’
vector, the cosine similarity goes to 0.92. This
high similarity does not seem to be the effect of
noise: the similarity of the anti-smoke disclaimers’
vector and a vector of an unrelated picture, such
as an image of a firework, is -0.8.The essential vi-
sual similarities that make the symbolic disclaimer
in Figure 6(c) understandable for humans are re-
trievable from the visual feature space. To prove
the concept, we computed the cosine similarity be-
tween the danger signs’ vector and the individual
vectors of all the pictures present in the dataset
described in this study. Despite more than 100 con-
founders, the three pictures of danger signs came
with the highest ranking, followed by the two anti-
smoke disclaimers. We then repeated the operation
with the (danger+cigarette) vector, that retrieved all
the cigarettes as most similar pictures. This leads
to our final investigation.

6 Adding Fire to the Sky:
Compositionality in Visually Grounded
Metaphors

A visually grounded metaphor sometimes used to
describe an impressive sunset is the sky is on fire.
This is a simple and effective grounded metaphor:
the reader or listener “adds” the colours and inten-
sity of fire to the sky in order to imagine a vivid
sunset. If this metaphor is indeed rooted in visual
data and visual data only, this is the operation we
should be able to perform in the visual space to
“create” a sunset vector. Through online manual

search we collected 8 pictures of sunsets described
as Sky on fire by their captioners. The individual
vectors of some of these pictures already present
the similarities necessary for the metaphoric shift:
out of 8 pictures described as Sky on fire 2 retrieved
as most similar picture in our dataset a picture of a
fire with an average cosine similarity of 0.6, and an-
other 4 had pictures of fire among the first ten most
similar elements, with an average cosine similarity
of 0.5.

Figure 8: A schematic visualisation of the cosine simi-
larities between the sky, the fire and the sky on fire vec-
tors. The sky vector is relatively similar to the sky on
fire vector and further away from the fire vector.

But is it possible to reproduce the compositional-
ity of this metaphor in the visual space? To answer
this question, we created a sky vector out of 10
pictures of (mainly blue) skies such as the one in
Figure 7(a). The average cosine similarity of these
pictures is around 0 (the lowest possible cosine sim-
ilarity is -1). This relatively low similarity between
sky pictures is probably due to the lack of stable
and recognisable shapes in the “concept of sky”:
most of our sky pictures featured a of varying hue
background sometimes with some clouds, and the
clouds’ shapes varied constantly. We then created
a fire vector out of 13 pictures of fire such as the
one in Figure 7(b) with average cosine similarity
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Figure 9: A visually grounded metaphor in the visual
space. If we sum the sky vector with the fire vector,
we create a “metaphoric” new vector which is closer
to the sky on fire vector than the simple sky vector was:
adding fire to the sky seems an effective way to recreate
a sunset.

of 0.6. Finally, we created a sunset vector out of
7 pictures of sunsets captioned by humans as sky
on fire, as the one in Figure 7(c). The average co-
sine similarity between the pictures of this group is
0.74. As represented in Figure 8, the cosine simi-
larity between the sky vector and the fire vector is
low: -0.5. The objects, sky and fire, have little in
common in terms of visual features. The cosine
similarity between the sky and sky on fire vectors
that represent the same object under different con-
ditions is higher: 0.64. If we sum the vectors of
sky and fire, we create a sky-fire vector as shown in
Figure 9. The cosine similarity of this new vector
with the sky on fire vector rises to 0.82. In other
words, adding the metaphoric fire to the literal sky
made the sky vector closer to the sunset vector. The
compositional sky on fire metaphor seems to work
in our visual space (see Figure 9 for a visualisa-
tion). Although this is a particularly clear case of
visual compositionality, metaphoric composition-
ality of this kind seems to be present also in other
examples. In Table 3 we give an overview of some
of the metaphors we tried. We tried to select on
metaphors that could be strongly visual, and that
would not rely on excessively complex shapes or
hues.

Collecting pictures that represent such
metaphors from online data is a difficult task.
The metaphors have to be compositional, visually
grounded and included in captions. We thus col-
lected a tiny dataset of 22 such metaphors (some
of which we include in Table 3) with an average
of 5 images associated with each element: source,
target and modifier. To make negative examples

Metaphor Sim ST Sim (S+M)T
Sunset is sky on
fire

0.64 0.82

Blonde hair are
river of gold

0.01 0.1

Snow is white
carpet

0.82 0.90

Lawn is green
carpet

-0.3 0.4

Hair are white
waterfall

-0.5 0.62

Table 3: Compositional metaphors: the similarity be-
tween two visual vectors representing the (S)ource and
the (T)arget of a metaphor increases if a modifier’s vec-
tor is added to the source - (S+M)T. For example, the
cosine similarity of the blonde hair vector and river in
the second row is 0.01. If we sum river with a vec-
tor representing its modifier golden (which is a vector
created out of several pictures of gold and golden ele-
ments) the similarity goes up to 0.1.

we created a “balancing” list of 22 false metaphors
by randomly shuffling targets and modifiers. To
keep the experiment clear in its scope, we tried
to avoid for this negative counterpart borderline
compositions that could work as unusual but still
valid or evocative metaphors, since that would
create a fascinating but hard to define grey area.
For each of these metaphors, we operated the
following steps:

1. We measured the cosine similarity of the
source and target visual vectors: for exam-
ple, the similarity of the Sky vector with the
Sunset vector.

2. We either summed or multiplied the modifier’s
vector to the source’s vector; for example, we
added the Fire vector to the Sky vector.

3. We measured the cosine similarity of the new
“modified source” vector with the target vector:
the similarity of Sky+Fire with Sunset.

Every time the modifier increases the similarity be-
tween a true metaphor’s source and target, we count
it as a true positive. Every time the same happens
for a false metaphor, we count it as a false positive .
We show the performance of the InceptionResNet
and ResNet50 models on this dataset in Table 4.1

We find that most real metaphors improve through
the addition of the modifier’s vector, while most

1The other two models returned very similar results and
therefore we do not discuss them specifically.
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false metaphors do not, achieving the best F-score
of 0.68 using ResNet50.

For both classifiers, the majority of the real
metaphors improved (in terms of source-target co-
sine similarity) if we added the modifier with the
source: in other words, in over 60 per cent of the
cases we reproduced the mere visual composition-
ality of these metaphors. At the same time, the
majority of the false metaphors got worse (in terms
of souce-target cosine similarity) if we added the
modifier to the source, confirming that the effect
is linked to the visual compositionality of such ex-
pressions.

Multiply Precision Recall F1
InceptionResNet 0.55 0.68 0.61

ResNet50 0.63 0.31 0.42
Sum Precision Recall F1

InceptionResNet 0.60 0.64 0.62
ResNet50 0.64 0.73 0.68

Table 4: Precision, Recall and F1 for two models’
metaphorical compositionality. The F-score measures
to what extent the modifier improves the similarity be-
tween source and target in real metaphors (precision),
but not in false metaphors (recall). We test the com-
position of visual vectors using multiplication (top) or
sum (bottom).

7 Conclusions and Future Works

We conceived this study as an exploration of visu-
ally grounded metaphors in two experiments and
two tiny datasets. In the first experiment we fo-
cus on categorisation: two image captioning mod-
els classified pictures of previously unseen ele-
ments and compared them with human-generated
metaphors for the same pictures, returning a low
overlap between human generated metaphors and
models’ mis-classifications. It is important to keep
in mind that metaphors are flexible and diverse,
and some of the mis-classifications of the mod-
els might be valid metaphors for humans - they
were just absent from the specific dataset we col-
lected. In this respect, an overlap of 30% between
human metaphors and the first 5 captions produced
by the models is encouraging. In a number of
cases, the mis-classifications of the models do not
seem to align with anything similar to a human-like
metaphor, especially if variables like background
or peripheral elements come into play. This doesn’t
mean that the so-called visually rooted metaphors

are not visually rooted: but they might rely on
either more complex similarity that were not cap-
tured by our models, or on a composition of visual
and extra-visual world knowledge. In the second
experiment we focus on unsupervised composition
using a multi-dimensional visual feature space that
offers a flexible representation for our domain. Us-
ing an unsupervised approach we cannot produce
a comparison against a labelled dataset as in the
classification experiment. However, we do show
that the apparent visual compositionality in several
metaphors can be predicted in the visual feature
space. In most cases adding the metaphoric modi-
fier to the metaphor’s source made the source and
the target closer than they were before. This shift
indicates that the metaphors are grounded in the
visual features that are encoded by image classi-
fication models. The visual elements present in
those metaphors are working in the visual space
and account for the effectiveness and flexibility of
the metaphoric expressions.

There are several ways to continue from this
study. First of all, our datasets are very small.
Collecting larger corpora of visually grounded
metaphors and relative pictures would be neces-
sary to expand our study. This would also imply
finding more systematic ways of selecting both
the metaphors and their pictures, since for these
studies we used our sole sensibility to select and
collect the examples. It would also be interest-
ing to add more complex cases, especially when
operating on the continuum visual space, and to
compare the compositional efficiency of different
metaphors. While such selection and collection
steps are challenging due to the complex nature
of the problem we study, the ever-growing wealth
of annotated pictures makes us optimist about its
feasability. An open question remains to what de-
gree different metaphors are grounded visually and
to what degree they can be predicted from the lan-
guage models. It would also be interesting to check
which visual clues are most useful to the classifiers
when they reproduce human metaphorical combi-
nations. Finally, even if no human ever produced
a specific metaphor, this doesn’t mean that such
metaphor is bad: it would be interesting in the fu-
ture to measure the level of human appreciation
of visually grounded metaphors generated through
image captioning. These will be the foci of our
future work.
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Abstract
This paper presents the first research aimed
at recognizing euphemistic and dysphemistic
phrases with natural language processing. Eu-
phemisms soften references to topics that are
sensitive, disagreeable, or taboo. Conversely,
dysphemisms refer to sensitive topics in a
harsh or rude way. For example, “passed
away” and “departed” are euphemisms for
death, while “croaked” and “six feet under”
are dysphemisms for death. Our work explores
the use of sentiment analysis to recognize eu-
phemistic and dysphemistic language. First,
we identify near-synonym phrases for three
topics (FIRING, LYING, and STEALING) using
a bootstrapping algorithm for semantic lexicon
induction. Next, we classify phrases as eu-
phemistic, dysphemistic, or neutral using lex-
ical sentiment cues and contextual sentiment
analysis. We introduce a new gold standard
data set and present our experimental results
for this task.

1 Introduction

Euphemisms are expressions used to soften refer-
ences to topics that are sensitive, disagreeable, or
taboo with respect to societal norms. Whether as
a lubricant for polite discourse, a means to hide
disagreeable truths, or a repository for cultural anx-
ieties, veiled by idioms so familiar we no longer
think about what they literally mean, euphemisms
are an essential part of human linguistic compe-
tence. Conversely, dysphemisms make references
more harsh or rude, often using language that is
direct or blunt, less formal or polite, and sometimes
offensive. For example, “passed away” and “de-
parted” are common euphemisms for death, while

“croaked” and “six feet under” are dysphemisms for
death. Table 1 shows examples of euphemisms and
dysphemisms across a variety of topics.

Following terminology from linguistics (e.g.,
(Allan, 2009; Rababah, 2014)), we use the term

x-phemism to refer to the general phenomenon of
euphemisms and dysphemisms. Recognizing x-
phemisms could be valuable for many NLP tasks.
Euphemisms are related to politeness, which plays
a role in applications involving dialogue and social
interactions (e.g., (Danescu-Niculescu-Mizil et al.,
2013)). Dysphemisms can include pejorative and
offensive language, which relates to cyberbullying
(Xu et al., 2012; Van Hee et al., 2015), hate speech
(Magu and Luo, 2014), and abusive language (Park
et al., 2018; Wiegand et al., 2018). Recognizing
euphemisms and dysphemisms for controversial
topics could be valuable for stance detection and
argumentation in political discourse or debates (So-
masundaran and Wiebe, 2010; Walker et al., 2012;
Habernal and Gurevych, 2015). In medicine, re-
searchers found that medical professionals use x-
phemisms when talking to patients about serious
conditions, and have emphasized the importance
of preserving x-phemisms across translations when
treating non-English speakers (Rababah, 2014).

An area of NLP that relates to x-phemisms is sen-
timent analysis, although the relationship is com-
plex. A key feature of x-phemisms is that their
directionality (euphemism vs. dysphemism) is rela-
tive to an underlying topic, which itself often has af-
fective polarity. X-phemisms are usually associated
with negative topics that are culturally disagreeable
or have a negative connotation, such as death, in-
toxication, prostitution, old age, mental illness, and
defecation. However x-phemisms also occur with
topics that are sensitive but not inherently negative,
such as pregnancy (e.g., “in a family way” is a
euphemism, while “knocked up” is a dysphemism).
In general, dysphemistic language increases the
degree of sensitivity, intensifying negative polarity
or shifting polarity from neutral to negative. Con-
versely, euphemistic language generally decreases
sensitivity. But euphemisms for inherently nega-
tive topics may still have negative polarity (e.g.,

136

https://doi.org/10.18653/v1/P17


Topic Euphemisms Dysphemisms
DEATH passed away, eternal rest, put to sleep croaked, six feet under, bit the dust
INTOXICATION tipsy, inebriated, under the influence hammered, plastered, sloshed, wasted
LYING falsehood, misrepresent facts, untruth bullshit, rubbish, whopper, quackery
PROSTITUTE lady of the night, working girl, sex worker whore, tart, harlot, floozy
DEFECATION bowel movement, number two, pass stool take a dump, crap, drop a load
VOMITING be sick, regurgitate, heave blow chunks, puke, upchuck

Table 1: Examples of Euphemisms and Dysphemisms

vomiting is unpleasant no matter how gently it is
referred to).

This paper presents the first effort to identify eu-
phemistic and dysphemistic language in text. Since
affective polarity clearly plays a role in this phe-
nomenon, our research explores whether sentiment
analysis can be useful for recognizing x-phemisms.
We deconstructed the problem into two subtasks.
First, we identify phrases that refer to three sensi-
tive topics: LYING, STEALING, and FIRING (job
termination). We use a weakly supervised algo-
rithm for semantic lexicon induction (Thelen and
Riloff, 2002) to semi-automatically generate lists
of near-synonym phrases for each topic. Second,
we investigate two methods to classify phrases as
euphemistic, dysphemistic, or neutral1. (1) We use
dictionary-based methods to explore the value of
several types of information found in sentiment
lexicons: affective polarity, connotation, intensity,
arousal, and dominance. (2) We use contextual sen-
timent analysis to classify x-phemism phrases. We
collect sentence contexts around instances of each
candidate phrase in a large corpus, and assign each
phrase to an x-phemism category based on the po-
larity of its contexts. Finally, we introduce a gold
standard data set of human x-phemism judgments
and evaluate our models for this task. We hope
that this new data set will encourage more work on
x-phemisms. Our experiments show that sentiment
connotation and affective polarity can be useful for
identifying euphemistic and dysphemistic phrases,
although this problem remains challenging.

2 Related Work

Euphemisms and dysphemisms have been studied
in linguistics and related disciplines (e.g., (Allan
and Burridge, 1991; Pfaff et al., 1997; Rawson,
2003; Allan, 2009; Rababah, 2014)), but they have
received little attention in the NLP community.

1Direct (“straight-talking”) references to a topic are called
orthophemisms, but for simplicity we refer to them as neutral.

Magu and Luo (2014) recognized code words in
“euphemistic hate speech” by measuring cosine dis-
tance between word embeddings. But their code
words conceal references to hate speech rather than
soften them (e.g., the code word “skypes” covertly
referred to Jews), which is different from the tradi-
tional definition of euphemisms that is addressed
in our work.

The NLP community has explored several lin-
guistic phenomena related to x-phemisms, such as
metaphor (e.g., (Shutova, 2010; Wallington et al.,
2011; Shutova et al., 2010; Kesarwani et al., 2017)),
politeness (e.g., (Danescu-Niculescu-Mizil et al.,
2013; Aubakirova and Bansal, 2016)), and formal-
ity (e.g., (Pavlick and Tetreault, 2016)). Pfaff et al.
(1997) found that people comprehend metaphor-
ical euphemisms or dysphemisms more quickly
when they share the same underlying conceptual
metaphor. For example, people are likely to use
the euphemism “parted ways” to describe end-
ing a relationship in the context of the conceptual
metaphor A RELATIONSHIP IS A JOURNEY, but
more likely to use the euphemism “cut their losses”
in the context of the metaphor A RELATIONSHIP IS

AN INVESTMENT.

Our research focuses on the relationship between
x-phemisms and sentiment analysis. We take ad-
vantage of several existing sentiment resources, in-
cluding the NRC EmoLex, VAD, and Affective
Intensity Lexicons (Mohammad and Turney, 2013;
Mohammad, 2018a,b) and Connotation WordNet
(Feng et al., 2013; Kang et al., 2014). We also
re-implementated the NRC-Canada sentiment clas-
sifier (Mohammad et al., 2013) to use in our work.

Allan (2009) examined the connotation of color
terms according to how often they appear in dys-
phemistic, euphemistic, or neutral contexts. For
instance, “blue” is often used as a euphemism for

“sad”, while “yellow” can be dysphemistically used
to mean “cowardly”. Our paper takes the reverse
approach, recognizing x-phemisms by means of
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connotation.
Rababah (2014) studied how medical profession-

als use x-phemisms when talking to patients and
found that serious conditions tend to inspire more
euphemism. Rababah argued that translating x-
phemisms appropriately is important when provid-
ing medical care to non-English speakers. It fol-
lows that it is important for machine translation sys-
tems to preserve euphemistic language across trans-
lations in medical applications. More generally,
machine translation systems should be concerned
not only with preserving the intended semantics
but also preserving the intended discourse pragmat-
ics, which includes translating euphemisms into
euphemisms and translating dysphemisms into dys-
phemisms. When a speaker chooses to use a eu-
phemistic or dysphemistic expression, that choice
usually reflects a viewpoint or bias that is a sig-
nificant property of the discourse. Consequently,
it is important for NLP systems to recognize x-
phemisms and their polarity, both for applications
where views and biases are central (e.g., medicine,
argumentation and debate, or stance detection in
political discourse) and for comprehensive natural
language understanding in general.

3 Overview of Technical Approach

X-phemisms are so pervasive in language that eu-
phemism dictionaries have been published con-
taining manually compiled lists (Bertram, 1998;
Holder, 2002; Rawson, 2003). However these dic-
tionaries are far from complete because new x-
phemisms are constantly entering language, both
for long-standing sensitive topics and new ones.
For example, every generation of youth invents new
ways of referring to defecation, and political trends
can trigger heightened sensitivity to controversial
topics (e.g., “enhanced interrogation” is a recently
introduced euphemism for torture). Euphemistic
terms can even become offensive with time and re-
placed by new euphemisms, a phenomenon known
as “the euphemism treadmill.” For instance, the
phrase “mentally retarded” began its life as a eu-
phemism. Now, even “special needs” is sometimes
viewed as offensive. The goal of our research is
to develop methods to automatically curate lists of
euphemistic and dysphemistic phrases for a topic
from a text corpus, which would enable emerging
x-phemisms to be continually discovered.

We tackled this problem by decomposing the
task into two steps: (1) identifying near-synonym

phrases for a topic, and (2) classifying each phrase
as euphemistic, dysphemistic, or neutral. For the
first step, we considered using existing thesauri
(e.g., WordNet, Roget’s thesaurus, Wiktionary, etc.)
but their synonym lists were relatively small.2 Ro-
get’s thesaurus was among the best resources, but
included only a few dozen entries for most topics.
Furthermore, x-phemisms can stretch meaning to
soften or harden a sensitive subject, so we wanted
to include near-synonyms that have a similar (but
not identical) meaning. For example, laid off, re-
signed, and downsized are not strictly synonymous
with FIRING, but broadly construed they all refer to
job termination.

Ultimately, we decided to use the Basilisk boot-
strapping algorithm for weakly supervised seman-
tic lexicon induction (Thelen and Riloff, 2002).
Basilisk begins with a small set of seed terms for a
desired category and iteratively learns more terms
that consistently occur in the same contexts as the
seeds. While there are other methods for near-
synonym generation (e.g., (Gupta et al., 2015)),
we chose Basilisk because it can learn phrases
corresponding to syntactic constituents (e.g., NPs
and VPs) and can use lexico-syntactic contextual
patterns. For the bootstrapping process, we used
the English Gigaword corpus because it contains a
large and diverse collection of news articles. We fo-
cused on three sensitive topics that are common in
news and rich in x-phemisms: LYING, STEALING,
and FIRING (job termination).

4 Generating Near-Synonym Phrases
with Semantic Lexicon Induction

The Basilisk algorithm learns new phrases for a cat-
egory using a small list of “seed” terms and a text
corpus. In an iterative bootstrapping framework,
Basilisk extracts contextual patterns surrounding
the seed terms, identifies new phrases that consis-
tently occur in the same contexts as the seeds, adds
the learned phrases to the seed list, and restarts the
process. Our categories of interest (LYING, STEAL-
ING, FIRING) are actions, so we wanted to learn
verb phrases as well as noun phrases (e.g., event
nominals). Consequently, we provided Basilisk
with two seed lists for each topic, one list of
verb phrases (VPs) and one list of noun phrases

2We considered using the Paraphrase Database (PPDB)
(Ganitkevitch et al., 2013) as well, but many of its paraphrases
are syntactic variations (e.g., active vs. passive) which are
not useful for our purpose, and many entries are noisy as they
were automatically generated.
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FIRE LIE STEAL
NPs VPs NPs VPs NPs VPs
dismissal dismiss exaggeration deceive larceny defraud
downsizing fire fabrication distort misappropriation embezzle
firing force resignation falsehood exaggerate pickpocketing extort
forced retirement furlough fib fabricate pilfering loot
layoff lay off lie falsify purloining mug
redundancy leave company mendacity lie robbery pilfer
reorganization oust misrepresentation misinform shoplifting plunder
sacking resign misstatement mislead stealing rob
suspension sack prevarication misrepresent theft steal
termination step down untruth misstate theiving swindle

Table 2: Seed Phrases per Topic

(NPs). To collect seed terms, we identified com-
mon phrases for each topic that had high frequency
in the Gigaword corpus. The seed lists are shown in
Table 2. We included both active and passive voice
verb phrase forms for the verbs shown in Table 2,
except we excluded resign in passive voice because

“was resigned to” is a common expression with a
different meaning.

Most previous applications of Basilisk have used
lexico-syntactic patterns to represent the contexts
around seed terms (e.g., (Riloff et al., 2003; Qadir
and Riloff, 2012)). For example, a pattern may
indicate that a phrase occurs as the syntactic subject
or direct object of a specific verb. So we used
the dependency relations produced by the SpaCy
parser (https://spacy.io/)3 for contextual patterns.
For generality, we used word lemmas both for the
learned phrases and the patterns.

4.1 Representing Contextual Patterns and
Verb Phrases

We defined a contextual pattern as a dependency
relation linked to/from a seed term, coupled with
the head of the governing/dependent phrase. For
example, consider the sentence “The lie spread
quickly”. The contextual pattern for the noun “lie”
would be ←NSUBJ(spread), indicating that the
NP with head “lie” occurred as the syntactic sub-
ject of a governing VP with head “spread”. We
treated “have”, “do”, and “be” as special cases
because of their generality and paired them with
the head of their complement (subject, direct ob-
ject, predicate nominal, or predicate adjective). For
example, given the sentence “The lie was hor-
rific”, the contextual pattern for “lie” would be
←NSUBJ(be horrific).

We also created compound relations for syntactic
constructions that rely on pairs of constituents to be

3We used all relations except “punct” and “det”.

meaningful. For example, a preposition alone is not
very informative, so we pair each preposition with
the head of its object (e.g., “in jail”). Specifically,
we pair the dependency relation “prep” with its
“pobj,” “agent” with its “pobj”, and “dative” with
the “dobj” of its governing verb. We also create
compound dependencies for “pcomp,” and “advcl”
relations and resolve the relative pronoun with its
subject for “relcl” relations.

Basilisk has not previously been used to
learn multi-word verb phrases, so we needed
to define a VP representation. We repre-
sented each VP using the following syntax:
VP([voice]<verb>)MOD(<modifier>)DOBJ(<noun>).

The VP() identifies the head verb and voice
(Active or Passive), and MOD() contains the
first of any adverbs or particles included in the
verb phrase. DOBJ() contains the head noun of
a VP’s direct object, if present. As we did with
the contextual patterns, we treat “have”, “do”,
and “be,” as special cases and join the verb with
its complement. As an example, the verb phrase

“is clearly distorting” would be represented as
“VP([active]be distort)MOD(clearly)”.

We observed that many of the most useful con-
textual patterns for identifying near-synonyms cap-
tured conjunction dependency relations. For ex-
ample, the contextual pattern←CONJ(distortion)
occured with 6 seed terms (exaggeration, fabri-
cation, falsehood, lie, misrepresentation, and un-
truth), as well as several other near-synonyms such
as disinformation, inaccuracy, crap, and dishon-
esty. Near-synonyms also frequently appeared in
conjoined verb phrases, such as “misstate and
inflate” or “misstate and embellish”. As an ex-
ample of a different type of dependency relation
that proved to be useful, the compound pattern
→AgentPhrase(by looter) occurred with several
near-synonym VPs for STEAL, such as seize, ran-
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sack and clean out.

4.2 Near-Synonym Generation Results

We had no idea how many near-synonyms we could
expect to find for each topic, so we configured
Basilisk to learn 1,000 phrases4 to err on the side
of overgeneration. Basilisk learns in a fully auto-
mated process, but the resulting lists are not per-
fect so must be manually filtered to ensure a high-
quality lexicon. The filtering process took us ap-
proximately 1.5 hours to review each list.5 Most of
the correct entries were among the first 400 terms
generated by Basilisk.

Topic FIRE LIE STEAL

# Phrases 142 177 146

Table 3: Near-Synonym Phrases per Topic

Table 3 shows the total number of near-
synonyms acquired for each topic, after conflating
active and passive voice variants, typos, and includ-
ing the seed terms. These numbers show that the
semantic lexicon induction algorithm enabled us to
quickly produce many more near-synonym phrases
per topic than we had found in the synonym lists of
thesauri. Some of the discovered terms were quite
interesting, such as “infojunk” and “puffery” for
LIE, and sometimes unfamiliar to us but relevant,
such as “malversation” and “dacoity” for STEAL.

5 Gold X-Phemism Data Set

To create a high-quality gold data set for x-
phemism classification, we asked three people (not
the authors) to label the near-synonym phrases
for each topic on a scale from 1 to 5, where 1
is most dysphemistic, 3 is neutral, and 5 is most
euphemistic. For each phrase, we computed the
average score across the three annotators and as-
signed each phrase to a “gold” x-phemism category:
phrases with score< 2.5 were labeled dysphemistic,
phrases with score > 3.5 were labeled euphemistic,
and the rest were labeled neutral.

To assess inter-annotator agreement, we as-
signed each annotator’s score to one of the three
x-phemism categories using the same ranges as
above, and measured the category agreement for

4Basilisk ran for 200 iterations learning 5 words per cycle.
5One of the authors did this filtering. Our goal was merely

to obtain a list of near-synonyms to use for x-phemism classi-
fication, and not to evaluate the near-synonym generation per
se since that is not the main contribution of our work.

each pair of annotators using Cohen’s kappa (κ).
For LYING, the pairwise κ scores were {.64, .69,
.77} with average κ = .70. For FIRE, the κ scores
were {.66, .68, .80} with average κ = .71. For
STEAL, the κ scores were {.66, .77, .79} with aver-
age κ = .74. Since the mean κ scores were≥ .70 for
all three topics, we concluded that the agreement
was reasonably good.

Table 4 shows examples of near-synonym
phrases6 with their gold scores and category la-
bels. For example, crap and infojunk were among
the most dysphemistic phrases for LIE, while invent
and embellish were among the most euphemistic
phrases for LIE. Table 5 shows the distribution of
labels in the gold data set.

FIRE LIE STEAL GOLD
ax crap gut 1.00 D
flush out infojunk snatching 1.33 D
oust fool thuggery 1.66 D
expel fakery mug 2.00 D
disbar deceive burgle 2.33 D
severance falsehood rob 2.66 N
fire lie steal 3.00 N
dismiss mistruth despoliation 3.33 N
decommission fabrication malversation 3.66 E
downsize misinform overcharge 4.00 E
leave company exaggerate confiscate 4.33 E
furlough invent legerdemain 4.66 E
retire embellish – 5.00 E

Table 4: Examples of Gold Data Scores and Labels
(D = dysphemistic, N = neutral, E = euphemistic)

FIRE LIE STEAL
Euphemism .30 .42 .24
Neutral .29 .30 .35
Dysphemism .41 .28 .41

Table 5: Class Distributions in Gold Data

6 X-phemism Classification with
Sentiment Lexicons

Euphemisms and dysphemisms capture softer and
harsher references to sensitive topics, so one could
argue that this phenomenon falls within the realm
of sentiment analysis. But x-phemisms are a dis-
tinctly different phenomenon. It may be tempt-
ing to equate euphemisms with positive sentiment
and dysphemisms with negative sentiment, but x-
phemisms refer to sensitive topics that typically

6We display the phrases here as n-grams for readability,
but they are actually represented syntactically. For example,

“leave company” is represented as an active voice VP with head
“leave” linked to a direct object with head “company”.
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have strong affective polarity (usually negative).
For example, vomiting is never a pleasant topic, no
matter how it is referred to. Consequently, most eu-
phemisms for vomiting still have negative polarity
(e.g., “be sick” or “lose your lunch”). However
some euphemisms can have neutral polarity, such
as scientific or formal terms (e.g., “regurgitation”),
and occasionally a euphemism will evoke positive
polarity for a negative topic through metaphor (e.g.,

“pushing up daisies” for death). In this section, we
investigate whether sentiment information can be
beneficial for recognizing euphemisms and dys-
phemisms and establish baseline results for this
task. We explore five properties associated with
sentiment: affective polarity, connotation, intensity,
arousal, and dominance.

As our first baseline, we assess the effective-
ness of using positive/negative affective polarity
(valence) information to label x-phemism phrases
using two sentiment lexicons: the NRC EmoLex
and VAD Lexicons (Mohammad and Turney, 2013;
Mohammad, 2018a). For the specific emotions,
we considered anger, disgust, fear, sadness, and
surprise to be negative, and anticipation, joy, and
trust to be positive. Another sentiment property
related to x-phemisms is connotation. Euphemisms
often include terms with positive connotation to
soften a reference, and dysphemisms may include
terms with negative connotation to make a refer-
ence more harsh. But importantly, connotation and
x-phemisms are not the same phenomenon. For
one, many terms with a strong connotation are not
x-phemisms. Also, as with polarity, euphemisms
can retain a negative connotation because the un-
derlying topic has negative polarity. But since con-
notation and x-phemisms are related, we investi-
gate whether connotation polarities from Connota-
tionWN (Feng et al., 2013; Kang et al., 2014) can
be valuable for labeling x-phemisms.

We also explored the effectiveness of using affec-
tive intensity, arousal, and dominance information
from the NRC Affective Intensity and VAD Lex-
icons (Mohammad, 2018b,a) for recognizing eu-
phemistic and dysphemistic phrases. Dysphemisms
are often harsh and can be downright rude, so we
hypothesized that terms with high arousal may be
dysphemistic. Conversely, euphemisms use softer
and gentler language, so they may be associated
with low arousal. Dominant terms correspond to
power and control, so it would be logical to ex-
pect that high dominance may be associated with

euphemisms and low dominance may be associ-
ated with dysphemisms (e.g., “frail” and “weak”)
(Mohammad, 2018a).

For intensity, we used the NRC Affective In-
tensity Lexicon (Mohammad, 2018b), which asso-
ciates words with specific emotions. We mapped
the intensity scores so that high intensity values
for negative emotions ranged from [0-0.5] (repre-
senting dysphemistic to neutral) and high intensity
values for positive emotions ranged from [0.5-1]
(representing neutral to euphemistic).

The sentiment resources provide scores between
0 and 1. For polarities and connotation, 0 repre-
sents the strongest negative score and 1 represents
the strongest positive score. For arousal, and domi-
nance, the range is low (0) to high (1). We expect
high arousal to be associated with dysphemism, so
to be consistent with the other properties we re-
verse its range and replace each score S with 1-S.
We score multi-word phrases by taking the aver-
age score of their words. Once a phrase receives a
score S, we map S to one of the three x-phemism
categories as follows: S ≤ 0.25 ⇒ dysphemism,
0.25 < S < 0.75 ⇒ neutral, and S ≥ .75 ⇒ eu-
phemism. We chose these ranges to conservatively
divide the space into quadrants, so that scores in
the lowest quadrant represent dysphemism, scores
in the highest quadrant represent euphemism, and
scores in the middle are considered neutral.

6.1 Lexicon Results

Table 6 shows the results for the sentiment lexi-
con experiments. We report F-scores for the eu-
phemism (Euph), neutral (Neu), and dysphemism
(Dysph) categories as well as a macro-average F-
score (Avg). The best-performing lexicon across
all three topics was ConnotationWN (ConnoWN).

We also experimented with combining multiple
dictionaries to see if they were complementary. For
these experiments, each dictionary labeled a phrase
as euphemistic, dysphemistic, or neutral (as de-
scribed earlier) or none (i.e., no label if the word
was not present in the lexicon). The most frequent
label was then assigned to the phrase, except that
‘none’ labels were ignored. ConnotationWN’s label
was used to break ties. We evaluated all pairs of
lexicons and the best pair turned out to be Con-
notationWN plus Valence, which we refer to as
BestPair in Table 6. We also tried using all of the
dictionaries, shown as AllDicts in Table 6. Com-
bining dictionaries did improve performance, with
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BestPair performing best for FIRE and STEAL, and
AllDicts performing best for LIE.

Overall, connotation and valence (affective po-
larity) were the most useful sentiment properties
for recognizing x-phemisms. But, thus far we have
considered only the words in a phrase. In the next
section, we explore an approach that exploits the
sentence contexts around the phrases.

FIRE Euph Neu Dysph Avg
EmoLex .00 .00 .28 .09
Dominance .00 .40 .07 .15
Intensity .05 .29 .18 .17
Arousal .05 .35 .15 .18
Valence .05 .26 .25 .19
ConnoWN .28 .40 .50 .39
AllDicts .39 .30 .48 .39
BestPair .40 .33 .47 .40
LIE Euph Neu Dysph Avg
EmoLex .11 .04 .37 .17
Intensity .03 .38 .15 .19
Dominance .09 .42 .15 .22
Arousal .03 .42 .25 .23
Valence .12 .31 .37 .26
ConnoWN .31 .32 .38 .34
BestPair .33 .33 .38 .35
AllDicts .32 .40 .43 .39
STEAL Euph Neu Dysph Avg
EmoLex .20 .00 .21 .13
Intensity .00 .19 .18 .13
Arousal .00 .30 .21 .17
Valence .20 .20 .23 .21
Dominance .21 .39 .07 .22
ConnoWN .20 .21 .43 .28
AllDicts .28 .31 .41 .33
BestPair .40 .33 .41 .38

Table 6: Results for Sentiment Lexicons (F-scores)

7 X-phemism Classification with
Contextual Sentiment Analysis

We hypothesized that the contexts around eu-
phemisms and dysphemisms would be different in
terms of sentiment. People often use euphemisms
when they want to be comforting, supportive, or
put a positive spin on a subject. In obituaries, for
example, euphemisms for death are often accompa-
nied by references to peace, heaven, flowers, and
courage. In contrast, grisly murder mystery nov-
els often use dysphemisms, speaking about death
using harsh or graphic language. X-phemisms are

also prevalent in political discourse. People fre-
quently use euphemisms to argue for the merits of
a particular subject (e.g., “enhanced interrogation”
is a euphemism invoked to justify the use of TOR-
TURE). Conversely, people use dysphemisms when
arguing against something (e.g., “baby killing” to
refer to ABORTION).

To investigate this hypothesis, we developed
models to classify a phrase with respect to x-
phemism categories using sentiment analysis of
its sentence contexts. We use the Gigaword corpus
and experiment with both sentiment lexicons and a
sentiment classifier to evaluate sentence polarity.

However polysemy and metaphor pose a major
challenge: many phrases have multiple meanings.
To address this problem, we create a subcorpus
for each topic by extracting Gigaword articles that
contain a seed term for that topic (see Table 2).
The seed terms can also be ambiguous, but we ex-
pect that the resulting subcorpus will have a higher
density of articles about the intended topic than
the Gigaword corpus as a whole. Given a candi-
date x-phemism phrase for a topic, we then extract
sentences containing that phrase from the topic’s
subcorpus. Our expectation is that most documents
that contain both the x-phemism phrase and a seed
term for the topic will be relevant to the topic.

Once we have a set of sentence contexts for an
x-phemism phrase, our first contextual model uses
sentiment lexicons to determine each sentence’s
polarity. For each topic, we use the best-performing
lexicons reported in Section 6.1 (i.e., BestPair for
FIRE and STEAL, and AllDicts for LIE). First, each
word found in the lexicons is labeled positive for
scores> 0.5 or negative for scores< 0.5.7 We then
assign a polarity to each sentence based on majority
vote among its labeled words. Sentences with an
equal number of positive and negative words, or no
labeled words, are ignored.

X-phemisms are relative to a topic that itself of-
ten has strong affective polarity, so given a phrase
P , our goal is to determine whether P ’s contexts
are positive or negative relative to the topic. To as-
sess this, we generate a polarity distribution across
all sentences in the topic’s subcorpus. We will re-
fer to all sentences in the subcorpus for topic T as
Sents(T) and the sentences in the subcorpus that
mention phrase P as Sents(T, P). We define POS(S)
as the percent of sentences S labeled positive, and

7If a word occurred in multiple lexicons, ConnotationWN
was given precedence.
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NEG(S) as the percent of sentences S labeled nega-
tive, and classify each phrase P as follows:

If POS(Sents(T, P )) > POS(Sents(T)) + γ
Then label P as euphemistic
If NEG(Sents(T, P )) > NEG(Sents(T)) + γ
Then label P as dysphemistic
Else label P as neutral

We set γ = 0.10 for our experiments.8 Intuitively,
the γ parameter dictates that a phrase is labeled as
euphemistic (or dysphemistic) only if its sentence
contexts have a positive (or negative) percentage at
least 10% higher than the sentence contexts for the
topic as a whole.

Our second contextual model uses a sentiment
classifier instead of lexicons to assign polarity to
each sentence. We used a reimplementation of
the NRC-Canada sentiment classifier (Mohammad
et al., 2013), which performed well in the SemEval
2013 Task 2. Given a sentence, the classifier returns
probabilities that the sentence is positive, negative,
or neutral. We label each sentence with the polarity
that has the highest probability.

Since the classifier provides labels for all three
polarities (whereas we only got positive and nega-
tive polarities from the lexicons), we use a slightly
different procedure to label a phrase. First, we com-
pute the percent of subcorpus sentences contain-
ing phrase P that are assigned each polarity (POS,
NEG, NEU), and compute the percent of all sub-
corpus sentences assigned each polarity. Then we
compute the difference for each polarity. For exam-
ple, ∆(POS) = POS(Sents(T, P ))-POS(Sents(T)).
This represents the difference between the percent
of Positive sentences containing P and the percent
of Positive sentences in the subcorpus as a whole.
Finally, we label phrase P based on the polarity
that had the largest difference: POS⇒ euphemistic,
NEG⇒ dysphemistic, NEU⇒ neutral.

7.1 Contextual Sentiment Results

Table 7 shows F-score results for the contextual
models on our gold data. We evaluated three con-
textual models that use different mechanisms to
label the affective polarity of a sentence: Con-
textNRC uses the NRC sentiment classifier, Con-
textAllDicts uses the AllDicts lexicon method, and
ContextBestPair uses the BestPair lexicon method.
For the sake of comparison, we also re-display the

8We chose γ = .10 based on intuition without experimen-
tation, so a different value could perform better.

Euph Neu Dysph Avg
FIRE
BestDictModel .40 .33 .47 .40
ContextNRC .28 .18 .37 .28
ContextAllDict .52 .19 .18 .30
ContextBestPair .31 .26 .45 .34
LIE
BestDictModel .32 .40 .43 .39
ContextBestPair .42 .41 .35 .39
ContextNRC .56 .19 .46 .40
ContextAllDicts .67 .42 .31 .47
STEAL
BestDictModel .40 .33 .41 .38
ContextNRC .24 .25 .52 .34
ContextBestPair .42 .24 .47 .38
ContextAllDicts .61 .29 .40 .43

Table 7: Results for Contextual Analysis (F-scores)

results for the best lexicon model (BestDictModel)
presented in Section 6.1 for each topic.

For LIE and STEAL, the best contextual model
outperformed the best lexicon method, improving
the F-score from .39→ .47 for LIE and from .38
→ .43 for STEAL. For FIRE, the contextual mod-
els showed lower performance. We observed that
phrases for the FIRE topic exhibited more lexical
ambiguity than the other topics, so the subcorpus
extracted for FIRE was more noisy than for the
other topics. This likely contributed to the inferior
performance of the contextual models on this topic.

Table 8 shows the recall (R) and precision (P)
breakdown for the best performing model for each
topic. Euphemisms had the best recall and preci-
sion for LIE and STEAL, but lower recall for FIRE.
Precision was lowest for the neutral category over-
all, indicating that too many euphemistic and dys-
phemistic phrases are being labeled as neutral.

Euph Neu Dysph
R P R P R P

FIRE .31 .58 .47 .25 .44 .51
LIE .64 .69 .52 .35 .24 .46
STEAL .68 .56 .32 .26 .33 .50

Table 8: Recall and Precision of Best Models

Our observation is that the models perform
best on strongly euphemistic or dysphemistic
phrases, and they have the most trouble catego-
rizing metaphorical expressions, such as “ax” for
FIRE. It makes sense that the lexicon-based models
would have difficulty with these cases, but we had
hoped that the contextual models would fare better.
We suspect that polysemy is especially problematic
for metaphorical phrases, resulting in a subcorpus
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for the topic that contains many irrelevant contexts.
Incorporating understanding of metaphor seems to
be an important direction for future research.

8 Conclusions

This paper presented the first effort to recognize
euphemisms and dysphemisms using natural lan-
guage processing. Our research examined the
relationship between x-phemisms and sentiment
analysis, exploring whether information about af-
fective polarity, connotation, arousal, intensity,
and dominance could be beneficial for this task.
We used semantic lexicon induction to generate
near-synonyms for three topics, and developed
lexicon-based and context-based sentiment analy-
sis methods to classify phrases as euphemistic, dys-
phemistic, or neutral. We found that affective po-
larity and connotation information were useful for
this task, and that identifying sentiment in sentence
contexts around a phrase was generally more effec-
tive than labeling the phrases themselves. Promis-
ing avenues for future work include incorporating
methods for recognizing politeness, formality, and
metaphor. Euphemisms and dysphemisms are an
exceedingly rich linguistic phenomenon, and we
hope that our research will encourage more work
on this interesting yet challenging problem.
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Abstract

Metaphors are rhetorical use of words based
on the conceptual mapping as opposed to their
literal use. Metaphor detection, an important
task in language understanding, aims to iden-
tify metaphors in word level from given sen-
tences. We present IlliniMet, a system to au-
tomatically detect metaphorical words. Our
model combines the strengths of the contex-
tualized representation by the widely used
RoBERTa model and the rich linguistic in-
formation from external resources such as
WordNet. The proposed approach is shown
to outperform strong baselines on a bench-
mark dataset. Our best model achieves F1
scores of 73.0% on VUA ALLPOS, 77.1% on
VUA VERB, 70.3% on TOEFL ALLPOS and
71.9% on TOEFL VERB.

1 Introduction

Metaphors are a form of figurative language used
to make an implicit or implied comparison between
two things that are unrelated (Ortony and Andrew,
1993). They are widely used in natural language,
conveying rich semantic information which devi-
ates from their literal meaning. For instance, in the
sentence “Tom has always been an early bird wak-
ing up at 5:30 a.m.”, the phrase “early bird” does
not mean a real animal but refers to someone doing
something early.

The ubiquity and subtlety of metaphors present
challenges to language understanding in natural lan-
guage processing. Detecting metaphors is the first
step towards metaphor understanding, which helps
to uncover the meaning more accurately. Metaphor
detection has been used in a variety of downstream
applications such as sentiment classification (Ren-
toumi et al., 2012) and machine translation (Koglin
et al., 2015).

Some existing approaches to metaphor detection
rely on linguistic features such as lexicon based

metaphor constructions, lexical abstractness and
word categories in WordNet (Dodge et al., 2015;
Klebanov et al., 2016). Most of these approaches
either do not consider the contextual information
or only focus on limited contexts. Others use un-
igram based features regardless of their contexts
(Köper and im Walde, 2017), and still others iden-
tify metaphors in the limited context of subject-
verb-object triples (Bulat et al., 2017). We note that
the contextual information is crucial for metaphor
detection. As shown in Table 1, the word “fix” can
be used both metaphorically and literally depend-
ing on its context.

Table 1: Metaphorical and Literal Usage of Word “Fix”

Metaphor: I think that we need to begin from
facts and fix important data.
Literal: They couldn’t fix my old computer,
and I had to buy a new one.

Recent studies incorporating contextual infor-
mation into metaphor detection include unsuper-
vised approaches (Gong et al., 2017) and super-
vised models (Wu et al., 2018; Stowe et al., 2019).
Neural networks such as Long Short Term Mem-
ory (LSTM) have achieved state-of-the-art perfor-
mance in metaphor detection due to their ability to
encode contextual information (Gao et al., 2018).

Recently proposed contextualized representation
models that have been widely used include Embed-
dings from Language Models (ELMo) (Peters et al.,
2018), Representations from Transformer (BERT)
(Devlin et al., 2019) and Robustly Optimized BERT
Pretraining Approach (RoBERTa) (Liu et al., 2019).
Their use has shown dramatic improvements in the
performance of several NLP tasks. These models
are pretrained on large text corpora to encode rich
contextualized knowledge into the semantic repre-
sentation of words with deep network structures.
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In this paper, we build our metaphor detection
model upon RoBERTa to leverage its strength in
capturing contextual information. In addition, we
enhance the power of contextualized representa-
tion by using linguistic features. Using external
resources our model integrates features such as
word concreteness, which serves to complement
the contextual knowledge in RoBERTa embed-
dings and aid the task of metaphor detection. This
model was our contribution to the Second Shared
Task on Metaphor Detection (Leong et al., 2020).
Our best model achieves F1 scores of 73.0% and
77.1% on all words and verbs alone respectively
for metaphors in the VUA dataset. Our model per-
formance is 70.3% and 71.9% on all words and
only verbs respectively in the TOEFL dataset. We
make our implementation available for a wider ex-
ploration1.

2 Related Work

Metaphor Detection. Metaphor detection has re-
cently attracted a lot of research interest in the
area of natural language processing. The metaphor
detection task can be broadly classified into two
categories. The first involves predicting whether
a given word or phrase is a metaphor (Gong et al.,
2017). The second category can be formulated as a
sequential labeling task of predicting the metaphor-
ical or literal usage of every word in a sentence
(Leong et al., 2018). Our current study falls into
the second category.

Feature-based approaches. Many recent
works have explored the use of various linguistic
features for automatic metaphor detection. These
features include word abstractness (Köper and
im Walde, 2017), WordNet features, hypernyms
and synonyms (Mao et al., 2018), syntactic depen-
dencies and semantic patterns (Hovy et al., 2013),
word imageability (Strzalkowski et al., 2013) as
well as word embeddings (Köper and im Walde,
2017).

Neural network models. Deep learning mod-
els are becoming very popular in various down-
stream applications of natural language process-
ing owing to the ability to train models in an end-
to-end manner without explicit feature engineer-
ing. Approaches built upon neural networks have
shown great successes in metaphor detection task
as well. Different structures of neural networks

1https://github.com/HongyuGong/
MetaphorDetectionSharedTask.git

have been extensively studied to better encode se-
mantic knowledge by capturing metaphorical pat-
terns (Leong et al., 2018).

Sequential models such as Recurrent Neural
Networks (RNN) demonstrate strong performance
in metaphor detection (Bizzoni and Ghanimi-
fard, 2018). An LSTM is applied to identifying
metaphors together with a Convolutional Neural
Network (CNN) (Wu et al., 2018). The model uti-
lizes pretrained word2vec word embeddings. An-
other approach built on sequential models is a Bidi-
rectional LSTM model augmented with pretrained
contextualized embeddings (Gao et al., 2018).

A recent work draws inspiration from linguistic
theories, and proposes RNN HG and RNN MHCA,
which are variants of RNN models (Mao et al.,
2019). Assuming that pretrained GloVe embed-
dings carry literal meaning, the model RNN HG
detects metaphors by comparing GloVe embed-
dings with the contextualized word representa-
tions learned by the RNN. The other variant,
RNN MHCA, integrates the multi-head atten-
tion mechanism in model hidden states, and en-
riches word representations with information from
broader contexts.

Contextualized representation model. The
linguistic theory of Selectional Preference Viola-
tion (SPV) states that a metaphorical phrase or
word is semantically different from its context
(Wilks, 1975, 1978). This suggests the impor-
tance of contextual information for metaphor detec-
tion. A few pretrained contextualized represen-
tation models have been recently proposed and
shown to achieve better performance than com-
monly used sequential models in a variety of lan-
guage understanding tasks. A few models that
encode contextual knowledge include ELMo (Pe-
ters et al., 2018), BERT (Devlin et al., 2019) and
RoBERTa (Liu et al., 2019). The advantages of
these models are that they are trained on a large
amount of text to encode rich semantic and con-
textual information into the representations giving
them greater representation power than the mod-
els which are only trained on small task-specific
datasets. In this work, we build our system upon
RoBERTa to take advantage of its contextual repre-
sentation for metaphor detection.

3 Metaphor Detection

In this section, we will introduce our model design,
training and prediction for metaphor detection.
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Figure 1: Model structure of IlliniMet system for metaphor detection. Its RoBERTa module learns contextualized
representations, and the feature generator generates linguistic features for words. The outputs of RoBERTa and
feature generator are combined as the word representations, which are sent to feed-forward classifier for metaphor
classification.

3.1 Model

We cast the problem of metaphor detection as a
sequence labeling task, where each word in the
input sentence is classified as either metaphor or
non-metaphor. As shown in Fig. 1, the framework
of our IlliniMet model consists of three modules:
RoBERTa, a feature generator and a feed-forward
classifier. We will discuss each module in detail in
the following parts.

RoBERTa. The meaning of words can vary sub-
tly from one context to another, and RoBERTa
generates contextualized word representations to
capture the context-sensitive semantics of words
(Liu et al., 2019). The use of word representations
from RoBERTa has resulted in state-of-the-art per-
formance in a variety of language understanding
tasks. Given a sentence s consisting of n words
{w1, . . . , wn}, RoBERTa model generates their
contextualized representations {vc

s,w1
, . . . ,vc

s,wn
}.

Linguistic features. The second module in our
model is a feature generator. Previous works on
metaphor detection have shown that linguistic fea-
tures are useful for detecting metaphors. The fea-
tures considered in our work are:

• Part-of-speech (POS) feature. We use the part-
of-speech tags of the input words as the POS
feature (Klebanov et al., 2014). Instead of us-
ing a one-hot vector as the POS feature, we
create an embedding lookup table for POS
tags, where each POS tag is mapped to a vec-

tor. All POS vectors are randomly initialized
and are tuned during model training. We can
obtain the representation of a given tag from
the table during model training and prediction.

• Topic feature. The topic feature (Klebanov
et al., 2014) is a distribution of a word over
100 topics extracted using Latent Dirichlet
Allocation (LDA) (Blei et al., 2003).

• Word concreteness. Word concreteness is ob-
tained from the database of (Brysbaert et al.,
2014). Following (Klebanov et al., 2015),
we binned words’ concreteness rating rang-
ing from 1 to 5 with upward and downward
thresholds respectively. A word would be as-
signed to a bin with the upward threshold a if
its concreteness is at least a. Similarly, it is
assigned to a bin with the downward threshold
b if its concreteness is at most b. Each word
is represented with a binary vector indicating
the bins in which its rating falls.

• WordNet feature. WordNet, a commonly
used linguistic resource, provides the seman-
tic classes of words such as verbs of com-
munication and consumption. We use binary
vectors corresponding to these classes as the
WordNet feature for words (Klebanov et al.,
2016).

• VerbNet feature. The VerbNet database classi-
fies verbs based on their syntactic and seman-
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tic patterns such as their frames, predicates,
thematic roles and thematic role fillers. We
again use binary feature vectors to represent
the classes of verbs as in (Klebanov et al.,
2016).

• Corpus-based feature. Verbs are clustered into
150 semantic clusters, and are assigned with
corresponding one-hot vectors as the corpus-
based features (Klebanov et al., 2016).

We note that some words may not have certain
features; for instance, nouns do not have VerbNet
features. We assign feature vectors of all zeros to
those words without corresponding features.

The Feed-forward classifier. Lastly we have a
feed-forward network based classifier as the infer-
ence module. The model derives word represen-
tations from the concatenation of contextualized
representations and linguistic features. The con-
catenated representations are fed to the classifier
and used to predict word labels (either metaphor or
non-metaphor). We use a one-layer fully-connected
feed-forward neural network for classification. For
word w denote its RoBERTa embedding by vc

s,w in
sentence s and linguistic feature vf

s,w. The infer-
ence module predicts ŷw, the probability over the
two classes (both metaphor and non-metaphor).

ŷw = softmax(W(vc
s,w ⊕ vf

s,w) + b), (1)

where ŷw is a two-dimensional vector, and⊕ is the
concatenation operator. The weight matrix W and
the bias vector b are both trainable model parame-
ters.

As will be described in Section 4, the datasets
we have are imbalanced with many more non-
metaphorical words than metaphorical ones. There-
fore, we used a weighted cross-entropy loss, and
assign less weight to the more frequent label. We
denote yw as the true label of word w, and ŷw as
its predicted probability. Given a set of training
sentences S, the training loss L is formulated as
follows:

L = −
∑

s∈S

∑

w∈s
αyw log ŷw, (2)

where αyw is the weight coefficient of label yw, and
it is the total number of labels divided by the count
of the label αyw .

3.2 Training and Prediction

Training. We divided the training data into train
and dev sets with a split ratio of 4 : 1, and trained
the model to minimize the loss. The model which
achieved the best F1 score on the dev set was
used for testing. We used the pretrained RoBERTa
model with 24 hidden layers in our system. Other
model parameters were randomly initialized.

The system was trained end-to-end, and all
model parameters including RoBERTa’s parame-
ters were tuned during model training. We set the
dropout probability as 0.1, and the training epochs
as 4 for all datasets. The learning rate was set as
2e−5. We availed the warmup schedule by linearly
increasing the learning rate from 0 to 2e− 5 within
the first training epoch. The warmup schedule is
a useful technique for tuning a pretrained model,
while prevents the large deviation of the model
from its pretrained parameters when it is tuned on
a new dataset (Devlin et al., 2019).

Prediction. We use an ensemble method for the
model prediction. Three models were trained in-
dependently with different train/dev splits, and we
collect their predictions on the test data. Ensemble
methods have been proposed to reduce the variance
in predictions made by machine learning and deep
learning models (Dietterich, 2000). In our exper-
iments, we decide the word label by the majority
vote of the predictions from these three models.

4 Experiment

We empirically evaluate our model for metaphor
detection in this section. Precision, Recall and
F1 score are the evaluation metrics used in our
experiments. We report metaphor detection results
on words of any POS tags as well as verbs alone in
the test set provided by the shared task 2.

Dataset. Two datasets were used for the eval-
uation of metaphor detection – the VU Amster-
dam Metaphor Corpus (VUA) (Steen, 2010) and
the TOEFL dataset (Klebanov et al., 2018). The
sentences in these two datasets were manually an-
notated for the task of metaphor detection at the
word level.

The VUA dataset was collected from the BNC
in four genres including news, academic, fiction
and conversation. It provides 12, 122 sentences for
training, and 4, 080 sentences for testing. Around

2https://competitions.codalab.org/
competitions/22188
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Table 2: The Test Performance of Different Models on Metaphor Detection

Dataset VUA TOEFL
Type ALLPOS VERB ALLPOS VERB

Metric P R F1 P R F1 P R F1 P R F1
RoBERTa w. feature

(ensemble)
74.6 71.5 73.0 76.7 77.2 77.0 72.6 67.5 70.0 73.1 70.7 71.9

RoBERTa w. feature
(single)

75.0 69.8 72.3 76.5 75.5 76.0 74.2 63.8 68.6 72.0 69.4 70.7

RoBERTa
(ensemble)

74.4 70.3 72.3 76.1 78.1 77.1 70.9 69.7 70.3 70.8 72.7 71.8

RoBERTa
(single)

75.6 68.6 72.0 77.4 75.2 76.3 70.6 67.5 69.0 68.2 70.4 69.3

CNN-LSTM 60.8 70.0 65.1 60.0 76.3 67.2 - - - - - -
ELMo-LSTM 71.6 73.6 72.6 68.2 71.3 69.7 - - - - - -

RNN HG 71.8 76.3 74.0 69.3 72.3 70.8 - - - - - -

11% of VUA tokens are metaphors in the training
data.

The TOEFL dataset consists of essays written
by non-native speakers of English. It contains 180
train essays with 2, 741 sentences and 60 test es-
says with 968 sentences. In the training partition,
7% of TOEFL tokens are metaphors.

Models. We report and compare the perfor-
mance of the variants of our model. The methods
we discuss in this work include:

1. RoBERTa w. feature (ensemble): our full
model with both RoBERTa embeddings and
linguistic features. The ensemble method is
used to make predictions based on the votes
of three separately trained models.

2. RoBERTa w. feature (single): a single full
model trained to classify metaphors.

3. RoBERTa (ensemble): the model built on only
RoBERTa and the classification layer without
using linguistic features. Again, an ensemble
method is applied to model predictions.

4. RoBERTa (single): the model has only
RoBERTa and the classifier. A single model
is trained to make predictions on test data.

Baselines. We also include three strong base-
lines for an empirical comparison in the task of
metaphor detection.

• CNN-LSTM (Wu et al., 2018). This base-
line combines CNN and LSTM layers to learn
contextualized word embedding, and also in-
cludes additional features such as POS and

word clusters. It has achieved the best perfor-
mance on the VUA dataset in the 2018 VUA
Metaphor Detection Shared Task (Leong et al.,
2018).

• ELMo-LSTM (Gao et al., 2018). Built
upon LSTM, this baseline makes use of
pretrained contextualized embeddings from
ELMo model (Peters et al., 2018).

• RNN HG (Mao et al., 2019). This is the most
recent model on metaphor detection reporting
the state-of-the-art results on VUA dataset. It
includes a bidirectional LSTM and makes use
of GloVe and ELMo embeddings.

Results. Table 2 reports the results of our model
variants as well as those of the three baselines dis-
cussed above. All variants of our model achieve
better performance than the baselines, CNN-LSTM
and ELMo-LSTM on both VUA ALLPOS and
VUA VERB. The ensemble model of RoBERTa
with feature falls behind the baseline RNN HG by
1% in F1 score on VUA ALLPOS, while outper-
forming it by a large margin of 6.2%.

Ablation analysis. Ablation analysis was per-
formed to compare the performance of our model
variants. We can evaluate the effect of linguistic
features by comparing our model with and without
external features. When the ensemble method is
used, the incorporation of external features does
not influence the detection of metaphor verbs per-
formance too much on both VUA and TOEFL data.
When it comes to metaphor detection of all words,
external features improve the F1 score by 0.7%
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on VUA data, but degrades the performance on
TOEFL data by 0.3%.

The gain in VUA ALLPOS is brought by the
linguistic information of external features, which
is not captured by the contextualized embeddings.
The performance drop in TOEFL ALLPOS might
have resulted from a larger search space of model
parameters when the external features were added.
Considering that the training data of TOEFL is
much smaller in size compared tto that of VUA,
the TOEFL model is likely to result in sub-optimal
parameters after training when more parameters
are introduced to the classification layer by the
linguistic features.

We also evaluated the effectiveness of the ensem-
ble method by comparing its performance with the
performance of the single model. The ensemble
model outperforms the single model regardless of
whether external features were used. With exter-
nal features, the ensemble model achieves gains
of 0.7% and 1.4% in VUA and TOEFL dataset
respectively when evaluated on all words.

Other model designs. We have only reported
our best-performing models until now. In order
to provide some empirical insights for those in-
terested, we also discuss some designs which we
had tried even though those did not yield perfor-
mance gains. Besides RoBERTa embedding and
linguistic features, we tried other features to ex-
pand the word representation. Borrowing ideas
from (Devlin et al., 2018), we included the con-
catenation and the average of hidden state vec-
tors of RoBERTa’s last four layers. Another idea,
which was inspired from (Mao et al., 2019), was to
include the context-independent embedding from
the bottom layer of RoBERTa. The intuition was
that the model could identify metaphors more eas-
ily by comparing words’ context-independent and
context-sensitive embeddings.

Besides expanding word representation, we also
experimented with different classification modules.
We increased the layers of the feed-forward net-
work, and also tried different activation functions
in the feed-forward layer. We did not observe sig-
nificant performance gains with these modifications
to word representations and the inference module.

5 Discussion

In this section, we perform an analysis to explore
the strengths and weaknesses of our model. Since
we did not have ground truth labels for the test

instances, we divided the training data into train,
dev and test sets with a ratio of 4 : 1 : 1 for the
purpose of error analysis. We trained and tuned our
best performing model on the resulting train and
dev sets respectively, and evaluated it on the test
set.

Model performance on different POS tags.
We evaluate the model performance on words of
different part-of-speech tags. On the VUA dataset,
determiners (“DT”), prepositions and conjunctions
(“IN”) had the highest F1 scores, while adjectives
(“JJ”) and plural nouns (“NNS”) got the lowest F1
scores among all words. On the TOEFL dataset, the
best-performing words were adjectives (“JJ”) and
verbs (“VB”). Words ranking at the bottom were
prepositions and conjunctions (“IN”) and nouns
(“NN”).

The nouns on both datasets received low F1
scores. One explanation is that nouns have a large
vocabulary and often have multiple senses. As will
be discussed in the error analysis below, the model
may not make correct predictions if a noun and its
different senses are not included in the training data.
Interestingly, prepositions and conjunctions in the
VUA dataset got good F1 scores while those in the
TOEFL dataset got low scores. Since TOEFL data
was collected from written texts of non-native En-
glish learners, we conjecture that there is more va-
riety in the usage of prepositions in TOEFL dataset.
The corresponding noise may have made it harder
for the model to generalize from the training set to
the test set.

Error analysis. We look through the examples
where our model made wrong predictions, and sum-
marize the patterns of these error examples below.

• Words that are unseen in the training set.
Some metaphorical words in the test set do
not occur in the training set. Examples are
“whip-aerials”, “puritans”, “half-imagined”
and “pandora box”. Our model incorrectly
classifies these words as non-metaphorical.

• Words that have senses unseen in the train-
ing set. We note that some words occur in
both training and test sets, but they are used
with different senses. For example, the word
“wounded” is only used metaphorically in the
training set. Our model incorrectly predicts
its literal usage as metaphorical usage in the
test data.

• Words whose test labels have inter-annotator
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disagreement. Words “pack” and “bags” are
labeled as metaphorical in the sentence “ his
job was to convince amaldi to pack his bags
because there was a ship waiting at naples to
take him to the united states”. However, we
think these words carry their literal senses in
the given context.

• Inaccurate interpretation of contexts. In the
long sentence “the 63-year-old head of pem-
bridge investments , through which the bid
is being mounted says ...”, word “says” with
the subject “the head” is not a metaphor. Our
model may not capture its subject correctly
given the long-distance dependency, which
results in a false positive prediction.

6 Conclusion

In this paper, we introduced the IlliniMet system
for the task of word-level metaphor detection. Our
model leveraged contextual and linguistic informa-
tion by combining contextualized representation
and external linguistic features. We adopted an
ensemble approach to reduce the variance of pre-
dictions and improve the model performance. The
empirical results showed the effectiveness of our
model. We also performed an error analysis to gain
insights into the model behavior.
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Abstract

Metaphor processing and understanding has at-
tracted the attention of many researchers re-
cently with an increasing number of computa-
tional approaches. A common factor among
these approaches is utilising existing bench-
mark datasets for evaluation and comparisons.
The availability, quality and size of the anno-
tated data are among the main difficulties fac-
ing the growing research area of metaphor pro-
cessing. The majority of current approaches
pertaining to metaphor processing concentrate
on word-level processing due to data availabil-
ity. On the other hand, approaches that pro-
cess metaphors on the relation-level ignore the
context where the metaphoric expression. This
is due to the nature and format of the avail-
able data. Word-level annotation is poorly
grounded theoretically and is harder to use
in downstream tasks such as metaphor inter-
pretation. The conversion from word-level to
relation-level annotation is non-trivial. In this
work, we attempt to fill this research gap by
adapting three benchmark datasets, namely the
VU Amsterdam metaphor corpus, the TroFi
dataset and the TSV dataset, to suit relation-
level metaphor identification. We publish the
adapted datasets to facilitate future research in
relation-level metaphor processing.

1 Introduction

Metaphor is a ubiquitous figurative device that rep-
resents the interaction between cognition and lan-
guage (Cameron and Low, 1999). A metaphor con-
tains an implied analogy where a concept (repre-
sented by a word sense) is borrowed to represent an-
other concept by exploiting common or single prop-
erties of both concepts. Generally, a metaphor has
two main components, the tenor and the vehicle;
the relation between them is called the ground. The
tenor represents the topic of the metaphor while
the vehicle is the term used metaphorically and the

ground gives the metaphor its meaning (End, 1986).
Perceiving these components is essential to fully
comprehend the metaphor. In this work, we adopt
the conceptual metaphor theory (CMT) by Lakoff
and Johnson (1980) to view metaphor where there
is an underlying mapping between a source domain
(the vehicle) and a target domain (the tenor). For ex-
ample, a concept such as “fragile object” (source
domain/vehicle) can be borrowed to express an-
other such as “emotions” (target domain/tenor).
This conceptual metaphor “Emotions are Fragile
Objects” can be expressed in our everyday lan-
guage in terms of linguistic metaphors such as

“shattered my emotions”,“break his soul”,“crushed
her happiness”, “fragile emotions” and “brittle
feelings”.

Due to their nebulous nature, metaphors are quite
challenging to comprehend and process by humans,
let alone computational models. This intrigued
many researchers to develop various automatic
techniques to process metaphor in text. Metaphor
processing has many potential applications, either
as part of natural language processing (NLP) tasks
such as machine translation (Koglin and Cunha,
2019), text simplification (Wolska and Clausen,
2017; Clausen and Nastase, 2019) and sentiment
analysis (Rentoumi et al., 2012) or in more general
discourse analysis use cases such as in analysing
political discourse (Charteris-Black, 2011), finan-
cial reporting (Ho and Cheng, 2016) and health
communication (Semino et al., 2018).

The computational processing of metaphors can
be divided into two tasks, namely metaphor identi-
fication and its interpretation. While the former is
concerned with recognising the metaphoric word
or expression in a given sentence, the latter fo-
cuses on discerning the meaning of the metaphor.
Metaphor identification is studied more extensively
than metaphor interpretation, in part due to the
availability of datasets. Identifying metaphors in
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text can be done on either the sentence, grammat-
ical relation or word levels. Sentence-level ap-
proaches classify the whole sentence that contains
the metaphoric word/expression without explicit
annotation of the source and target domain words.
Relation-level metaphor identification focuses on
certain grammatical relations by looking at pairs
of words where both the source and target domain
words are classified as a metaphoric expression. It
is also referred to as phrase-level metaphor identi-
fication due to the way a sentence is divided into
sub-phrases with various syntactic structures (we
use these two terms indistinguishably in the con-
text of this paper). The most commonly studied
grammatical relations are verb-noun and adjective-
noun relations where the metaphoricity of the verb
or the adjective (source domain/vehicle) is dis-
cerned given its association with the noun (tar-
get domain/tenor). Finally, word-level metaphor
identification approaches treat the task as either se-
quence labelling or single-word classification. In
both methods, only the source domain words (ve-
hicle) are labelled either as metaphoric or literal
given the context. Many approaches are designed
to identify metaphors of different syntactic types
on the word-level but the most frequently studied
ones are verbs.

In this paper, we are interested in relation-level
metaphor identification focusing on the data avail-
ability for this level of processing. The next section
explains, in detail, the difference between word-
level and relation-level metaphor analysis highlight-
ing the research gap that we aim to tackle.

2 Word-Level vs. Relation-Level
Metaphor Analysis

Although the main focus of both the relation-level
and word-level metaphor identification is discern-
ing the metaphoricity of the vehicle (source do-
main words), relation-level approaches attend to
the tenor (target domain words) associated with the
vehicle under study during processing the metaphor
which, in turn, gives the model a narrower focus
in a way that mimics human comprehension of
metaphors. Thus, processing metaphors on the
word-level could be seen as a more general ap-
proach where the tenor of the metaphor is not ex-
plicitly highlighted as well as the relation between
the source and the target domains. On the other
hand, relation-level metaphor identification explic-
itly analyses the tenor and the relation between

the source and the target domains. Figure 1 illus-
trates the difference between the levels of metaphor
identification.

Stowe and Palmer (2018) highlighted the im-
portance of integrating syntax and semantics to
process metaphors in text. Through a corpus-based
analysis focusing on verb metaphors, the authors
showed that the type of syntactic construction (de-
pendency/grammar relation) a verb occurs in influ-
ences its metaphoricity.

Relation-level metaphor processing requires an
extra step to identify the grammatical relations (i.e.
dependencies) that highlight both the tenor and
the vehicle. Thus, it might be seen that process-
ing metaphors on the word-level is more straight
forward and raises the question: why do we need
relation-level metaphor identification? Relation-
level metaphor identification can be used to support
metaphor interpretation and cross-domain map-
pings. Metaphor interpretation focuses on explain-
ing or inferring the meaning of a given metaphori-
cal expression. As explained earlier, the tenor (tar-
get domain words) is the topic of the metaphor that
gives the metaphor its meaning. Therefore, relation-
level identification is an important initial step that
facilitates inferring the meaning of a given expres-
sion. Cross-domain mappings focuses on identify-
ing the relation between the source and target do-
main concepts in a way that mimics the human for-
mulation of metaphors. This mapping is produced
by studying a set of multiple metaphorical expres-
sions that describe one concept in terms of another.
Hence, identifying metaphors on the relation-level
is employed to support such mappings in order to
create knowledge-bases of metaphoric language.

The levels of processing metaphors should be
taken into consideration when designing and devel-
oping a computational model to identify metaphors
and hence choosing the annotated dataset accord-
ingly for evaluation and comparison. Shutova
(2015), Parde and Nielsen (2018) and Zayed et al.
(2019) provided extensive details about existing
datasets for metaphor identification in English text.
The authors highlighted the level of annotation for
each dataset among other properties. The widely
used benchmark datasets are TroFi (Birke and
Sarkar, 2006), VU Amsterdam metaphor corpus
(VUAMC) (Steen et al., 2010) and MOH (Moham-
mad et al., 2016) for word-level metaphor identi-
fication, whereas TSV (Tsvetkov et al., 2014), the
adaptation of MOH by Shutova et al. (2016), and
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Figure 1: An illustration of the difference between word-level and relation-level metaphor identification. Stanford
CoreNLP is used to generate the dependencies.

Zayed’s Tweets (Zayed et al., 2019) datasets are
utilised for relation-level metaphor identification.

Approaches addressing the task on the word-
level are not fairly comparable to relation-level
approaches since each task deals with metaphor
identification differently. Therefore, given the dis-
tinction of the tasks definition, the tradition of pre-
vious work in this area is to compare the word-
level metaphor identification approaches against
each other on either the TroFi, VUAMC or MOH
datasets. On the other hand, relation-level ap-
proaches are compared against each other on ei-
ther the TSV, Shutova’s adaptation of MOH or
Zayed’s Tweets datasets. Although, the VUAMC
is the most well-known and widely used corpus
for metaphor identification, it is not possible to
apply it to relation-level metaphor identification
without further annotation effort. This is also
the case for the TroFi dataset which is one of
the earliest balanced datasets annotated to iden-
tify metaphoric verbs on the word-level. On the
other hand, the TSV dataset is the only available
annotated dataset for relation-level metaphor identi-
fication that addresses adjective-noun grammatical
relations. However, the main issue with this dataset
is the absence of full sentences in the training set
leaving a relatively small test set that has full sen-

tences which limits its usage for state-of-the-art
approaches that rely on using the full context.

One limitation of word-level annotation is the
implicit level of analysis discussed earlier. Direct
mapping from word-level to relation-level anno-
tation is not straight forward and requires extra
annotation effort. Consider the following examples
that contain verb metaphors:

(1) The speech stirred the emotions.

(2) “history will judge you at this moment.”

(3) Citizens see hope in the new regulations.

Identifying metaphoric verbs on the word-level will
result in recognising the verbs “stirred”, “judge”
and “see” as metaphoric in examples (1), (2) and
(3), respectively. In example (1), both the subject
and the object are responsible for the metaphoric-
ity of the verb; while in example (2), the subject
gave the verb its metaphoricity and in example (3)
the object did. This is done implicitly in word-
level annotation/identification. On the other hand,
if we consider relation-level processing, the tenor
associated with the verb has to be explicitly high-
lighted. Thus, annotating the above examples on
the relation-level focusing on verb-direct object
relations (i.e. dobj) will result in identifying the
expressions “stirred the emotions” and “see hope”
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as metaphoric in examples (1) and (3), respectively
and ignoring example (2) since “history will judge”
is a subject-verb (i.e. nsubj) relation. Therefore,
adapting existing datasets annotated on the word-
level is required to arrive at explicit analysis of the
tenor and the relation between the source and the
target domains.

In this work, we take a step towards filling this
research gap by introducing an adapted version
of benchmark datasets to better suit relation-level
(phrase-level) metaphor identification. We adapt
the VUAMC and the TroFi dataset to identify verb-
noun metaphoric expressions. Moreover, we ex-
tend the relation-level metaphor identification TSV
dataset by providing context for the adjective-noun
relations in its training set. We publish the adapted
version of the datasets according to the licens-
ing type of each of them to facilitate research on
metaphor processing.

3 Related Work

This work is inspired by Tsvetkov et al. (2014) and
Shutova et al. (2016) who attempted to adapt ex-
isting word-level metaphor identification datasets
to suit their relation-level (phrase-level) identifi-
cation approaches. Shutova et al. (2010) was the
first to create an annotated dataset for relation-level
metaphor identification. The Robust Accurate Sta-
tistical Parsing (RASP) parser (Briscoe et al., 2006)
was utilised to extract verb-subject and verb-direct
object grammar relations from the British National
Corpus (BNC) (Burnard, 2007). The dataset com-
prises around 62 verb-noun pairs of metaphoric
expressions, where the verb is used metaphorically
given the complement noun (tenor).

The TroFi dataset, which was designed to clas-
sify particular literal and metaphoric verbs on the
word-level, was adapted by Tsvetkov et al. (2014)
in order to extract metaphoric expressions on the
relation-level. The authors parsed the original
dataset using the Turbo dependency parser (Martins
et al., 2010) to extract subject-verb-object (SVO)
grammar relations. The final dataset consists of
953 metaphorical and 656 literal instances. In the
same work, Tsvetkov et al. also prepared a relation-
level metaphor identification dataset, referred to as
the TSV dataset, focusing on adjective-noun gram-
mar relations. We will further describe this dataset
in Section 4.

More recently, Shutova et al. (2016) adapted
the benchmark MOH dataset, which was initially

created to extract metaphoric verbs on the word-
level, to suit relation-level metaphor identification
of verb-noun relations. Verb-direct object and
verbs-subject dependencies were extracted and fil-
tered yielding a dataset of 647 verb–noun pairs, out
of which 316 instances are metaphorical and 331
instances are literal.

To the best of our knowledge, there is no at-
tempt to adapt the benchmark VU Amsterdam
metaphor corpus, referred to as VUAMC, to suit
relation-level metaphor identification. This has
discouraged other researchers focusing on relation-
level approaches to employ this dataset such as the
work done by Rei et al. (2017), Bulat et al. (2017),
Shutova et al. (2016) and Tsvetkov et al. (2014)
who did not evaluate or compare their approaches
using this dataset. In this paper, we introduce the
first adapted version of the VUAMC. Furthermore,
we adapt the TroFi and the TSV datasets to better
suit relation-level metaphor processing.

4 Datasets

As mentioned in Section 2, the widely used bench-
mark datasets for word-level metaphor identifica-
tion are TroFi, VUAMC and MOH datasets, while
TSV, Shutova’s adaptation of MOH and Zayed’s
Tweets datasets are commonly used for relation-
level metaphor identification. Table 1, adapted
from (Zayed et al., 2019), revisits the properties of
each dataset . In this work, we focus on the word-
level VUAMC, and the TroFi dataset in addition to
the relation-level TSV dataset as the largest and ex-
tensively used datasets for metaphor identification.
In this section, we discuss each dataset in detail.

The VU Amsterdam Metaphor Corpus
(VUAMC)1, introduced by Steen et al. (2010), has
become one of the most well-known metaphor
corpus existing nowadays. It is the largest corpus
annotated for metaphors and has been used exten-
sively to train, evaluate and compare models that
identify metaphors on the word-level. The corpus
consists of 117 randomly selected texts from the
BNC Baby version which comprises various text
genres, namely academic, conversation, fiction and
news. The corpus is annotated for metaphors on
the word-level, regardless of the word’s syntactic
type, through a collaborative annotation scheme.
The employed annotation scheme is referred to as
the metaphor identification procedure (MIPVU) by

1Also referred to, in literature, as the VUA dataset or the
VUA metaphor corpus.
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Level of analysis Dataset Syntactic structure Text type Size % Metaphors
TroFi Example Base
(Birke and Sarkar, 2006)

verb 50 selected verbs
(News)

3,727 sentences 57.5%

word-level VUAMC
(Steen et al., 2010)

all POS known-corpus
(The BNC)

∼16,000 sentences
(∼200,000 words)

12.5%

MOH
(Mohammad et al., 2016)

verb selected examples
(WordNet)

1,639 sentences 25%

TSV
(Tsvetkov et al., 2014)

adjective–noun selected examples
(Web)

∼2,000 adj-noun pairs 50%

relation-level
(phrase-level)

adaptation of MOH
(Shutova et al., 2016)

verb-direct object;
subject-verb

selected examples
(WordNet)

647 sentences 48.8%

Zayed’s Tweets
(Zayed et al., 2019)

verb-direct object Tweets
(general and political topics)

∼2,500 tweets 54.8%

Table 1: Statistics of the widely used benchmark datasets for linguistic metaphor identification.

which a strong inter-annotator agreement of 0.84 is
obtained, in terms of Fleiss’ kappa (Fleiss, 1971),
among four annotators. The dataset is published in
an XML format; Figure 2 shows an example of the
corpus where the metaphoric words are tagged as
function=“mrw”.

Figure 2: An example form the VU Amsterdam
metaphor corpus (VUAMC) showing the data annota-
tion format and the metaphoric words labelled with the
metaphor-related word tag (function=“mrw”).

The NAACL 2018 Metaphor Shared
Task (Leong et al., 2018) employed the VUAMC
in order to develop, train and test systems to
identify metaphors on the word-level. The shared
task consisted of two tracks, which are 1) All Part-
Of-Speech (POS) to identify nouns, verbs, adverbs
and adjectives that are labelled as metaphorical;
2) Verbs track which is concerned only with
identifying metaphorical verbs. All forms of
the verbs: “be, do, and have” are excluded for
both tracks. The corpus is then divided into
training and test sets according to the focus of each
track. A script is provided to parse the original

VUAMC.xml file2 which contains the corpus,
since the corpus is not directly downloadable due
to licensing restrictions. In this paper, we utilise
the dataset from the Verbs track from this shared
task. Table 2 shows the statistics of the dataset as
highlighted in (Leong et al., 2018).

Data Training Test
#texts #tokens %M #texts #tokens %M

Academic 12 4,903 31 % 4 1,259 51%
Conversation 18 4,181 15% 6 2,001 15%
Fiction 11 4,647 25% 3 1,385 20%
News 49 3,509 42 % 14 1,228 46%

Table 2: Statistics of the training and test data in
the “Verbs” track in the NAACL metaphor shared task.
%M is the percentage of metaphors.

The main limitation of the VUAMC, and any
dataset that stems from it, is that it only suits
the identification of metaphors on the word-level.
Thus, it is not possible to apply the VUAMC in its
current state to relation-level metaphor identifica-
tion and there are no larger dataset designated to
support relation-level metaphor identification since
the size of Shutova’s adaptation of MOH and Za-
yed’s Tweets datasets is relatively small for training
state-of-the-art neural models.

The TroFi Dataset is one of the earliest
metaphor identification datasets introduced
by Birke and Sarkar (2006, 2007). The dataset
focuses on the metaphoric usage of 50 selected
verbs and comprises 3,727 English sentences
extracted from the 1987-1989 Wall Street Journal
(WSJ) corpus. The metaphoricity of the selected
verbs on the word-level is identified by manual
annotation. The inter-annotator agreement was
calculated on a random sample of 200 annotated

2The VUAMC was available online at: http://ota.
ahds.ac.uk/headers/2541.xml but the website was
unresponsive at the time of this publication.
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sentences scoring 0.77 in terms of Cohen’s
kappa (Cohen, 1960) among two annotators. The
dataset had been used to evaluate the performance
of many word-level metaphor identification sys-
tems. In order to use this dataset for relation-level
metaphor identification of verb-noun relations,
further annotation is required to highlight the
complementing noun (tenor) of each metaphoric
verb (vehicle).

The TSV Dataset (Tsvetkov et al., 2014) was
created to support relation-level metaphor identi-
fication approaches that focus on adjective-noun
grammatical relations. The dataset comprises
∼2,000 adjective-noun pairs which were selected
manually from collections of metaphors on the
Web. It is divided into 1,768 pairs as a train
set and 200 pairs as a test set. As mentioned
earlier, only the test set contains the full sen-
tences which was obtained from the English Ten-
Ten Web corpus (Jakubı́ček et al., 2013) by util-
ising SketchEngine3 (Kilgarriff et al., 2014). The
annotation scheme depended on the intuition of the
human annotators to define the metaphoric expres-
sions. An inter-annotator agreement of 0.76, in
terms of Fleiss’ kappa, was obtained among five
annotators on the test set. The main limitation of
this dataset is the absence of the full sentences in
the training set which forces the models employing
it to either ignore the context that surrounds the
adjective-noun pairs or to use the small test set in a
cross-validation experimental setting which makes
the model prone to overfitting.

5 Dataset Adaptation Methodology

In this section, we discuss the methodology of
adapting the VUAMC, TroFi and TSV datasets
to better suit relation-level (phrase-level) metaphor
processing.

5.1 VUAMC and TroFi dataset Adaptation
As discussed earlier, relation-level metaphor identi-
fication focuses on a specific grammatical relation
that represents the source and target domains of
the metaphor. The datasets that are initially an-
notated for word-level processing have the source
domain words (vehicle) labelled as a metaphor re-
gardless of its tenor since it is word-by-word clas-
sification. Therefore, in order to adapt them to
suit relation-level processing, the associated target
domain words (tenor) need to be identified.

3http://www.sketchengine.eu

Our approach towards adapting the datasets an-
notated on the word-level is as follows:

1. select the benchmark dataset which is origi-
nally annotated on the word-level;

2. extract particular grammatical relations focus-
ing on the vehicle as the head of the relation
(e.g. the verb in a dobj or adjective in amod
relation);

3. retrieve the gold labels from the original
dataset based on the metaphoricity of the ve-
hicle;

4. verify the correctness of the retrieved relations
and the assigned gold label.

In this work, we employ the Stanford dependency
parser (Chen and Manning, 2014) to identify gram-
mar relations. The recurrent neural network (RNN)
parser, pre-trained on the WSJ corpus, is used from
within the Stanford CoreNLP toolkit (Manning
et al., 2014).

For the VUAMC adaptation, as discussed in Sec-
tion 4, we utilise the training and test splits pro-
vided by the NAACL metaphor shared task in the
Verbs track. We focus on this track since we are
interested in verb-noun relations. The verbs dataset
consists of 17,240 annotated verbs in the training
set and 5,874 annotated verbs in the test set. First,
we retrieved the original sentences of these verbs
from the VUAMC since the shared task released
their ids and the corresponding gold labels. This
yielded around 10,570 sentences in both sets. Then,
we parsed these sentences using the Stanford parser
and extracted the verb-direct object (i.e. dobj) rela-
tions, discarding the instances with pronominal or
clausal objects4. The extracted relations are then
filtered to exclude parsing-related errors. Manual
inspection is done to ensure that, in a given dobj re-
lation, the verb is metaphoric due to the associated
object (more details will be given in Section 6). The
final adapted dataset comprises 4,420 sentences in
the training set and 1,398 in the test set.

For the TroFi dataset adaptation, we utilise
the 3,737 manually annotated English sentences
from Birke and Sarkar (2006)5. Each sentence con-
tains either literal or metaphorical use for one of
50 English verbs. These sentences were parsed to
extract dependency information. Then, we filtered

4This is done automatically using regular expressions to
select the grammatical relations with certain POS tags.

5http://natlang.cs.sfu.ca/software/
trofi.html
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the extracted relations to only select the dobj rela-
tions that include verbs from the 50 verbs list and
to eliminate mis-parsing cases. This resulted in a
dataset of 1,535 sentences.

Table 4 shows the statistics of the adapted
VUAMC and TroFi dataset after applying the qual-
ity assessment in Section 6. Examples of the an-
notated sentences from the adapted VUAMC and
TroFi dataset are listed in Table 5 as they appear in
the adapted relation-level version.

5.2 TSV Dataset Adaptation

Our main goal when adapting the TSV relation-
level dataset is to provide a context for the bal-
anced training set of 1,768 metaphoric and non-
metaphoric adjective-noun pairs. Table 3 gives
examples for the adjective-noun expressions ap-
pearing in the original TSV training set6. This will
allow the computational models to benefit from the
contextual knowledge that surrounds the expres-
sion. The method used to achieve this goal is to
query the Twitter Search API7 using the adjective-
noun pairs and retrieve tweets as the context around
these expressions. Among the main motivations
behind selecting the user-generated text (tweets)
to expand this dataset are: 1) to encourage and
facilitate the study of metaphors in social media
contexts; 2) the availability of Twitter data as well
as the ease of use of the Twitter API.

Metaphor Non-metaphor
blind faith blind patient
deep sorrow deep cut
empty life empty house
fishy offer frozen food
heated criticism heated oven
raw idea raw vegetables
shallow character shallow water
warm smile warm day

Table 3: Examples of the annotated adjective-noun ex-
pressions in the TSV training dataset.

For each expression in the training set, a tweet is
retrieved given that its length is more than 10 words
and it does not contain more than four hashtags or
mentions to ensure that the retrieved context has
enough information. Then, the tweets are prepro-
cessed to remove URLs and duplicate tweets. This
yielded an adapted training set of 1,764 tweets that

6https://github.com/ytsvetko/metaphor
7https://developer.twitter.com/en/

docs/api-reference-index

contains metaphoric and non-metaphoric expres-
sions of adjective-noun relations. The next step
is to ensure the quality of the retrieved content in
terms of keeping the metaphoricity of the original
expression. This is done manually as will be dis-
cussed in the next section. Table 4 provides the
statistics of the adapted TSV training dataset after
expanding it with full sentences (tweets). Exam-
ples of the annotated tweets from the adapted TSV
training dataset are given in Table 5.

6 Quality Assessment and Enhancement

In order to assess the quality of the adapted datasets,
we suggested a preliminary quality assessment
scheme and tested it through an initial experiment
on a randomly sampled subset from each dataset.
We then employed this scheme to ensure the quality
of the whole datasets.

6.1 Initial Quality Assessment Experiment

In this pilot experiment, we randomly sampled 100
sentences from each dataset. We then asked two na-
tive English speakers with background in (compu-
tational) linguistics to manually identify the quality
of the retrieved sample. Since the datasets were
previously annotated, our main concerns for evalu-
ation are as follows:

For each instance in the VUAMC and the Trofi
dataset:

1. to check that the dobj dependency is syntacti-
cally valid;

2. to ensure that the verb is metaphoric due to
the associated object;

3. check if the expression is really a metaphor.

For each instance in the TSV dataset:
1. to ensure that the tweet is in understandable

English;

2. to check that the amod dependency is syntac-
tically valid;

3. to ensure that the provided context (scrapped
tweets) preserves the metaphoricity of the ex-
pression.

For the VUAMC, the annotators agreed that in
81.1% of the metaphoric cases, the the metaphoric-
ity of the verb is due to the complement direct-
object. However, the annotators raised some issues
regarding the original annotation of the VUAMC
using the MIPVU procedure. Their main concerns
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VUAMC*
(NAACL metaphor shared task data)

TroFi Dataset TSV Dataset

training set test set training set
targeted grammar relation verb-direct object verb-direct object adjective-noun
# sentences 4,420 1,398 1,535 1,764
# metaphoric instances 1,675 586 908 881
# non-metaphoric instances 2,745 812 627 883
% metaphors 37.96% 41.92% 59.15% 49.94%

Table 4: Statistics of the adapted VUAMC, TroFi and TSV benchmark datasets. *The training and test sets from
the “Verbs” track in the NAACL metaphor shared task.

ID Text Expression Label
VUAMC fpb-... 1150 5 I want you to break the news gently to Gran. break the news 1

crs-... 35 12 The Community Health Team had major responsibility for assess-
ing children and recommending provision.

recommending provision 0

TroFi wsj13:9766 16 And even when that loophole was closed, in 1980, the Japanese
decided to absorb the tariff rather than boost prices.

absorb the tariff 1

wsj67:11208 14 Because they ’re so accurate, cruise missiles can use conventional
bombs to destroy targets that only a few years ago required nuclear
warheads.

destroy targets 0

TSV
(Training)

1248238... @sacrebleu141 @FasslerCynthia But it’s exactly what the left
wants. Trains the people into blind obedience

blind obedience 1

1248271... Still have nightmares about waiting tables many years later. Hands
down the hardest, most stressful job I’ve ever had.

stressful job 0

Table 5: Examples from the adapted VUAMC, TroFi and TSV benchmark datasets showing the targeted expression
and the provided label (1:metaphor; 0:non-metaphor).

were: 1) the quality of the original annotation
which is done on the word-level without explic-
itly highlighting the tenor or the ground of the
metaphor; 2) the consistency of the annotations
across the corpus which relied on the annotators’
intuition of the basic meaning of the given word
and the definition of metaphor. This informal dis-
cussion with our expert annotators confirmed our
initial concerns that the VUAMC is not really suffi-
cient for metaphor processing in its current state.

The annotators highlighted that the TSV and
TroFi datasets have more reliable annotations that
align well with the linguistic definition of metaphor
than the VUAMC. We attribute that to the following
reasons: 1) the TSV dataset was originally anno-
tated on the relation-level with explicit labelling of
the tenor; 2) the TroFi dataset comprises carefully
selected examples of metaphoric and literal usages
for 50 particular verbs. For the TroFi dataset, the
annotators agreed that the all the verbs in the ran-
dom set were used metaphorically due to the asso-
ciated direct-object without raising any concerns
regarding the original annotation of the dataset.

The manual inspection of the random subset of
the TSV dataset revealed that, surprisingly, the pro-
vided context for the adjective-noun expressions

preserved the meaning and the metaphoric sense
of all the queried expressions. We suspected that
some ambiguous cases might led to ambiguous con-
texts. For example, the expression “filthy man”,
which is marked as a metaphor in the dataset, could
be used literally to describe the hygienic state of a
person; however, the retrieved tweet preserved the
metaphoric sense of this expression that describes
the morality of a person. This might be due to the
following reasons: 1) the conventionality and fre-
quency of adjective-noun metaphoric expressions;
2) the nature of the user-generated (conversational)
text of the tweets allows the usage of figurative and
metaphoric expressions more frequently than their
literal counterparts; 3) the nature of the expressions
in the TSV dataset itself in terms of abstractness
and concreteness. Further corpus studies are re-
quired to investigate this finding.

6.2 Data Filtering and Quality Enhancement

Based on the conclusions of the initial quality as-
sessment, an expert annotator8 is asked to review
the three adapted datasets for quality enhancement
following the same scheme. Table 6 includes de-

8by “expert” we mean having a computational linguistic
background and extensive experience in metaphor processing.
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tailed statistics of this quality assessment.
To enhance the TSV dataset and ensure its qual-

ity, if any of the aforementioned problems is de-
tected the annotator provided another tweet by man-
ually searching Twitter. This is done in a simi-
lar way to that adopted by Tsvetkov et al. (2014)
while preparing the TSV test set. The annotator
noticed that sometimes the tweets contain code-
mixed text in English and other language written
in Latin letters. These instances are replaced by
understandable ones. For the TroFi dataset and
the VUAMC, the annotator corrected the detected
parsing errors if possible otherwise the erroneous
instances are discarded. Moreover, if the expres-
sion is metaphoric due to the associated subject
(not the direct object), the expression is corrected
and labelled as having an nsubj dependency. These
expressions are not excluded from the data. Finally,
when the annotator disagrees about the metaphoric-
ity of a given instance, it has to be checked first
in the original VUAMC dataset and if no annota-
tion error is detected then the instance is flagged
to have an annotation disagreement with what the
annotator believed to be a metaphor. Aligning with
the other two annotators of the pilot experiment,
quality and consistency issues are raised about the
VUAMC annotation. For example, the verb “com-
mit” is labelled five times as a metaphor with the
nouns “acts, bag, government, and offence(s)” and
three times as literal with the nouns “rape, and
offence(s)” in very similar contexts. As shown in
Table 6, the annotator flagged around 5% of the
data for annotation doubt or inconsistency. The
majority of the inconsistent annotations revolves
around the verbs “receive, form, create, use, make,
recognise, feel, enjoy, and reduce”.

7 Conclusion and Future Work

In this paper, we took a step towards filling the
gap of the availability of large benchmark datasets
for relation-level metaphor processing in English
text by utilising existing word-level datasets. We
employed a semi-automatic approach to adapt the
VUAMC to better suit identifying metaphors on
the relation-level without the need for extensive
manual annotation. We also adapted the TroFi
dataset, one of the earliest word-level datasets
for metaphor identification of verbs, to support
verb-noun metaphor identification. Furthermore,
we extended the TSV dataset which was origi-
nally annotated on the relation-level focusing on

Dataset Total %
accepted by
annotator

TSV the Tweet is in understandable
English?

70%

the relation is syntactically valid? 82.75%

did the context (tweet) kept the
metaphoric sense of the expres-
sion?

99.36%

TroFi the relation is syntactically valid? 98.52%

the verb is metaphoric or literal
due to the associated object?

100%

VUAMC the relation is syntactically valid? 98.42%

the verb is metaphoric or literal
due to the associated object?

98.5%

annotation disagreement or in-
consistency

5.45%

Table 6: Statistics of the quality assessment of the
three adapted datasets showing the total percentage of
instances accepted by the annotator.

adjective-noun relations by assigning context to
its expressions from Twitter. This will encour-
age research in this area to work towards under-
standing metaphors in social media. As a result of
this work, we publish an adapted version of these
benchmark datasets which will facilitate research
on relation-level metaphor identification focusing
on verb-direct object and adjective-noun relations.

This paper also provides an extensive review
of the different levels of metaphor processing and
the importance of relation-level metaphor identifi-
cation. We question the reliability of word-level
metaphor processing and annotation in general
highlighting the reasons behind that. We provided a
brief data analysis in this regard that we are planing
to extend as a continuation of this work.

In future work, we will expand the adapted
VUAMC to include verb-subject (i.e. nsubj) and
adjective-noun (i.e. amod) relations. Moreover,
we plan to consolidate these adapted datasets in
one repository categorised by data source and text
genre. We also plan to invest extra annotation ef-
fort to ensure the consistency of the annotated in-
stances across the different datasets using weakly
supervised approaches.
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Jakubı́ček, Vojtěch Kovář, Jan Michelfeit, Pavel
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Abstract 

In this paper, we describe computational 
ethnography studies to demonstrate how 
machine learning techniques can be 
utilized to exploit bias resident in language 
data produced by communities with online 
presence. Specifically, we leverage the use 
of figurative language (i.e., the choice of 
metaphors) in online text (e.g., news media, 
blogs) produced by distinct communities to 
obtain models of community worldviews 
that can be shown to be distinctly biased 
and thus different from other communities’ 
models. We automatically construct 
metaphor-based community models for 
two distinct scenarios: debates on gun 
rights and marriage equality. We then 
conduct a series of experiments to validate 
the hypothesis that the metaphors found in 
each community’s online language convey 
the bias in the community’s worldview.  

1 Introduction 

Recent advances in machine learning, particularly 
deep learning, have led to successful exploitation 
of vast amounts of human-generated internet data 
and have produced remarkably accurate 
computational models of complex semantic and 
social phenomena in language, speech, vision, and 
other media, thus bringing us closer to the practical 
reality of artificial intelligence. These models are 
often considered objective and universal because 
the volume of data on which they are based is so 
vast that it is believed to be free of sampling 
limitations plaguing earlier research. And yet, the 
models that can be derived are only as good as the 
data from which they are built; the data, however 
vast, may still be biased. For one, people who post 
on the internet are not necessarily representative of 
the general population. Furthermore, society is 
composed of various communities and groups 

whose opinions and worldviews differ 
dramatically on a range of important issues. When 
data are oversampled from some sources over 
others (which can easily happen due to different 
rates of production), the resulting model is bound 
to be biased accordingly. This bias can lead to 
unwanted consequences, for example in 
government planning or resource allocation. 

The flip side of the data bias, however, is that 
each community produces a unique information 
footprint that may be used to understand how its 
members perceive the world. The objective of our 
project is to investigate whether online 
information generated by various communities 
can serve as raw data for developing reliable and 
accurate ethnographic models of these 
communities, thus augmenting costly and limited-
scale field studies. Clearly, the methods of 
computational ethnography will be different from 
its traditional counterpart and will rely 
extensively on substantial volumes of largely un-
directed data, from which the critical information 
(e.g., relationships, opinions, conceptualizations) 
can be learned. One rich source of data is 
language, which serves as a communication 
vehicle, but also, as it evolves, encodes social, 
cultural, and often physical experiences of its user 
communities. These experiences are often vividly 
captured in the use of figurative language 
constructs, such as metaphors, that directly link 
abstract notions to collective physical experiences 
(Lakoff & Johnson, 1980; Thibodeau & 
Boroditsky, 2011). This observation has been 
confirmed in earlier work that constructed 
metaphor repositories across language and 
cultural dimensions (Western/American, Latin 
American/Mexican, Eastern European/Russian, 
Middle Eastern/Persian) related to such notions as 
government, economic inequality, and democracy 
(e.g., Shutova, 2010; Strzalkowski et al., 2013; 
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Wilks et al., 2013; Mohan et al., 2013). 
Furthermore, within each linguistic-cultural 
society, various communities project their views 
on weighty social issues onto metaphorical 
language (Charteris-Black, 2002). 

The objectives of the current Computational 
Ethnography (COMETH) project are thus twofold: 
(1) confirm experimentally that computational 
models of figurative language use capture 
communities’ uniquely biased worldviews; and (2) 
demonstrate experimentally that such models, 
when used generatively, can mimic communities’ 
reactions to novel information. Accordingly, the 
COMETH project developed an automated system 
that (a) rapidly ingests quantities of unstructured 
language data produced by communities of 
interest; and (b) uses natural language processing 
and machine learning techniques to construct 
ethnographic models for these communities. In this 
paper, we report preliminary results from applying 
this approach to two distinct scenarios: debates on 
gun rights and marriage equality. 

2 Initial Case Study and Approach 

Our initial approach was to develop and evaluate 
ethnographic models of two U.S. communities: (1) 
a community whose members prefer individual 
oversight of guns and prioritize gun rights, which 
we refer to as INDO; and (2) another community 
whose members prefer government oversight of 
guns and prioritize gun control, which we refer to 
as GOVTO. Our research demonstrates that these 
two communities’ cultural models differ 
fundamentally from one another in their 
representation and valuation of concepts related to 
the gun debate. These concepts include broad 
notions such as gun rights and gun control, as well 
as narrower issues such as the Second Amendment, 
school shootings, and assault weapons. Each 
community is defined by the set of valuations they 
assign to these concepts. In order to extract these 
valuations, we identify culturally biased 
correlations, expressed in the use of metaphorical 
language, between key gun-related concepts and 
more basic, concrete, and imageable source 
domains, such as war, barrier, disease, animals, 
natural force, water, and foodstuffs. Additionally, 
we capture the prevalent sentiment that members 
of each community apply when referring to these 
concepts, in both literal and metaphorical contexts. 
We leverage language data available through 
public online sources produced by the target 

communities. These sources include mainstream 
media as well as public community blogs, 
newsletters, and websites. Data are collected and 
processed automatically using simple internet 
crawlers and natural language processing software 
capable of analyzing sentences for grammatical 
components, sentiment, and presence of 
metaphors. The processed data are then deposited 
in searchable structured repositories that are unique 
to each community. We estimate that the amount of 
data required to support both confirmatory and 
exploratory studies is approximately 5 million 
words per community. In the initial feasibility 
demonstration stage of this project, we collected 6 
million words for both the INDO and GOVTO 
community. 

In the remainder of this section, we provide 
detailed descriptions of data collection and 
processing procedures, as well as the repository 
construction process. These steps prepare us for the 
experiments described in Sections 5 and 6. 

2.1 Data Harvesting and Processing 

Our first objective was to identify the metaphors 
that are used to characterize the gun rights debate 
in the U.S. The topics of guns, gun rights, and gun 
control are well represented in U.S. media and 
finding related metaphors is not difficult. We use 
the automated system developed during the IARPA 
Metaphor Program (Strzalkowski et al., 2013) in 
order to extract examples of metaphors across a 
variety of information outlets. 

For extracted metaphors to be useful for model 
development purposes, they must be assigned to a 
particular community or protagonist, in this case 
INDO or GOVTO, the two sides of the gun debate. 
To do so, we identified appropriate media outlets 
that cater to the INDO and GOVTO communities, 
as follows: 
1. Identification of spokespersons and 

spokesperson sites representing each 
community. This step typically requires input 
from a cultural/political expert; however, it 
may be approximated using distance 
calculation based on metaphor distribution. 
For the gun debate scenario, we leveraged 
known correlations of opinions with the 
liberal-conservative political spectrum. 

2. Array sites along an opinion spectrum. In most 
cases, there will be a spectrum of opinions 
within each community. We were initially 
particularly interested in the most orthodox 
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and extreme positions, because these provide 
the strongest contrast with other communities. 
This step is also assisted by input from cultural 
experts; however, it may be approximated by 
the Topical Positioning method (Lin et al., 
2013) that tracks sentiment polarity in addition 
to metaphor choice. We leveraged Pew 
Research Center (2014, 2015, 2017) studies 
for establishing ground truth for both 
scenarios. 

3. Start collection of data from extreme positions. 
This helps to establish a reasonably balanced 
collection of evidence from each community 
that can be used for confirmatory studies. Prior 
research (e.g., Shaikh et al., 2015) shows that 
the overall output of generally comparable 
communities may be quite unbalanced, 
depending on political context and related 
factors (Taylor et al., 2014). 

4. Data collection from sites of a more general 
nature. These sites will be general news and 
opinion sites that may be considered relatively 
“opinion balanced” or “objective”. These data 
provide a cultural backdrop against which the 
selected communities may be compared. In the 
current project, we collected such data as part 
of the exploratory marriage equality scenario. 

This data collection and segmentation method is 
founded on the fact that language (including 
metaphors) is used as a group marker or a signal of 
group membership (Lakoff, 2001). Observation 
suggests that subgroups taking an extreme position 
define important markers for the more general 
group. Those in the middle of an opinion spectrum 
may employ language that reflects some of the 
extreme positions, some of the middling positions, 
and possibly some of the opposite positions – 
reflecting not only their middle-of-the-road 
approach to the issue, but also their willingness to 
identify with a range of views. 

The positions of various participants in the U.S. 
gun debate range on a scale from radically in favor 
of government oversight of gun ownership, 
through a more moderate position in favor of this 
oversight, to a moderate position against such 
oversight, ending in a radical position against 
government oversight. In the U.S., this range 
corresponds roughly to a spectrum of U.S. political 
thought, arrayed typically on a scale from the 
radical left through the center to the radical right. 

2.2 Identifying Metaphorical Targets 

The process of identifying key concepts relevant to 
the case scenario has been fully automated. It 
proceeds in the following three steps: 
1. Locate frequently occurring topics in text. The 

initial candidates are noun phrases, proper 
names (of locations, organizations, positions, 
events, and other phenomena, but less so of 
specific individuals). These are augmented 
with co-referential lexical items: pronouns, 
variants, and synonyms. The process of 
selection is quite robust but requires some 
rudimentary processing capability in the target 
language: part-of-speech tagging, basic 
anaphor resolution, and a lexicon/thesaurus. 

2. Down-select frequent topics to a set of 20-30 
concepts. The two key criteria are length and 
polarization. Topic length is measured by the 
number of references to the topic (either direct 
or indirect) that form “chains” across the 
“utterances” that are part of the scenario-
related debate. Topic polarization is measured 
by the proportion of polarized references to the 
topic, either positive or negative. For example, 
the terms gun rights and gun safety are both 
frequently used and polarized in the gun 
debate. 

3. Select metaphorical targets. Although all 
topics selected in Step 2 are important to the 
scenario, only some of them are likely to be 
targets of metaphors. We determine this simply 
by probing metaphor extraction for each of the 
selected topics and then eliminating these that 
do not bring back a sufficient number of 
metaphors or where the metaphor-to-literal 
ratio is too low. For example, “gun” is mostly 
used literally and is a poor metaphorical target. 
We used a 2% cut-off threshold for productive 
targets (a typical metaphor to literal ratio is 8-
10%). 

2.3 Data Collection Procedure 

The data collection procedure consists of several 
steps as explained below. All steps are automated. 
1. Selection of target terms. Target terms denote 

the key concepts of interest that the analyst 
wishes to investigate. For the gun debate, 
target concepts include gun control, gun rights, 
and Second Amendment, among others. This 
initial set of seed target terms need not be more 
than a few terms (e.g., less than 10).  
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2. Search. Selected data source websites were 
visited using an automated script. For sites that 
supported a search function, queries were 
posted directly to it. All text files matching any 
of the search terms were downloaded.  

3. Data cleaning. All downloaded material was 
automatically segmented into passages so that 
at most five consecutive sentences were 
extracted: the sentence containing at least one 
search term, and up to two sentences on either 
side (before and after). Each full document 
yields one or more such passages, some of 
which may be overlapping.  

4. Data pre-processing. All extracted passages 
were automatically pre-processed by a 
tokenizer that removes spurious characters and 
non-textual content and properly separates 
words.  

5. Target term set expansion. Extracted passages 
were analyzed for presence of other terms 
besides the seed targets. All bigrams including 
only content words (not prepositions, 
determiners, etc.) were extracted and 
normalized for lexical variations. The most 
frequent bigrams were selected as additional 
target terms. This expansion was applied only 
once. 

2.4 Scenarios Investigated 

We investigated two distinct scenarios during the 
course of this project. The initial scenario involved 
two distinct views of gun rights versus gun control 
in the U.S. and developing ethnographic models of 
the communities representing these views. This 
initial scenario was partly based on the preliminary 
work conducted in the IARPA Metaphor program. 
The second scenario developed models for 
communities within the U.S. that hold different 
views on the topic of marriage equality, including 
same-sex marriage. Unlike the gun rights scenario 
that is essentially binary, the marriage equality 
topic produced multiple views, thus making the 
modeling task significantly harder. Nonetheless, 
we demonstrated that our approach can 
successfully support derivation of multi-faceted 
models. We summarize the first scenario only 
briefly; see Shaikh et al., 2015 for a complete 
description. The second scenario is described in 
more detail. 

Gun Rights Scenario. Within the U.S., a public 
debate is ongoing concerning the Constitutionally 
and socially appropriate management of gun 

ownership, between those favoring Federal 
Government oversight (GOVTO) and those 
favoring individual oversight (INDO). At their 
extremes, the two sides are far apart. They view the 
issue in different conceptual terms, the GOVTO 
side relying heavily on DISEASE related 
metaphors and the INDO side relying on WAR 
related metaphors. These views appear reasonably 
constant over the years, even as the volume of 
output from each side changes. 

Marriage Equality Scenario. Similar to gun 
rights versus gun control, people also disagree 
about the issue of marriage equality (i.e., same-sex 
marriage or gay marriage). Clashes in opinion on 
this topic became apparent during Obergefell v. 
Hodges (2015), the landmark case in which the 
U.S. Supreme Court ruled in favor of recognizing 
same-sex marriage. The lead-up to and aftermath 
of this case rippled through the media, with people 
voicing various stances on the issue. We identified 
seven basic stances one might take on the concept 
of marriage equality.  

The first stance, labeled expansion, holds that 
we must nationally and internationally continue to 
expand rights for the LGBT community in regard 
to marriage, adoption, etc. The second stance, 
labeled maintenance, focuses on preserving the 
hard-won rights of gay couples and protecting 
them from infringement. The third stance, labeled 
celebration, is oriented toward commemorating 
the history of activism and legal battles that led to 
the Supreme Court decision legalizing same-sex 
marriage in the U.S. These three stances can be 
grouped together in the more general category of 
the progressive community, or those who believe 
that the institution of marriage should be open to 
all, regardless of sexual orientation or gender 
identity. 

The fourth stance, labeled reconciliation, holds 
that traditional institutions such as the church 
should begin adapting to the changing moral and 
legal landscape surrounding marriage and family. 
The fifth stance, labeled navigation, is oriented 
toward working within changing laws surrounding 
marriage and family without compromising one’s 
own values. These two stances can be grouped into 
the more general category of the moderate 
community, or those who default to legal precedent 
and consensus. 

The sixth stance, labeled incorrect 
interpretation, holds that any extension of the 
institutions of marriage and family beyond 
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heterosexual couples is an incorrect interpretation 
of the concept of marriage. Finally, the seventh 
stance, labeled infringement, focuses on preventing 
emerging legal definitions of marriage and family 
from infringing on personal and religious liberties. 
These last two stances can be grouped into the 
more general category of the traditional 
community, or those who believe that marriage and 
family should be reserved for heterosexual couples 
and that it is not the place of the government to 
define these terms. 

2.5 Data Sources  

For the gun debate case scenario, we identified 62 
internet sources that include both extreme and 
moderate positions on both sides of the issue. 
These sources included both mainstream news 
reporting (e.g., New York Times, The New Yorker, 
Fox News) as well as blogs and websites of 
relevant organizations (e.g., nra.com). In selecting 
data sources for the gun debate scenario, we relied 
on the fact that in the U.S. these issues align quite 
closely with the political spectrum. We could thus 
utilize publications such as Pew Research Center 
reports to identify initial media on the political left 
and right. Our final collection consisted of 33,000 
documents from which 55,000 passages were 
extracted, for a of approx. 6.1 million words.  

Data collection for the marriage equality 
scenario involved 75 online sources that yielded 
nearly 1 million text passages. After removing 
duplicates and ill-formed content, we obtained 
620,000 passages (each containing up to 5 
sentences) with the cumulative content of approx. 
30 million words. As with the gun debate scenario, 
we deployed search terms that represent the most 
frequently used concepts in the domain. The larger 
size of the marriage equality dataset reflects its 
greater complexity of stances. 

3 Metaphor Extraction Approach 

We distinguish two levels of metaphor 
identification: (1) text (or linguistic) metaphors 
that consist of a metaphorical target, typically an 
abstract concept, and a relation adopted from a 
concrete source domain; and (2) conceptual 
metaphors that generalize across multiple 
occurrences of text metaphors involving the same 
target. While text metaphors have the semantic 
form of shared-property (Target, Source), the 
conceptual metaphor usually conveys a more 

definite mapping Target=Source or Target Î 
Source. For example, the textual metaphor 
“erosion of gun rights” alludes a shared property 
between gun rights and a geological landmark, thus 
invoking “Gun Rights is a Geological Landmark” 
conceptual metaphor. We note that conceptual 
metaphors are often implied rather than directly 
stated. Accordingly, the metaphor extraction 
process follows these two steps: we extract text 
metaphors first and then fuse them into conceptual 
ones. For ethnographic modeling purposes we use 
conceptual metaphors espoused in the language 
generated by a particular group of people.   

We have developed a data-driven computational 
approach to extracting text metaphors that 
combines topical structure and imageability 
analysis in order to locate the candidate 
metaphorical expressions within text 
(Strzalkowski et al., 2013). To analyze topical 
structure, we identify nouns and verbs in a text 
passage and link their repeated occurrences, 
including co-references, synonyms, and 
hyponyms, and combine them into topic chains. 
Content words (e.g., verbs, nouns, adjectives) 
found outside these topical chains are candidate 
source relations if they also carry high imageability 
scores. Imageability ratings of most lexical items 
are looked up in an expanded MRC 
psycholinguistic database, which were built for 
several languages (Liu et al., 2014). The candidate 
relations are then used to compute and rank 
possible source domains in an emerging 
conceptual metaphor. Full details of the metaphor 
extraction process can be found in the cited papers. 

Our approach to metaphor extraction is 
contrasted with more traditional computational 
approaches based on selectional restriction 
violations (Wilks, 1975; Fass, 1991; Martin, 1994; 
Carbonell, 1980; Feldman & Narayan, 2004; 
Shutova & Teufel, 2010; inter alia, also Shutova, 
2010 for an overview) which do not scale well due 
to their heavy reliance on domain knowledge. 
More recent variants of this general approach (e.g., 
Rosen, 2018) utilize more robust deep learning 
methods but their utility remains limited to only 
some forms of text metaphors. 

4 Metaphor-based Ethnographic Models 

In this section, we outline the ethnographic models 
derived for each of the two scenarios. We provide 
only top-level characterization of each domain in 
terms of selection and distribution of metaphors 
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that define each community’s viewpoint: two 
communities for the gun debate scenario and three 
communities for the marriage equality scenario.  

4.1 Characterization of the INDO and 
GOVTO Metaphor Repositories 

We applied the metaphor extraction system 
(Broadwell et al., 2013) to the 2018 GOVTO and 
INDO datasets. All passages were processed by the 
software to determine whether a target term was 
used metaphorically or literally. In both cases, the 
semantic relation involving the target term was 
identified so that sentiment toward the target could 
be computed. For metaphorical cases, the relations 
were further classified into one of several dozen 
metaphorical source domains (see Table 1), such as 
War, Disease, or Barrier. The processed passages 
form the metaphor repository database, from 
which community models are derived.  

 
SOURCE 
DOMAIN DEFINITION ANCHOR 

TERMS 

BARRIER 
anything blocking someone 
from going somewhere or 
from doing something 

barrier, 
obstacle, wall, 
obstruction 

WATER 
the part of the earth’s surface 
covered with water (such as a 
river or lake or ocean) 

watercourse, 
ocean, lake, 
river, pond, sea 

DISEASE 

a disordered or incorrectly 
functioning organ, part, 
structure, or system of the 
body 

illness, 
sickness, 
ailment, 
disease, cancer 

MAZE 
a confusing network of 
intercommunicating paths or 
passages; labyrinth. 

labyrinth, web, 
tangle, snarl, 
warren, maze 

MEDICINE 
any substance or substances 
used in treating disease or 
illness; medicament; remedy 

medication, 
drug, remedy, 
medicine 

FORCEFUL 
EXTRACT 

to get, pull, or draw out, 
usually with special effort, 
skill, or force 

pull, draw, 
extract, force 
out 

WAR 

a conflict carried on by force 
of arms, as between nations 
or between parties within a 
nation; warfare 

warfare, 
combat, 
hostilities, war, 
battle, conflict 

Table 1. A subset of metaphorical source domains used 
in this study 

 
We also analyzed the distribution of metaphors 

with respect to the source domains. A source 
domain is a concrete semantic class to which the 
target is likened. The assignment of a metaphor to 
a source domain is determined by metaphorical 
relations that are applied to the target in a particular 
instance. For example, in “the plague of gun 

violence” the metaphorical relation is “plague,” 
which is a sub-concept of DISEASE (e.g., in 
Wordnet; Miller, 1995). Therefore, this metaphor is 
classified as DISEASE metaphor – that is, “gun 
violence” is likened to disease. 

Table 1 shows a partial list of source domains 
we used, along with definitions and anchor terms 
that are representative members of each domain. 
The complete list of 67 source domains was 
compiled by the IARPA Metaphor Program. 

Figure 1: Metaphor source domains for the gun 
debate scenario: DISEASE and CRIME dominate the 
GOVTO community, whereas BARRIER and WAR are 
most common within the INDO community. 

In Figure 1, we present the top choices of source 
domains for metaphors associated with the target 
concepts, including gun control, gun rights, and 
gun violence. We note that DISEASE and CRIME 
dominate on the GOVTO side, while BARRIER 
and WAR explain nearly half of INDO metaphors. 
This analysis illustrates one type of strong bias that 
is found in the data and confirms some earlier 
findings (Shaikh et al., 2015) over new data.  

4.2 Characterization of Metaphors in the 
Marriage Equality Domain 

We applied our metaphor extraction system to the 
marriage equality data, initially concentrating on 
the three major stances noted above (i.e., the 
progressive, moderate, and traditional 
communities). We used the same list of source 
domains as with the gun debate scenario. Overall, 
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we extracted 8305 metaphors including targets 
such as marriage equality, same-sex marriage, and 
gay rights. As expected, the selection of source 
domains was different than in the gun debate 
scenario, but again it showed marked contrast 
across the stances. Moreover, unlike in the gun 
debate scenario, we did not have an a priori 
classification of media sources as representing a 
particular stance. Instead, the set of all metaphors 
was split 3-ways using K-means clustering applied 
on the metaphor distribution statistics, taking into 
account the metaphor target, the metaphoric 
relation, the target role in the relation, and the 
source domain. Figure 2 shows near-perfect 3-way 
separation between sources representing 
progressive, moderate, and traditional views on 
marriage equality. A further attempt to separate the 
finer-grained seven stances described above was 
somewhat less successful, producing an Adjusted 
Rand Index (ARI) score of only 0.27, partly due to 
soft boundaries between some of the stances and 
insufficient data. 

 
Figure 2. Automatically derived clusters of 

information sources based on metaphor distribution 
show a good split between progressive (c0), traditional 
(c1), and moderate sources (c2), with ARI of 0.69. 

We note that alternative approaches to obtaining 
automatic separation of stances based on topic and 
sentiment distribution did not come close to the 
result seen in Figure 2. A doc2vec based method 
(Le & Mikolov, 2014) only achieved an ARI score 
of 0.17 on the 3-way split; an LDA-based approach 
(Blei et al, 2003) did only slightly better at 0.37. 

Figures 3 to 5 show the metaphor distribution 
across the three main stances in the marriage 
equality domain. The first analysis (Figure 3, Table 
2) shows metaphor distribution in language 
collected from progressive sources. The 
dominating metaphor is Forceful Extraction, which 

involves relations such as “ban” and “prohibit.” 
Other common metaphors, along with their 
frequent relations, are shown in Table 2. 

 
Figure 3. Distribution of marriage equality metaphors 
in the progressive stance sources 
 

 
Table 2. Selected metaphoric relations for the most 
frequent source domains in the progressive stance. 

Figure 4 and Table 3 show the analysis of the 
moderate stance. The most frequent metaphor, 
representing about 23% of all collected examples, 
is Physical Location. This is followed by Medicine, 
which explains another 14% of the examples. This 
community had a relatively low output volume, 
producing a mere 5% of metaphors in our data set, 
with another 20% attributed to “neutral” sources. 

 
Figure 4. Distribution of marriage equality metaphors 
in the moderate stance sources. 
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Table 3. Selected metaphoric relations for the most 
frequent source domains in the moderate stance. 

Figure 5 and Table 4 show the analysis of the 
traditional stance on marriage equality. Here the 
dominating metaphor is Medicine (20%). When 
coupled with a related and quite frequent metaphor 
of Addiction (5%), these two together form a 
hybrid “bad medicine” metaphor. Other frequent 
metaphors (Physical Location and Forceful 
Extraction) are also quite visible, which can be 
explained partly by the mixed content of the 
traditional stance cluster as well as frequent critical 
references to the progressive sources. At this time, 
we lack reliable means, beyond distribution 
frequency, of separating expressions that 
characterize one’s own stance as compared to other 
people’s stances. We note that sources representing 
traditional views account for only about 10% of 
extracted metaphors. 
 

 
Figure 5. Distribution of marriage equality metaphors 
in the traditional stance sources. 

 
Table 4. Selected metaphoric relations for the most 
frequent source domains in the traditional stance. 

5 Confirmatory Studies on the Gun 
Debate 

We conducted a study to experimentally confirm 
the bias in community data in relation to the gun 
debate scenario. A subset of passages containing 
metaphors was selected from both the INDO and 
GOVTO communities’ metaphor repository and 
were displayed to human participants, whose task 
was to categorize each passage as advocating for 
either individual or government oversight of guns. 
The objective of this study was to confirm that the 
bias was captured in the metaphors used by each 
community and that this bias can be detected by 
human raters. We thus predicted that participants 
would be able to categorize the passages as 
representing the intended community viewpoints 
at rates above chance. This result would confirm 
that our metaphor repositories accurately reflect 
the language use of the two communities relevant 
to this target scenario (i.e., INDO and GOVTO). 

A sample of 338 respondents completed the 
study via Amazon Mechanical Turk. Raters 
viewed 20 passages from INDO sources and 20 
passages from GOVTO sources. Overall accuracy 
scores were calculated by dividing the total 
number of correct categorizations by the total 
number of passages (i.e., 40). As predicted, 
participants categorized passages with above-
chance accuracy (mean accuracy=66%, 
SD=14%), t(337)=21.94, p<.001, d=1.19. INDO 
and GOVTO categorization accuracy scores were 
calculated by dividing the number of correct 
categorizations for each passage type by 20. 
Participants categorized passages from GOVTO 
sources (mean accuracy=70%, SD=15%) more 
accurately than passages from INDO sources 
(mean accuracy=63%, SD=16%), t(337)=7.62, 
p<.001, dz=0.41. Thus, human raters were able to 
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determine whether passages came from INDO or 
GOVTO media sources at reliably greater-than-
chance (above 50% accuracy) rates. 

We replicated this study with another sample 
of 906 participants who rated 40 randomly 
selected (vs. researcher-selected, as in the 
previous study) passages from the same metaphor 
repositories on a continuous scale (0=definitely in 
favor of government oversight to 100=definitely 
in favor of individual oversight). As predicted, 
participants rated INDO passages as being 
reliably more in favor of individual oversight than 
the scale midpoint (M=56.48, SD=11.26), 
t(905)=17.47, p<.001, d=0.58. Participants also 
rated GOVTO passages as being reliably more in 
favor of government oversight than the scale 
midpoint (M=38.31, SD=12.71), t(905)=-27.62, 
p<.001, d=0.92. These results again suggest that 
participants were able to detect the bias present in 
the passages and rated them accordingly. 

6 Confirmatory Study on the Marriage 
Equality Debate 

We conducted a study to confirm the bias in 
community data in relation to the marriage 
equality scenario. Following the same procedure 
as in the first study, 285 participants categorized 
a total of 45 passages automatically selected from 
progressive, moderate, and traditional sources as 
representing a progressive, moderate, or 
traditional stance on marriage. As predicted, 
participants categorized passages with above 
chance accuracy, with 33% accuracy representing 
chance (mean accuracy=38%, SD=8%), 
t(284)=11.49, p<.001, d=0.68. Moreover, 
participants categorized passages from moderate 
sources (M=41%, SD=16%) more accurately than 
passages from progressive sources (mean 
accuracy=36%, SD=18%), t(568)=-3.70, 
pbonferroni<.001, dz=-0.20. Accuracy scores for 
passages from traditional sources (mean 
accuracy=38%, SD=15%) did not differ from any 
other accuracy score. Thus, human raters were 
able to determine whether passages regarding 
marriage equality originated from progressive, 
moderate, or traditional media sources at reliably 
greater-than-chance rates. 

7 Conclusion 

In this paper, we presented results from a project in 
which we built ethnographic models of 
communities based on the choice of metaphors in 
online language use. We investigated two distinct 

scenarios, a binary gun rights vs. gun control 
debate and a non-binary marriage equality debate. 
We demonstrated in both cases that metaphor 
choice provides strong clues to a community’s 
identity and bias, and that automatically derived 
models can adequately delineate target 
communities. Future work will focus on improving 
the accuracy of metaphor classification and 
exploiting other forms of figurative language that 
capture deeply held collective meanings and 
stances. 

This research explored a new avenue of 
computational ethnography, conducted entirely 
online. The long-standing benchmark is traditional 
field ethnography that involves typically small-
scale field work, which takes months or years to 
complete. Such studies, while producing “thick” 
models, are not always feasible, especially in the 
areas of conflict or disturbance nor when a rapid 
response is required. Furthermore, field 
ethnography by its nature is heavily reliant on 
regional, local language speaking subject matter 
experts who may be hard to find due to lack of 
expertise or risks involved. 

Current approaches to online ethnography 
include application of traditional methods of 
observation of online behavior aimed at modeling 
online communities, as opposed to the real-world 
communities (e.g., Miller & Salter, 2000; Safar & 
Mahdi, 2012). Efforts aimed at deriving offline 
models from online data are either small-scale 
(Martey et al., 2011) or limited to superficial 
analysis of social media (e.g., sentiment extraction) 
that cannot easily separate transient views from 
entrenched opinions (e.g., Turney & Littman, 
2003). These approaches produce low-quality 
results also due to over-sensitivity to data noise and 
are thus unreliable. We believe that our research 
shows the value of advanced sociolinguistic 
analysis and natural language processing in 
studying the online human terrain. 
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Abstract 

This paper contains a preliminary corpus 

study of oxymorons, a figure of speech so 

far under-investigated in NLP-oriented 

research. The study resulted in a list of 376 

oxymorons, identified by extracting a set of 

antonymous pairs (under various 

configurations) from corpora of written 

Italian and by manually checking the 

results. A complementary method is also 

envisaged for discovering contextual 

oxymorons, which are highly relevant for 

the detection of humor, irony and sarcasm. 

1 Why oxymorons? 

The growing body of research on figurative 

language in NLP has recently witnessed an 

expansion from more traditional domains (like 

idioms, metaphors, metonymy) to other 

ubiquitous phenomena such as irony, puns and 

sarcasm. However, other – supposedly more 

marginal – figures of speech have received less 

attention so far. The oxymoron is a case in point.  

The oxymoron, which has been studied mainly 

in rhetoric and literature, is “[a] figure of speech in 

which a pair of opposed or markedly contradictory 

terms are placed in conjunction for emphasis”, 

although its meaning has expanded to comprise 

more generally “a contradiction in terms” 

(definitions from OED: www.oed.com). Typical 

examples of oxymorons would be deafening 

silence, sweet sorrow or awfully good.  

The oxymoron is obviously closely 

intertwined with the semantic relation of 

antonymy: it is often the union of antonymous 

items that creates the oxymoron’s paradoxical 

effect, thus generating a new meaning, which 

often heavily depends on context. As Gibbs & 

Kearney (1994: 86) observe, “[u]nderstanding 

oxymora requires that people access relevant 

world knowledge to constrain their creative 

interpretations of seemingly contradictory 

concepts”. 

In this paper, we set out a preliminary 

investigation of oxymorons based on naturally 

occurring data from Italian, with a view to 

contributing to the NLP-oriented research on 

figurative language by supplying an initial list of 

oxymorons and oxymoronic structures that can be 

used for further analyses and for evaluation tasks. 

The questions that drove our investigation are: 

What kind of oxymorons do we find in common 

language? What syntactic constructions are 

involved in their creation? And above all, how can 

we detect them in corpora? 

In Section 2 we describe the methodology we 

used to detect oxymorons in corpora of 

contemporary written Italian. Although our study 

is based on Italian, the procedure we followed can 

easily be extended to other languages. In Section 

3 we illustrate the main results of our analysis. The 

full list of oxymorons detected is available in the 

Appendix. Section 4 outlines another promising 

complementary methodology to be pursued in 

future research. Finally, Section 5 discusses 

possible further developments, with special 

attention to the challenges oxymorons pose for 

automatic identification and extraction. 

2 Methodology 

The procedure we devised to track down 

oxymorons in corpora of written Italian stems from 

the observation that these constructions are closely 

connected with antonymous pairs, which have 

been the subject of several studies based on their 

co-occurrence in texts (cf. e.g. Charles & Miller 

1989; Justeson & Katz 1991; Lobanova 2012; 

Kostić 2017).  

Oxymorons: a preliminary corpus investigation 
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Our starting point was Jones’ (2002) analysis of 

English antonyms, which makes use of a list of 

canonical antonymous pairs to be searched in a 

corpus of texts from The Independent (approx. 

280M words). We therefore translated Jones’ 

antonymous pairs into Italian and made a selection 

out of this set, driven mainly by the exclusion of 

predicative (e.g. confirm ~ deny) and adverbial 

(e.g. badly ~ well) couples.  

This resulted in a list of 17 noun ~ noun 

antonymous pairs, displayed in Table 1.  

 
Italian antonymous  

pairs 

English translation 

amore ~ odio  love ~ hate 

attività ~ passività activity ~ passivity 

caldo ~ freddo hot ~ cold 

coraggio ~ paura bravery ~ fear 

distanza ~ vicinanza distance ~ proximity 

dolcezza ~ amarezza sweetness ~ bitterness 

felicità ~ infelicità happiness ~ unhappiness 

giustizia ~ ingiustizia justice ~ injustice 

guerra ~ pace war ~ peace 

leggerezza ~ pesantezza lightness ~ heaviness 

lentezza ~ velocità slowness ~ speed 

luce ~ buio light ~ dark 

realtà ~ irrealtà reality ~ unreality 

ricchezza ~ povertà wealth ~ poverty 

silenzio ~ rumore silence ~ noise 

vita ~ morte life ~ death 

vuoto ~ pieno emptiness ~ fullness 

 

Table 1: Starting list of Italian antonymous pairs. 

 

Then we designed an inventory of potential 

oxymorons. All the constructed couples were 

searched, as lemmas, in two large corpora of 

contemporary written Italian: Italian Web 2016 

(itTenTen16, through the SketchEngine platform: 

https://www.sketchengine.eu/) and 

CORIS (2017 version; Rossini Favretti et al. 2002; 
http://corpora.ficlit.unibo.it/coris

_eng.html). The results were manually checked. 

The above-mentioned inventory of potential 

oxymorons was built in the following way.  

First, we matched each noun of each pair (e.g. 

odio ‘hate’) with its antonym (amore ‘love’) in 

either adjectival (amoroso / amorevole ‘loving’) or 

verbal (amare ‘to love’) form. With this first round 

of extractions, we obtained combinations such as 

odio amoroso (lit. hate lovely) and amorevole odio 

(lit. lovely hate) ‘loving hate’, as well as l’amore 

odia ‘love hates’, although sequences containing 

verbs were quite uncommon. However, the search 

for lemma verbs retrieved also a number of 

participial forms used as adjectives (as in amore 

odiato ‘hated love’, where odiato is the past 

participle of odiare ‘to hate’).  

Second, we added contrastive adjective ~ 

adverb pairs connected to the nouns in Table 1 (e.g. 

felicità ‘happiness’ > felice ‘happy’ > felicemente 

‘happily’ + infelicità > infelice ‘unhappy’, gaining 

felicemente infelice ‘happily unhappy’). 

In addition, to enrich data retrieval, we selected 

lexemes semantically related to the members of the 

antonymous pairs in Table 1 (synonyms, 

hyponyms, etc.) from the Grande Dizionario 

Analogico della Lingua Italiana (Simone 2010). 

This step was inspired by Shen’s (1987: 109) 

definition of indirect oxymoron, i.e. an oxymoron 

where “one of [the] two terms is not the direct 

antonym of the other, but rather the hyponym of its 

antonym” (like whistling silence, where whistling 

is a type of noise). Related lexemes were also 

searched in the two above-mentioned corpora. For 

the sake of exemplification, we illustrate some of 

these paradigmatic expansions for the following 

three antonymous pairs, for which we retrieved a 

considerable amount of data: 

 caldo ~ freddo (hot ~ cold) → afa 

‘stuffiness’, calura ‘heat’, fuoco ‘fire’, 

fiamma ‘flame’ ~ gelo ‘frost’, ghiaccio ‘ice’, 

grandine ‘hail’, neve ‘snow’, pioggia ‘rain’; 

 felicità ~ infelicità (happiness ~ unhappiness) 

→ allegria ‘glee’, contentezza ‘cheer’, 

gaiezza ‘gaiety’, gioia ‘joy’ ~ afflizione 

‘distress’, depressione ‘depression’, 

disperazione ‘despair’, dolore ‘pain’, 

sconforto ‘discouragement’, scontento 

‘discontentment’, tristezza ‘sadness’; 

 silenzio ~ rumore (silence ~ noise) → 

[silenzio only] ~ boato ‘rumble’, fracasso 

‘racket’, fragore ‘clamour’, grido ‘shout’, 

ululato ‘howling’, urlo ‘scream’.  

The final phase of the analysis implied the 

interrogation of the Sketch Engine Word Sketch 

tool, which describes the collocational behavior 

of words by showing the lexemes that most 

typically co-occur with them, within specific 

syntagmatic contexts, by using statistical 

association measures. In this case, we searched 

for all nouns participating in the antonymous pairs 

in Table 1 and we manually revised all top results 

provided the Word Sketch function (thus focusing 

on the most statistically significant 

combinations). Beside oxymorons that we had 
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already retrieved with the previous procedure 

(e.g. the very frequent silenzio assordante 

‘deafening silence’), this method allowed us to 

identify new configurations, for instance 

sentential patterns where the two opposite nouns 

are linked by the copula è ‘is’ (e.g. la luce è 

tenebra ‘light is darkness’) or prepositional 

phrases where the two opposite nouns are linked 

by a preposition (e.g. il fragore del silenzio ‘the 

racket of silence’). 

3 Results 

The multiple-step procedure described in Section 2 

resulted in a final list of 376 oxymorons, the first 

of its kind in Italian, to the best of our knowledge. 

The full dataset (Italian oxymorons 1.0) is 

provided in the Appendix and released as an Excel 

file through the University of Bologna 

Institutional Research Repository (AMSActa): 

http://amsacta.unibo.it/id/eprint/6388 

Around 20% of the oxymorons were found in both 

corpora, whereas the vast majority (almost 80%) 

was retrieved in itTenTen16, which is much larger 

than CORIS (4.9 billion vs. 150 million words). 

3.1 Syntactic structure 

We classified the 376 oxymorons according to their 

syntactic structure. A quantitative summary is 

given in Table 2, which reports, for each of the 9 

structures we could identify, the number of 

oxymorons with that structure and the number of 

antonymous pairs that generate oxymorons with 

that structure. 

 

Syntactic 

structure 

N. of 

oxymorons 

N. of  

antonymous 

pairs 

N A 140 17 

A N 112 17 

S 52 11 

Adv A 50 16 

N Prep N 14 7 

A A 3 1 

V V 2 1 

V A 2 1 

V Prep N 1 1 

Total 376 17 

 

Table 2: Syntactic structures of oxymorons 

in our dataset. 

As expected, the vast majority of the oxymorons in 

our dataset belongs to noun-adjective 

combinations, in both orders: [N A] (e.g. silenzio 

urlante ‘screaming silence’, attività passive 

‘passive activities’) and [A N] (e.g. raggiante 

oscurità ‘glowing darkness’, disperata felicità 

‘desperate happiness’). These are the only two 

structures that host oxymorons generated from all 

the 17 antonymous pairs in Table 1. In our data, [A 

N] sequences are quite numerous despite the fact 

that noun-adjective is the unmarked, neutral order 

in Italian. This may be linked to the fact that the 

prenominal position for Italian adjectives is 

generally associated with affect and emphasis 

(Ramaglia 2010), values that are highly compatible 

with the oxymoron as a rhetorical device. Several 

examples in these two classes display participial 

forms used in adjectival function, e.g. fiamma 

bagnata ‘wet flame’ ([N Prt]) or infuocato gelo 

‘inflamed frost’ ([Prt N]). We found mostly past 

participles (see the aforementioned examples), but 

also a few present participles (e.g. prossimità 

distanziante ‘distancing proximity’). 

The third most frequent structure in terms of 

number of oxymorons is Sentence (S). The 

examples belonging to this class emerged 

especially (though not entirely) through the 

exploration of the Word Sketch function (cf. 

Section 2). The antonymous nouns in our pairs 

were found both in copular sentences (e.g. l’amore 

è odio ‘love is hate’, il silenzio è rumore ‘the 

silence is noise’) and in subject-verb sentences 

(e.g. il silenzio grida ‘the silence screams’, il buio 

illumina ‘the dark illuminates (something)’). Some 

sentence-level oxymorons are borderline cases, 

since they could be argued to qualify as paradoxes 

rather than oxymorons (e.g. il buio è luce ‘the dark 

is the light’). We decided to keep them, since the 

divide between oxymorons and paradoxes is not so 

clear(-cut): as Flayih (2009) claims, the 

“oxymoron is sometimes taken as ‘condensed 

paradox’ and paradox as ‘expanded oxymoron’”. 

We also retrieved a considerable number of 

adverbial oxymorons of the [Adv A] type (e.g. 

allegramente depresso ‘cheerfully depressed’, 

luminosamente oscuro ‘brightly dark’) – which is 

relevant also in terms of the number of antonymous 

pairs it represents (16 out of 17, cf. Table 2) – and 

some [N Prep N] oxymoronic expressions, such as 

la tenebra della luce ‘darkness of the light’. As for 

the latter category, all examples contain the 

178



 
 

preposition di ‘of’, except for il silenzio nel rumore 

‘the silence into the noise’, which contains in ‘in’.  

Finally, we found other less common structures, 

such as [A A] (e.g. fredda calda ‘cold hot’), [V V] 

(where the second verb is a gerund, e.g. gridare 

tacendo ‘to shout being silent’), [V A] (e.g. urlare 

muto ‘to scream (staying) mute’), and [V Prep N] 

(e.g. urlare in silenzio ‘to scream in silence’).  

3.2 Antonymous pairs 

As for the antonymous pairs taken into 

consideration (Table 1), we observe a rather 

unequal distribution in our data in terms of their 

ability to create oxymorons. Some pairs – such as 

caldo ~ freddo (hot ~ cold), silenzio ~ rumore 

(silence ~ noise) or felicità ~ infelicità (happiness 

~ unhappiness) – generate a high number of 

oxymoronic constructions, whereas others are 

definitely less exploited, like coraggio ~ paura 

(bravery ~ fear), guerra ~ pace (war ~ peace) or 

leggerezza ~ pesantezza (lightness ~ heaviness). 

Overall, the pairs with the higher number of 

oxymorons are also those displaying a wider array 

of syntactic structures (Table 2), but the differences 

are not so great. All the pairs are represented by at 

least 3 structures (out of 9 possibilities).  

The complete quantitative picture is given in 

Table 3, where antonymous pairs are reported in 

English translation (like in the Appendix) for 

convenience.  

 
Antonymous pair N. of 

oxymorons 

N. of 

syntactic 

structures 

hot-cold 87 5 

silence-noise 85 8 

happiness-unhappiness 50 4 

light-dark 30 5 

distance-proximity 19 4 

love-hate 18 5 

life-death 13 4 

reality-unreality 11 5 

wealth-poverty 10 5 

sweetness-bitterness 10 3 

slowness-speed 9 3 

bravery-fear 8 4 

activity-passivity 7 3 

justice-injustice 6 4 

war-peace 5 4 

emptiness-fullness 5 3 

lightness-heaviness 3 3 

Total 376 9 

 

Table 3: Number of oxymorons and syntactic structures 

per each antonymous pair. 

At first glance there does not seem to be a strong 

and clear driving principle behind the unequal 

distribution of the pairs in terms of semantics. For 

instance, we find abstract concepts (e.g. happiness 

~ unhappiness, justice ~ injustice) or sensorial 

concepts (e.g. hot ~ cold, lightness ~ heaviness) at 

various points of the list in Table 3. However, a 

more fine-grained semantic analysis and a larger 

dataset would be necessary to draw more solid 

conclusions. 

Of course, the higher number of semantically 

related lexemes investigated for some pairs plays a 

clear role (cf. Section 2). Also the entrenchment of 

some notorious cases might be relevant. Take for 

instance silenzio assordante ‘deafening silence’, 

which occurs 2564 times in the itTenTen16 corpus 

(plus 1517 times in the reverse adjective-noun 

order: assordante silenzio). The high token 

frequency of this specific oxymoron may favor the 

creation of new oxymorons in the very same 

conceptual domain (silence ~ noise). 

3.3 Morphosyntactic variability 

Although the morphosyntactic variation of 

oxymorons is not the focus of the present study, 

we can preliminary observe that, according to the 

data we collected so far, oxymorons are rather 

flexible structures. In other words, contrary to 

many multiword expressions (cf., among many 

others, Sag et al. 2002), oxymorons seem to show 

a low degree of fixedness.  

Many combinations of a noun and an adjective 

are attested in both orders, although with different 

frequency (remember that noun-adjective is more 

neutral than adjective-noun): see the couple 

silenzio assordante vs. assordante silenzio 

mentioned at the end of Section 3.2, or tenebra 

luminosa (9 tokens in itTenTen16) vs. luminosa 

tenebra (4 tokens in itTenTen16) ‘bright shadow’.  

In [N Prep N] oxymorons, the second (non-

head) noun may occur in both singular and plural 

(contrary to Italian multiword expressions 

belonging to the same pattern, where the non-head 

noun is morphologically fixed, cf. Masini 2009), 

although the singular form is generally preferred, 

e.g.: suono del silenzio ‘sound of the silence’ (380 

tokens in itTenTen16) vs. suono dei silenzi ‘sound 

of the silences’ (7 tokens in itTenTen16).  

As for sentential oxymorons, we often found 

different configurations for the same pair of items; 

for instance, silenzio ‘silence’ and rumore ‘noise’ 

are found as: il silenzio è un rumore (che…) 
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‘silence is a noise (that…)’, il silenzio è rumore 

‘silence is noise’, il silenzio è il rumore (di…) 

‘silence is the noise (of…)’ (all these variants are 

reported as a single entry – il silenzio è rumore 

‘silence is noise’ – in the Appendix). 

4 A complementary method 

Another complementary technique to harvest 

oxymorons from corpora is, quite trivially, to 

search the word ossimoro ‘oxymoron’. We 

noticed that, when they come across or use (what 

they believe to be) an oxymoron, speakers tend to 

comment on it metalinguistically, as in: una 

guerra santa (grandissimo ossimoro) ‘a holy war 

(huge oxymoron)’ (from CORIS). This behavior 

allows to detect oxymorons which would 

probably be missed otherwise.  

To test this method we searched the string 

[.*ossimor.*] in CORIS (retrieving 223 hits). 

Upon preliminary manual checking, we found a 

number of valid oxymorons. A few were already 

included in our list, like tenebra luminosissima 

‘very bright shadow’ (cf. tenebra luminosa ‘bright 

shadow’ in the Appendix). Another few were 

examples, related to one of the antonymous pairs 

we considered (cf. Table 1), which were not 

retrieved by our method, like boato di silenzio 

‘roar of silence’ (belonging to the silenzio ~ 

rumore ‘silence ~ noise’ pair).  

Most cases, however, were completely new 

oxymorons. Some could have been ideally 

identified with our method based on antonymous 

pairs (e.g. normalmente eccezionali ‘normally 

exceptional’, piangendo rido ‘I laugh crying’, 

caoticamente ordinate ‘chaotically tidy’), but 

many others turned out to be hardly foreseeable 

and heavily dependent on context and on the 

speaker’s beliefs and communicative intentions. 

Take for instance: A Cala del Faro, villaggio 

superchic di Porto Cervo, l’ultimo business è un 

ossimoro applicato al calcio: il ritiro mondano 

‘In Cala del Faro, a superchic village at Porto 

Cervo, the last business is an oxymoron applied to 

football: the social training camp’, where the 

writer emphasizes the contradiction in hosting a 

ritiro ‘training camp’ (lit. retirement) in such a 

voguish and social place like Porto Cervo. Or: vi 

attendono minacciosi decine di ristoranti tibetani, 

praticamente un ossimoro […] non essendo 

propriamente gli altopiani tibetani un paradiso 

dell’enogastronomia ‘[there] tens of threatening 

Tibetan restaurants are waiting for you, basically 

an oxymoron […] since Tibetan uplands are not 

exactly the paradise of food and wine’, where the 

writer’s bad opinion about Tibetan food and wine 

is ironically expressed.  

Therefore, this method might be especially 

promising for identifying creative, highly 

contextual oxymorons. In this respect, social 

media platforms are definitely one of the sources 

to be used for this kind of research, which we 

leave for future studies. 

5 Future challenges 

This short paper illustrates the results of an 

investigation aimed at tracking down oxymoronic 

constructions in corpora of written Italian. Far 

from being exhaustive, this is just a preliminary 

attempt, resulting in an initial list of 376 

oxymorons that needs to be enriched. 

On the one hand, this enrichment may be 

pursued by adding more antonymous pairs under 

the current approach, which however heavily 

relies on manual work at various stages and would 

benefit from a higher degree of automation. 

On the other hand, different methods should be 

devised and tested for the (we suspect) wide set of 

oxymorons that cannot be traced back to 

antonymous pairs. For instance, some oxymorons 

actually contain synonymous or even identical 

elements, within specific structures, such as suoni 

senza suono ‘sounds without sound’ (retrieved 

from itTenTen16). More interestingly, as Gibbs 

(1993: 269) observes, “oxymora are frequently 

found in everyday speech, many of them barely 

noticed as such, for example, ‘intense apathy,’ 

‘internal exile,’ ‘man child,’ ‘loyal opposition,’ 

‘plastic glasses,’ ‘guest host,’ and so on. The 

ubiquity of these figures suggests some underlying 

ability to conceive of ideas, objects, and events in 

oxymoronic terms.” But – we add – it also suggests 

that the detection of these tropes is yet another 

challenge for automatic extraction, especially 

considering that some are heavily contextual.  

Moreover, many oxymorons are “jocular”, as 

Horn (2018) observes, mentioning cases such as 

military intelligence, congressional ethics, 

airplane food and open secrets. Given this, a 

deeper investigation of oxymorons looks even 

more desirable. Beside advancing our knowledge 

of figurative language in general, it would have 

clear benefits for other mainstream challenges in 

NLP, like the detection of humor, irony and 

sarcasm.  
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A Appendix: Italian oxymorons 1.0 

This Appendix contains the lemmatized version 

of the 376 oxymorons we retrieved, ordered by 

“Antonymous pair” (the pairs appear in their 

English translation). As for sentential oxymorons 

displaying variants (cf. Section 3.3), we chose to 

report a single version as representative of all 

variants, for the sake of simplicity. 

 
Italian 

oxymoron 

English 

translation 

Structure Antonymous 

pair 

Corpus 

attiva 

passività 

active passivity A N activity-

passivity 

itTenTen16 

attivamente 

passivo 

actively passive Adv A activity-

passivity 

itTenTen16 

attività 

inattiva 

inactive activity N A activity-

passivity 

itTenTen16 

attività 

passiva 

passive activity N A activity-

passivity 

CORIS + 

itTenTen16 

passiva 

attività 

passive activity A N activity-

passivity 

itTenTen16 

passivamente 

attivo 

passively active Adv A activity-

passivity 

itTenTen16 

passività 

attiva 

active passivity N A activity-

passivity 

CORIS + 

itTenTen16 

coraggiosa 

paura 

brave fear A N bravery-fear itTenTen16 

coraggiosame

nte pauroso 

bravely scared Adv A bravery-fear itTenTen16 

coraggiosame

nte vigliacco 

bravely coward Adv A bravery-fear itTenTen16 

coraggiosame

nte vile 

bravely 

cowardly 

Adv A bravery-fear itTenTen16 

il coraggio 

della paura 

the bravery of 

fear 

N Prep N bravery-fear itTenTen16 

paura 

impavida 

fearless fear N A bravery-fear CORIS 

pauroso 

coraggio 

fearful bravery A N bravery-fear CORIS 

vile coraggio cowardly 

bravery 

A N bravery-fear itTenTen16 

distante 

prossimità 

far proximity A N distance-

proximity 

itTenTen16 

distante 

vicinanza 

far closeness A N distance-

proximity 

itTenTen16 

distanza 

vicina 

near distance N A distance-

proximity 

itTenTen16 

la distanza 

avvicina 

distance brings 

(sth) closer 

S distance-

proximity 

itTenTen16 

la lontananza 

avvicina 

distance brings 

(sth) closer 

S distance-

proximity 

itTenTen16 

la vicinanza 

allontana 

proximity pulls 

(sth) away 

S distance-

proximity 

itTenTen16 

lontana 

vicinanza 

distant 

proximity 

A N distance-

proximity 

itTenTen16 

lontanamente 

vicino 

remotely close Adv A distance-

proximity 

itTenTen16 

lontananza 

vicina 

near distance N A distance-

proximity 

itTenTen16 

prossimità 

distante 

far proximity N A distance-

proximity 

itTenTen16 

prossimità 

distanziante 

distancing 

proximity 

N A distance-

proximity 

itTenTen16 

prossimità 

lontana 

far proximity N A distance-

proximity 

itTenTen16 

prossimità 

remota 

distant 

proximity 

N A distance-

proximity 

itTenTen16 

remota 

prossimità 

distant 

proximity 

A N distance-

proximity 

itTenTen16 
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vicina 

distanza 

near distance A N distance-

proximity 

CORIS + 

itTenTen16 

vicina 

lontananza 

near distance A N distance-

proximity 

itTenTen16 

vicinanza 

distante 

far proximity N A distance-

proximity 

itTenTen16 

vicinanza 

lontana 

distant 

proximity 

N A distance-

proximity 

itTenTen16 

vicinanza 

remota 

remote 

proximity 

N A distance-

proximity 

CORIS 

il vuoto 

riempie 

the void fills 

(sth) up 

S emptiness-

fullness 

CORIS + 

itTenTen16 

pienamente 

svuotato 

fully emptied Adv A emptiness-

fullness 

itTenTen16 

pieno vuoto full void A N emptiness-

fullness 

itTenTen16 

vuoto colmo full void N A emptiness-

fullness 

itTenTen16 

vuoto pieno full void N A emptiness-

fullness 

CORIS + 

itTenTen16 

addolorata 

contentezza 

sorrowful 

gladness 

A N happiness-

unhappiness 

itTenTen16 

allegra 

depressione 

merry 

depression 

A N happiness-

unhappiness 

itTenTen16 

allegra 

disperazione 

merry despair A N happiness-

unhappiness 

itTenTen16 

allegra 

infelicità 

merry 

unhappiness 

A N happiness-

unhappiness 

itTenTen16 

allegra 

tristezza 

merry sadness A N happiness-

unhappiness 

itTenTen16 

allegramente 

depresso 

cheerfully 

depressed 

Adv A happiness-

unhappiness 

itTenTen16 

allegramente 

disperato 

cheerfully 

desperate 

Adv A happiness-

unhappiness 

itTenTen16 

allegramente 

triste 

cheerfully sad Adv A happiness-

unhappiness 

itTenTen16 

allegria 

disperata 

desperate glee N A happiness-

unhappiness 

CORIS + 

itTenTen16 

allegria 

scontenta 

displeased glee N A happiness-

unhappiness 

itTenTen16 

allegria triste sad glee N A happiness-

unhappiness 

itTenTen16 

cupa felicità gloomy 

happiness 

A N happiness-

unhappiness 

CORIS + 

itTenTen16 

disperata 

allegria 

desperate glee A N happiness-

unhappiness 

CORIS + 

itTenTen16 

disperata 

felicità 

desperate 

happiness 

A N happiness-

unhappiness 

itTenTen16 

disperata gioia desperate joy A N happiness-

unhappiness 

itTenTen16 

disperatament

e allegro 

desperately 

merry 

Adv A happiness-

unhappiness 

itTenTen16 

disperatament

e contento 

desperately 

glad 

Adv A happiness-

unhappiness 

itTenTen16 

disperatament

e felice 

desperately 

happy 

Adv A happiness-

unhappiness 

CORIS + 

itTenTen16 

disperatament

e gioioso 

desperately 

joyful 

Adv A happiness-

unhappiness 

itTenTen16 

disperazione 

allegra 

merry despair N A happiness-

unhappiness 

itTenTen16 

dolore gioioso joyful pain N A happiness-

unhappiness 

itTenTen16 

felice 

disperazione 

happy despair A N happiness-

unhappiness 

itTenTen16 

felice 

infelicità 

happy 

unhappiness 

A N happiness-

unhappiness 

itTenTen16 

felice tristezza happy sadness A N happiness-

unhappiness 

itTenTen16 

felicemente 

infelice 

happily 

unhappy 

Adv A happiness-

unhappiness 

itTenTen16 

felicemente 

triste 

happily sad Adv A happiness-

unhappiness 

itTenTen16 

felicità 

disperata 

desperate 

happiness 

N A happiness-

unhappiness 

itTenTen16 

felicità triste sad happiness N A happiness-

unhappiness 

itTenTen16 

gaia 

disperazione 

cheerful despair A N happiness-

unhappiness 

itTenTen16 

gaia tristezza cheerful 

sadness 

A N happiness-

unhappiness 

itTenTen16 

gaiamente 

infelice 

gaily unhappy Adv A happiness-

unhappiness 

itTenTen16 

gioia cupa gloomy joy N A happiness-

unhappiness 

CORIS + 

itTenTen16 

gioia disperata desperate joy N A happiness-

unhappiness 

CORIS + 

itTenTen16 

gioia 

sconsolata 

sorrowful joy N A happiness-

unhappiness 

itTenTen16 

gioia triste sad joy N A happiness-

unhappiness 

CORIS + 

itTenTen16 

gioiosa 

disperazione 

joyful despair A N happiness-

unhappiness 

itTenTen16 

gioiosa 

tristezza 

joyful sadness A N happiness-

unhappiness 

itTenTen16 

gioiosamente 

disperato 

joyously 

desperate 

Adv A happiness-

unhappiness 

itTenTen16 

infelice 

felicità 

unhappy 

happiness 

A N happiness-

unhappiness 

CORIS + 

itTenTen16 

l'allegria (lo) 

fa triste 

cheerfulness 

makes (sb) sad 

S happiness-

unhappiness 

itTenTen16 

la gioia è 

dolore 

joy is pain S happiness-

unhappiness 

itTenTen16 

la tristezza 

(lo) fa allegro 

sadness makes 

(sb) merry 

S happiness-

unhappiness 

itTenTen16 

sconsolata 

allegria 

sorrowful 

cheerfulness 

A N happiness-

unhappiness 

itTenTen16 

triste allegria sad 

cheerfulness 

A N happiness-

unhappiness 

itTenTen16 

triste 

contentezza 

sad gladness A N happiness-

unhappiness 

itTenTen16 

triste felicità sad happiness A N happiness-

unhappiness 

itTenTen16 

triste gaiezza sad gaiety A N happiness-

unhappiness 

itTenTen16 

triste gioia sad joy A N happiness-

unhappiness 

itTenTen16 

tristezza 

allegra 

merry sadness N A happiness-

unhappiness 

itTenTen16 

tristezza felice happy sadness N A happiness-

unhappiness 

CORIS + 

itTenTen16 

acqua ignea igneous water N A hot-cold itTenTen16 

acquoso fuoco watery fire A N hot-cold itTenTen16 

ardente 

ghiaccio 

burning ice A N hot-cold itTenTen16 

ardente 

pioggia 

blazing rain A N hot-cold itTenTen16 

calda 

freddezza 

warm coldness A N hot-cold itTenTen16 

calda fresca hot cold A A hot-cold itTenTen16 

calda neve hot snow A N hot-cold itTenTen16 

caldo freddo hot cold A N hot-cold CORIS + 

itTenTen16 

caldo fresco cool hot N A hot-cold itTenTen16 

caldo gelido gelid hot N A hot-cold itTenTen16 

caldo gelo hot frost A N hot-cold itTenTen16 

caldo ghiaccio hot ice A N hot-cold itTenTen16 

calore freddo cold warmth N A hot-cold CORIS + 

itTenTen16 

calore gelido icy warmth N A hot-cold itTenTen16 

calore 

ghiacciato 

frozen warmth N A hot-cold itTenTen16 

calorosamente 

freddo 

warmly cold Adv A hot-cold itTenTen16 

cocente 

freddo 

searing cold A N hot-cold itTenTen16 

fiamma 

bagnata 

wet flame N A hot-cold itTenTen16 

fiamma 

congelata 

frozen flame N A hot-cold itTenTen16 

fiamma fredda cold flame N A hot-cold CORIS + 

itTenTen16 

fiamma fresca cool flame N A hot-cold CORIS + 

itTenTen16 

fiamma gelida freezing flame N A hot-cold itTenTen16 

fiamma 

glaciale 

glacial flame N A hot-cold itTenTen16 

fredda calda cold hot A A hot-cold itTenTen16 

fredda fiamma cold flame A N hot-cold CORIS + 

itTenTen16 

freddezza 

calda 

warm coldness N A hot-cold itTenTen16 

freddo 

bollente 

scalding cold N A hot-cold itTenTen16 

freddo calore cold warmth A N hot-cold itTenTen16 

freddo 

caloroso 

warm cold N A hot-cold itTenTen16 

freddo fuoco cold fire A N hot-cold CORIS + 

itTenTen16 

freddo 

incandescente 

searing cold N A hot-cold itTenTen16 

freddo torrido scorching cold N A hot-cold itTenTen16 

fresca calura cool heat A N hot-cold itTenTen16 

fresca fiamma cool flame A N hot-cold itTenTen16 

182



 
 

fresco caldo cool hot A N hot-cold itTenTen16 

fresco calore cool warmth A N hot-cold itTenTen16 

fresco fuoco cool fire A N hot-cold itTenTen16 

fuoco acquoso watery fire N A hot-cold CORIS + 

itTenTen16 

fuoco algido cold fire N A hot-cold CORIS + 

itTenTen16 

fuoco 

congelato 

frozen fire N A hot-cold itTenTen16 

fuoco freddo cold fire N A hot-cold CORIS + 

itTenTen16 

fuoco fresco cool fire N A hot-cold itTenTen16 

fuoco gelato frozen fire N A hot-cold itTenTen16 

fuoco gelido icy fire N A hot-cold CORIS + 

itTenTen16 

fuoco 

ghiacciato 

icy fire N A hot-cold itTenTen16 

gelida fiamma freezing flame A N hot-cold itTenTen16 

gelido caldo gelid hot A A hot-cold itTenTen16 

gelido calore icy warmth A N hot-cold itTenTen16 

gelido fuoco icy fire A N hot-cold CORIS + 

itTenTen16 

gelo ardente burning frost N A hot-cold itTenTen16 

gelo bruciante burning frost N A hot-cold itTenTen16 

ghiaccio 

acceso 

burning ice N A hot-cold itTenTen16 

ghiaccio 

ardente 

burning ice N A hot-cold itTenTen16 

ghiaccio 

bollente 

steaming ice N A hot-cold CORIS + 

itTenTen16 

ghiaccio caldo hot ice N A hot-cold CORIS + 

itTenTen16 

ghiaccio 

cocente 

searing ice N A hot-cold itTenTen16 

ghiaccio 

fiammeggiant

e 

flaming ice N A hot-cold itTenTen16 

ghiaccio 

incandescente 

incandescent 

ice 

N A hot-cold itTenTen16 

ghiaccio 

infuocato 

inflamed ice N A hot-cold itTenTen16 

ghiaccio 

rovente 

scorching ice N A hot-cold itTenTen16 

glaciale calore glacial warmth A N hot-cold itTenTen16 

glaciale 

fiamma 

glacial flame A N hot-cold itTenTen16 

grandine 

incandescente 

incandescent 

hail 

N A hot-cold itTenTen16 

grandine 

rovente 

scorching hail N A hot-cold itTenTen16 

il fuoco bagna fire wets (sth) S hot-cold CORIS + 

itTenTen16 

il fuoco 

raffredda 

fire chills (sth) S hot-cold itTenTen16 

il gelo 

infiamma 

frost sets fire S hot-cold itTenTen16 

il ghiaccio 

brucia 

ice burns S hot-cold itTenTen16 

infuocato gelo inflamed frost A N hot-cold itTenTen16 

infuocato 

ghiaccio 

inflamed ice A N hot-cold itTenTen16 

la fiamma 

bagna 

flame wets S hot-cold itTenTen16 

la fiamma 

gela 

flame freezes S hot-cold itTenTen16 

la neve brucia the snow burns S hot-cold itTenTen16 

la pioggia 

infiamma 

the rain sets fire S hot-cold itTenTen16 

neve ardente burning snow N A hot-cold CORIS + 

itTenTen16 

neve bollente steaming snow N A hot-cold itTenTen16 

neve calda hot snow N A hot-cold itTenTen16 

neve 

incandescente 

incandescent 

snow 

N A hot-cold itTenTen16 

neve infuocata inflamed snow N A hot-cold itTenTen16 

pioggia 

ardente 

blazing rain N A hot-cold itTenTen16 

pioggia 

bollente 

steaming rain N A hot-cold itTenTen16 

pioggia 

bruciante 

burning rain N A hot-cold itTenTen16 

pioggia 

incandescente 

incandescent 

rain 

N A hot-cold itTenTen16 

pioggia 

infiammata 

burning rain N A hot-cold itTenTen16 

pioggia 

infuocata 

inflamed rain N A hot-cold CORIS + 

itTenTen16 

pioggia 

rovente 

scorching rain N A hot-cold itTenTen16 

rovente 

ghiaccio 

scorching ice A N hot-cold itTenTen16 

giusta 

ingiustizia 

just injustice A N justice-

injustice 

itTenTen16 

giustamente 

ingiusto 

justly unjust Adv A justice-

injustice 

itTenTen16 

giustizia 

ingiusta 

unjust justice N A justice-

injustice 

CORIS + 

itTenTen16 

ingiusta 

giustizia 

unjust justice A N justice-

injustice 

CORIS + 

itTenTen16 

ingiustizia 

giusta 

just unjustice N A justice-

injustice 

itTenTen16 

l'ingiustizia 

della giustizia 

the injustice of 

justice 

N Prep N justice-

injustice 

itTenTen16 

la morte è vita death is life S life-death itTenTen16 

la morte vive death lives S life-death itTenTen16 

la vita è morte life is death S life-death itTenTen16 

mortalmente 

vivo 

mortally alive Adv A life-death itTenTen16 

morte vitale vital death N A life-death itTenTen16 

morte viva living death N A life-death CORIS + 

itTenTen16 

morte vivente living death N A life-death CORIS + 

itTenTen16 

morto vivente living dead N A life-death CORIS + 

itTenTen16 

morto vivo living dead N A life-death CORIS + 

itTenTen16 

vita morta dead life N A life-death itTenTen16 

vitale morte vital death A N life-death itTenTen16 

viva morte living death A N life-death CORIS + 

itTenTen16 

vivente morte living death A N life-death itTenTen16 

buia luce dark light A N light-dark CORIS + 

itTenTen16 

buio chiarore dark gleam A N light-dark itTenTen16 

buio lucente shining dark N A light-dark itTenTen16 

buio luminoso bright dark N A light-dark CORIS + 

itTenTen16 

chiaramente 

(o)scuro 

brightly dark Adv A light-dark itTenTen16 

chiaramente 

buio 

clearly dark Adv A light-dark itTenTen16 

chiarore scuro dark gleam N A light-dark itTenTen16 

il buio è luce dark is light S light-dark itTenTen16 

il buio 

illumina 

the dark 

illuminates 

(sth) 

S light-dark itTenTen16 

l'oscurità della 

luce 

the darkness of 

the light 

N Prep N light-dark itTenTen16 

l'oscurità 

illumina 

darkness 

illuminates 

(sth) 

S light-dark itTenTen16 

la luce è 

ombra 

light is shadow S light-dark itTenTen16 

la luce è 

tenebra 

light is darkness S light-dark itTenTen16 

la luce oscura light darkens 

(sth) 

S light-dark itTenTen16 

la tenebra 

della luce 

darkness of the 

light 

N Prep N light-dark itTenTen16 

la tenebra è 

luce 

darkness is light S light-dark itTenTen16 

luce (o)scura obscure light N A light-dark CORIS + 

itTenTen16 

luce buia dark light N A light-dark CORIS + 

itTenTen16 

luce oscurante darkening light N A light-dark itTenTen16 

luce tenebrosa gloomy light N A light-dark itTenTen16 

luminosa 

oscurità 

bright darkness A N light-dark itTenTen16 

luminosa 

tenebra 

bright shadow A N light-dark itTenTen16 

luminosament

e oscuro 

brightly dark Adv A light-dark itTenTen16 

oscuramente 

chiaro 

darkly clear Adv A light-dark itTenTen16 

oscuramente 

luminoso 

darkly bright Adv A light-dark itTenTen16 

oscurità 

lucente 

glossy darkness N A light-dark itTenTen16 

oscurità 

luminosa 

bright darkness N A light-dark itTenTen16 

raggiante 

oscurità 

glowing 

darkness 

A N light-dark itTenTen16 
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tenebra 

lucente 

glossy shadow N A light-dark itTenTen16 

tenebra 

luminosa 

bright shadow N A light-dark CORIS + 

itTenTen16 

leggerezza 

pesante 

heavy lightness N A lightness-

heaviness 

CORIS + 

itTenTen16 

leggermente 

pesante 

lightly heavy Adv A lightness-

heaviness 

CORIS + 

itTenTen16 

pesante 

leggerezza 

heavy lightness A N lightness-

heaviness 

CORIS + 

itTenTen16 

amore odiato hated love N A love-hate itTenTen16 

amore odioso hateful love N A love-hate itTenTen16 

amorevole 

odio 

loving hate A N love-hate itTenTen16 

amorevolment

e odioso 

lovely hateful Adv A love-hate itTenTen16 

detestabile 

amore 

awful love A N love-hate CORIS 

l'amore 

detesta 

love despises S love-hate itTenTen16 

l'amore è odio love is hate S love-hate itTenTen16 

l'amore odia love hates S love-hate itTenTen16 

l'odio 

dell'amore 

the hatred of 

love 

N Prep N love-hate itTenTen16 

l'odio è amore hate is love S love-hate itTenTen16 

odiato amore hated love A N love-hate itTenTen16 

odio 

amar(ti/lo) 

I hate to love 

you/it 

S love-hate itTenTen16 

odio 

amorevole 

loving hate N A love-hate itTenTen16 

odio amoroso loving love N A love-hate CORIS + 

itTenTen16 

odiosamente 

amabile 

hatefully lovely Adv A love-hate itTenTen16 

odioso amore hateful love A N love-hate itTenTen16 

ti amo, odio 

mio 

I love you, my 

hate 

S love-hate itTenTen16 

ti odio, amore 

mio 

I hate you, my 

love 

S love-hate itTenTen16 

irreale realtà unreal reality A N reality-

unreality 

CORIS + 

itTenTen16 

irrealmente 

reale 

unreally real Adv A reality-

unreality 

itTenTen16 

irrealtà reale real unreality N A reality-

unreality 

itTenTen16 

la finzione è 

realtà 

pretence is 

reality 

S reality-

unreality 

itTenTen16 

la irrealtà 

della realtà 

the unreality of 

reality 

N Prep N reality-

unreality 

itTenTen16 

la realtà è 

finzione 

reality is 

pretence 

S reality-

unreality 

itTenTen16 

la realtà è 

illusione 

reality is an 

illusion 

S reality-

unreality 

itTenTen16 

la realtà è 

sogno 

reality is a 

dream 

S reality-

unreality 

itTenTen16 

reale irrealtà real unreality A N reality-

unreality 

itTenTen16 

realmente 

irreale 

really unreal Adv A reality-

unreality 

itTenTen16 

realtà irreale unreal reality N A reality-

unreality 

CORIS + 

itTenTen16 

assordante 

silenzio 

deafening 

silence 

A N silence-noise CORIS + 

itTenTen16 

bisbigliante 

silenzio 

whispering 

silence 

A N silence-noise itTenTen16 

boato muto mute thunder N A silence-noise itTenTen16 

eloquente 

silenzio 

eloquent silence A N silence-noise CORIS + 

itTenTen16 

eloquentement

e muto 

eloquently mute Adv A silence-noise itTenTen16 

eloquentement

e silenzioso 

eloquently quiet Adv A silence-noise CORIS + 

itTenTen16 

fragore muto mute racket N A silence-noise itTenTen16 

fragore 

silenzioso 

hushed racket N A silence-noise itTenTen16 

fragorosament

e silente 

loudly silent Adv A silence-noise itTenTen16 

fragorosament

e silenzioso 

loudly quiet Adv A silence-noise CORIS + 

itTenTen16 

fragoroso 

silenzio 

loud silence A N silence-noise CORIS + 

itTenTen16 

gridare silenzi to shout 

silences 

S silence-noise itTenTen16 

gridare 

tacendo 

to shout being 

silent 

V V silence-noise itTenTen16 

grido muto mute shout N A silence-noise CORIS + 

itTenTen16 

grido silente silent shout N A silence-noise itTenTen16 

grido 

silenzioso 

quiet shout N A silence-noise CORIS + 

itTenTen16 

grido taciuto silenced shout N A silence-noise itTenTen16 

il fragore del 

silenzio 

the racket of 

silence 

N Prep N silence-noise itTenTen16 

il grido del 

silenzio 

the shout of 

silence 

N Prep N silence-noise itTenTen16 

il rumore del 

silenzio 

the noise of 

silence 

N Prep N silence-noise itTenTen16 

il silenzio del 

rumore 

the silence of 

noise 

N Prep N silence-noise itTenTen16 

il silenzio è 

rumore 

silence is noise S silence-noise itTenTen16 

il silenzio è un 

grido 

silence is a cry S silence-noise itTenTen16 

il silenzio è un 

urlo 

silence is a 

shout 

S silence-noise itTenTen16 

il silenzio è 

una voce 

silence is a 

voice 

S silence-noise itTenTen16 

il silenzio 

grida 

silence screams S silence-noise CORIS + 

itTenTen16 

il silenzio 

mormora 

silence 

whispers 

S silence-noise itTenTen16 

il silenzio nel 

rumore 

the silence into 

the noise 

N Prep N silence-noise itTenTen16 

il silenzio 

parla 

silence speaks S silence-noise itTenTen16 

il silenzio 

rimbomba 

silence roars S silence-noise itTenTen16 

il silenzio 

risuona 

silence 

resounds 

S silence-noise itTenTen16 

il silenzio urla silence cries S silence-noise itTenTen16 

il suono del 

silenzio 

the sound of 

silence 

N Prep N silence-noise itTenTen16 

l'urlo di/del 

silenzio 

the scream of 

silence 

N Prep N silence-noise itTenTen16 

mormorante 

silenzio 

murmuring 

silence 

A N silence-noise itTenTen16 

mutamente 

eloquente 

dumbly 

eloquent 

Adv A silence-noise itTenTen16 

muto fragore mute racket A N silence-noise itTenTen16 

muto grido mute shout A N silence-noise CORIS + 

itTenTen16 

muto suono mute sound A N silence-noise CORIS + 

itTenTen16 

muto ululato mute howling A N silence-noise itTenTen16 

muto urlo mute cry A N silence-noise itTenTen16 

rumore muto mute noise N A silence-noise CORIS + 

itTenTen16 

rumore 

silenzioso 

quiet noise N A silence-noise itTenTen16 

rumore taciuto silenced noise N A silence-noise itTenTen16 

rumorosament

e silenzioso 

noisily quiet Adv A silence-noise itTenTen16 

rumorosament

e zitto 

noisily mute Adv A silence-noise itTenTen16 

rumoroso 

silenzio 

loud silence A N silence-noise CORIS + 

itTenTen16 

silenzio 

assordante 

deafening 

silence 

N A silence-noise CORIS + 

itTenTen16 

silenzio 

bisbigliante 

whispering 

silence 

N A silence-noise itTenTen16 

silenzio 

eloquente 

eloquent silence N A silence-noise CORIS + 

itTenTen16 

silenzio 

fragoroso 

loud silence N A silence-noise CORIS + 

itTenTen16 

silenzio 

gridato 

shouted silence N A silence-noise itTenTen16 

silenzio 

mormorato 

murmured 

silence 

N A silence-noise itTenTen16 

silenzio 

parlato 

spoken silence N A silence-noise itTenTen16 

silenzio 

rumoroso 

noisy silence N A silence-noise itTenTen16 

silenzio 

sonoro 

resounding 

silence 

N A silence-noise itTenTen16 

silenzio 

urlante 

screaming 

silence 

N A silence-noise itTenTen16 

silenzio urlato screamed 

silence 

N A silence-noise CORIS + 

itTenTen16 

silenziosamen

te assordante 

quietly 

deafening 

Adv A silence-noise itTenTen16 

silenziosamen

te eloquente 

quietly eloquent Adv A silence-noise itTenTen16 

silenziosamen

te rumoroso 

quietly noisy Adv A silence-noise itTenTen16 
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silenzioso 

fracasso 

silent racket A N silence-noise itTenTen16 

silenzioso 

fragore 

silent racket A N silence-noise itTenTen16 

silenzioso 

grido 

silent shout A N silence-noise CORIS + 

itTenTen16 

silenzioso 

rumore 

silent noise A N silence-noise itTenTen16 

silenzioso 

suono 

silent sound A N silence-noise itTenTen16 

silenzioso urlo silent scream A N silence-noise itTenTen16 

suono muto mute sound N A silence-noise itTenTen16 

suono 

silenzioso 

silent sound N A silence-noise itTenTen16 

suono tacito tacit sound N A silence-noise itTenTen16 

sussurro muto mute whisper N A silence-noise itTenTen16 

tacitamente 

eloquente 

tacitly eloquent Adv A silence-noise itTenTen16 

tacito grido tacit shout A N silence-noise itTenTen16 

tacito suono tacit sound A N silence-noise itTenTen16 

taciuto urlo tacit scream A N silence-noise itTenTen16 

urlante 

silenzio 

screaming 

silence 

A N silence-noise itTenTen16 

urlare (stando) 

muto 

to scream 

(staying) mute 

V A silence-noise itTenTen16 

urlare (stando) 

silenzioso 

to scream 

(staying) quiet 

V A silence-noise itTenTen16 

urlare in 

silenzio 

to scream in 

silence 

V Prep N silence-noise itTenTen16 

urlare tacendo to scream being 

silent 

V V silence-noise itTenTen16 

urlato silenzio screamed 

silence 

A N silence-noise itTenTen16 

urlo muto mute scream N A silence-noise CORIS + 

itTenTen16 

urlo silente silent scream N A silence-noise itTenTen16 

urlo silenzioso quiet scream N A silence-noise CORIS + 

itTenTen16 

voce muta mute voice N A silence-noise itTenTen16 

calma veloce quick calm N A slowness-

speed 

itTenTen16 

lenta celerità slow speed A N slowness-

speed 

itTenTen16 

lenta rapidità slow rush A N slowness-

speed 

itTenTen16 

lentamente 

veloce 

slowly fast Adv A slowness-

speed 

itTenTen16 

lentezza 

rapida 

fast slowness N A slowness-

speed 

CORIS 

rapida 

lentezza 

speedy 

slowness 

A N slowness-

speed 

itTenTen16 

veloce calma quick calm A N slowness-

speed 

itTenTen16 

veloce 

lentezza 

fast slowness A N slowness-

speed 

itTenTen16 

velocemente 

lento 

quickly slow Adv A slowness-

speed 

itTenTen16 

acre dolcezza acrid sweetness A N sweetness-

bitterness 

itTenTen16 

amara 

dolcezza 

bitter sweetness A N sweetness-

bitterness 

CORIS + 

itTenTen16 

amaramente 

dolce 

bitterly sweet Adv A sweetness-

bitterness 

itTenTen16 

aspra dolcezza sour sweetness A N sweetness-

bitterness 

itTenTen16 

dolce 

amarezza 

sweet bitterness A N sweetness-

bitterness 

CORIS + 

itTenTen16 

dolcemente 

acido 

sweetly acid Adv A sweetness-

bitterness 

itTenTen16 

dolcemente 

amaro 

sweetly bitter Adv A sweetness-

bitterness 

itTenTen16 

dolcemente 

aspro 

sweetly sour Adv A sweetness-

bitterness 

itTenTen16 

dolcezza 

amara 

bitter sweetness N A sweetness-

bitterness 

CORIS + 

itTenTen16 

dolcezza aspra sour sweetness N A sweetness-

bitterness 

itTenTen16 

guerra 

pacifica 

peaceful war N A war-peace CORIS + 

itTenTen16 

inoffensiva 

guerra 

harmless war A N war-peace itTenTen16 

la guerra è 

pace 

war is peace S war-peace itTenTen16 

la pace è 

guerra 

peace is war S war-peace itTenTen16 

pacifica 

guerra 

peaceful war A N war-peace itTenTen16 

la povertà 

arricchisce 

poverty 

enriches 

S wealth-

poverty 

itTenTen16 

la povertà è 

ricchezza 

poverty is 

wealth 

S wealth-

poverty 

itTenTen16 

la ricchezza 

della povertà 

the wealth of 

poverty 

N Prep N wealth-

poverty 

itTenTen16 

la ricchezza 

impoverisce 

wealth 

impoverishes 

S wealth-

poverty 

itTenTen16 

povera 

ricchezza 

poor wealth A N wealth-

poverty 

CORIS + 

itTenTen16 

poveramente 

ricco 

poorly rich Adv A wealth-

poverty 

itTenTen16 

povertà ricca rich poverty N A wealth-

poverty 

itTenTen16 

ricca povertà rich poverty A N wealth-

poverty 

itTenTen16 

riccamente 

povero 

richly poor Adv A wealth-

poverty 

itTenTen16 

ricchezza 

povera 

poor wealth N A wealth-

poverty 

itTenTen16 
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Abstract

Understanding and identifying humor has
been increasingly popular, as seen by the num-
ber of datasets created to study humor. How-
ever, one area of humor research, humor gen-
eration, has remained a difficult task, with ma-
chine generated jokes failing to match human-
created humor. As many humor prediction
datasets claim to aid in generative tasks, we
examine whether these claims are true. We
focus our experiments on the most popular
dataset, included in the 2020 SemEval’s Task
7, and teach our model to take normal text and
“translate” it into humorous text. We evalu-
ate our model compared to humorous human
generated headlines, finding that our model is
preferred equally in A/B testing with the hu-
man edited versions, a strong success for hu-
mor generation, and is preferred over an intel-
ligent random baseline 72% of the time. We
also show that our model is assumed to be hu-
man written comparable with that of the hu-
man edited headlines and is significantly better
than random, indicating that this dataset does
indeed provide potential for future humor gen-
eration systems.

1 Introduction

Understanding and identifying humor has long
been a goal for natural language understanding
systems (Taylor and Mazlack, 2004; Hempelmann,
2008; Purandare and Litman, 2006; Mihalcea and
Strapparava, 2005), with many attempts seeking to
identify whether a sentence is a joke. These sys-
tems have seen impressive gains in recent years
(Yang et al., 2015; Chen and Soo, 2018), with
systems achieving scores in the mid 90’s. As
such, other areas of humor research have grown in
popularity, including distinguishing between jokes
(Weller and Seppi, 2019) and generating humorous
text (He et al., 2019; Luo et al., 2019).

This rise in popularity has even translated to a

SemEval task of predicting the level of humor in
text (Hossain et al., 2019). In their work, as well
as others (Mihalcea and Strapparava, 2005; Weller
and Seppi, 2019) that seek to understand various
aspects of humor, the authors note that their work
may be influential in helping create systems that
can automatically generate humor. To the best of
our knowledge, however, no work has attempted
to explore whether these humor prediction datasets
encode information that can be used by a generative
system. Instead current systems rely on retrieve-
and-edit models (He et al., 2019) or models based
on word senses (Luo et al., 2019).

The recent works of Hossain et al. (2019, 2020b)
have created pairs of minimal changes that turn a
regular news sentence into a humorous news sen-
tence, by only changing one phrase. Because of
its popularity and impact, as well as the clear in-
sight that can be gained from minimal pair datasets
(Kaushik et al., 2019; Gardner et al., 2020), we
choose to examine the former as an initial explo-
ration of what can be done. Our contributions in-
clude:

• Proposing the first model for humor style
transfer, building a transformer model that
“translates” from regular to humorous En-
glish1

• Examining whether the format of popular hu-
mor prediction datasets can be used to success-
fully generate humorous text. We explore this
through a crowdsourced human evaluation,
showing that our system performs equally
to human edits (a difficult challenge for ab-
stractive generative humor systems) as well as
showing that our model provides more than
random effects

1We publicly release our code and models at
https://github.com/orionw/humorTranslate
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Original Headline Humorous Edit
Meet the wealthy donors pouring millions into
the 2018 elections

Meet the wealthy sadists pouring millions into
the 2018 elections

Trump has the upper hand in North Korea
talks

Trump has the upper hand in North Korea
handshakes

Manhattan DA reportedly dropped felony
fraud case against Trump’s kids after donation
from Trump’s lawyer

Manhattan DA reportedly dropped felony
fraud case against Trump’s kids after donation
from Trump’s doppleganger

Table 1: Example instances of the Humicroedit dataset, containing the original headline and a humorous edited
version. Edited phrase is in bold. Note that the edited headlines are designed to be humorous in light of the original.

2 Related Work

Many humor datasets have been created in order to
explore humor in different circumstances. These
datasets include diverse domains such as puns
(Yang et al., 2015), TV shows (Purandare and Lit-
man, 2006), Ted Talks (Chen and Soo, 2018), and
online forums (Weller and Seppi, 2019, 2020). Hu-
mor prediction has even been included in this year’s
SemEval Task 7 (Hossain et al., 2020a) with hu-
morous data created by online crowdsourcers who
modified news headlines. Concurrent to our work,
Hossain et al. (2020b) generate additional crowd-
sourced data through interactive online games.

In the humor generation area, previous ap-
proaches have relied strongly on templated ap-
proaches for specific types of puns or jokes
(Ritchie, 2005; Binsted et al., 1997; Binsted, 1996),
such as ”I like my coffee like I like my [insert
phrase here].” Others have used templates based
on word similarity or uncommonness to generate
humorous samples (Petrović and Matthews, 2013;
Valitutti et al., 2016). Recent work has started to
break off from the template trend, creating abstrac-
tive models such as an RNN that creates puns (Yu
et al., 2018), a retrieve-and-edit model that adds
surprise to create jokes (He et al., 2019), and a
Pun GAN with a word-sense disambiguater as a
discriminator (Luo et al., 2019). However, none
of these models employ a humorous corpus to gen-
erate their jokes, leading to the question: are they
useful for models attempting to generate humor?

Our work also utilizes methods from stylized text
generation (Fu et al., 2018), where work has shown
success with parallel data (Zhang et al., 2018; Dai
et al., 2019) as well as dealing with the lack of such
data (Prabhumoye et al., 2018; Shen et al., 2017).
These methods, recently employing transformer
models proposed by Vaswani et al. (2017), have
also been applied to formality of language (Etinger

and Black, 2019) and sarcasm (Mishra et al., 2019).
However, to the best of our knowledge we are the
first to use style transfer for humor generation.

3 Experimental Setup

Dataset. In order to explore the utility of recently
published humor corpora, we use the Humicroedit
dataset created by Hossain et al. and used in the
2020 SemEval Task 7, containing more than 15,000
humorous headlines. These headlines were gener-
ated by taking a dataset of normal headlines and
asking crowdsourced workers to make humorous
edits. They specifically limited the workers to a sin-
gle edit, where an edit was defined as the insertion
of a single-word noun or verb to replace an existing
entity or single-word noun or verb. Although our
system will not enforce such strict edits, we use
this data as a training set because of its popularity
and its parallel corpus of minimal edits.

This dataset further assumes that the reader is
aware of the original headline (from already popu-
lar news, for example), so that the additional word
play in the edits will be humorous in light of the
original headlines and topic (example instances are
shown in Table 1). We note that the original Hu-
microedit dataset contains humor ratings for each
crowdsourced edited headline: however, due to the
scarcity of training data we include all headlines
regardless of the humor level rating, as each edited
headline was a human generated attempt at humor.
In order to provide a fair training/test split, we re-
move all instances from the dataset which contain
the same original headline, in order to prevent data
leakage. We then divide the data into an 80/20 train
test split, with 9000 and 2300 instances.
Model2. We build our model similarly to the trans-

2We do not report results from pre-trained models (i.e.
BERT (Devlin et al., 2018), GPT-2 (Radford et al., 2019))
as we want to explore the effects of the HumicroEdit dataset
apart from the effects of pre-training.
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Original President Trumps Golden Age of Trolling
Edited President Trumps Infinite of Trolling
Random President Big Spenders Accentuation Age of Trolling
Translated President Trumps Golden Age of Sassy Trolling

Original How CBS News reported the last national military parade in 1991
Edited How CBS News reported the last national military buffet in 1991
Random How Ides Hemophiliac reported the last national military parade in 1991
Translated How CBS News choreographed the last national military parade in 1991

Original Trump lawyers scramble to prepare for new stage of Russia probe
Edited Trump lawyers scramble to prepare for new stage of dog probe
Random Trump lawyers scramble to prepare for new bailey of Russia probe
Translated Trump lawyers scramble to prepare for new eggs of Russia probe

Table 2: Example instances of all three systems: the human edited headlines, random edits, and our translated edits.
Edited replacements of the original headline are in bold.

A/B Test Ours Other
Translated vs Edited 24 26
Translated vs Random 36* 14

Table 3: Results from A/B testing. * indicates
statistical significance from a one sample test
of proportions

former initially described in Vaswani et al. (2017),
using an encoder-decoder architecture with eight
attention heads and two layers in both encoder and
decoder. We trained on the training set for 200
epochs and manually inspected checkpoint sam-
ples from the training data along the way. We chose
the best performing model from the checkpoints to
generate the samples for our evaluation.

Baseline. To show the effectiveness of our model
on the data, we use a baseline that would gener-
ate similar surprisal effects in headline edits. We
recognize the capacity of the human mind to make
connections when there are none, thus, we want a
baseline that randomly replaces words in a sentence
and relies on that connective ability. However, a
purely random model would be too naive, creating
headlines that are ungrammatical and unintelligible.
Thus, we create an intelligent random model that
probabilistically replaces specific parts of speech
with other words in that same part of speech, capi-
talizing the replacement phrase if the original was
capitalized. We randomly replace nouns, noun-
phrases, verbs, and adjectives, in order to replicate
human edits in the original dataset.

4 Experiments

We use the test set described in Section 3, con-
sisting of over 2k instances. In order to show a
comprehensive view of our model, we compare the
human and random edits with our translated sam-
ples. For convenience in writing, we term these
models edited, random, and translated. We la-
bel the original non-humorous headlines, original.
Example instances of each humor system are dis-
played in Table 2. We attempt to provide instances
showing both positive and negative aspects of the
human edited and random models. Samples ex-
amining limitations of our translation model are
shown in Table 4.

We perform three experiments: a rating task, and
two A/B tests between our model and the other sys-
tems. For each experiment we randomly sample
50 instances from the test set and employ users
from Amazon’s Mechanical Turk for feedback. We
randomize the order of appearance for each trial of
the A/B tests, so that order preference is controlled.
We present the instances to the user and ask them
“Which one of the following changes to this head-
line is more humorous,” giving them the original
headline for comparison. We limit each respondent
to 5 annotations in order to avoid annotator burnout.
The rating tasks are given by displaying an instance
to the user and asking them to rate the headline on
a 1-5 scale for fluency of language and level of
humor. We then ask the user whether or not they
think the headline is human generated. Our final
score for both A/B tests and rating tasks consist of
the average (or mode) of three annotators.
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Figure 1: Results from human evaluation of headline
humor, fluency, and proportion of whether or not they
think it is human generated. Results are gathered from
Mechanical Turk. Error bars indicate two standard er-
rors from the mean.

5 Results

We see the results of the experiments in Table 3
and Figure 1. On the A/B tests, the human edited
version of the original headline was preferred to
the translated version 26 to 24 times, or 52% of
the time. However, our system was preferred to the
intelligent random baseline 36 times to 14, or 72%
of the time. To determine significance, we conduct
one-sample hypothesis tests (α = 0.05), finding
that our model is statistically significant compared
to the random model, but not statistically different
than the human edited version. Although this may
not seem like a positive result at first glance, match-
ing human performance on humor tasks is difficult
to accomplish.

When we examine each headline in isolation, we
find that the unedited human headlines are ranked
significantly higher than all three systems in sen-
tence fluency and proportion of users that thought
the headline was human generated. This is to be
expected, as humor does not always follow stan-
dard grammar rules. In the humor category, we see
that the original headline ranked below the human
edited and translated versions, also as expected.
The random model performed significantly below
all others in almost every task, indicating that the
human edited and translated headlines contained
elements that were more than random associations.
We further see that the translated system performed
statistically similar to the human edited version on
all questions.

Example 1: Repeats
Original: Couple who rented condo to Pruitt

pays fine to D.C.
Edit: Couple who wore wizard to Pruitt

pays to D.C. D.C. D.C.

Example 2: Not Humorous
Original: China says to ban some petroleum

exports to North Korea
Edit: China says to ban some 2005 to

North Korea

Example 3: No Change
Original: California to sue Trump administra-

tion for repeal of fracking rules
Edit: California to sue Trump administra-

tion for repeal of fracking rules

Table 4: Examples of poor performing samples from
the humor translation model

We see instances in Table 4 where the translation
system failed to generate a humorous edit. We
observed the following categories of failure in the
model: failure to change the sentence, repeated
words, and non-humorous edits. From a manual
inspection of a random sample of 100 instances,
these errors occurred less than 5% of the time.

We see that despite the above mentioned limi-
tations, our humor translation model matches the
performance of human generated edits. As humor
is a a linguistic phenomenon that depends upon
the human receiving it to appreciate the humor, it
is difficult to generate humor that is better than
human generated content. However, our results
indicate that the HumicroEdit dataset of pairs com-
bined with our translation model is able to provide
creative ways of reformulating headlines. As this
work is exploratory and non-exhaustive, this gives
a positive signal that the communities’ efforts in
humor collection have strong potential for further
advances in humor generation.

6 Conclusion

In this work, we explored whether humor predic-
tion data, such as the HumicroEdit dataset from
SemEval Task 7, could be used to generate hu-
mor, examining whether this humor provides more
than random surprisal effects. We use these human
edited headlines as training for a machine transla-
tion system that automatically “translates” normal
headlines into humor. We then build a intelligent
random system as a baseline, showing that our gen-
erative headlines are significantly better than ran-
dom effects, illustrating that our results are due to
more than spurious correlations. We further find
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that our system’s humorous headlines are preferred
equally with those of the human generated edits,
with equal proportions of crowdsourcers thinking
these headlines are human generated and humor-
ous. As this initial positive result shows that a
humor prediction dataset can be used successfully
for generating humor, we hope that future genera-
tive systems for humor will consider utilizing and
improving from such resources.
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Abstract
This paper describes systems submitted to the
Metaphor Shared Task at the Second Work-
shop on Figurative Language Processing. In
this submission, we replicate the evaluation of
the Bi-LSTM model introduced by Gao et al.
(2018) on the VUA corpus in a new setting:
TOEFL essays written by non-native English
speakers. Our results show that Bi-LSTM
models outperform feature-rich linear models
on this challenging task, which is consistent
with prior findings on the VUA dataset. How-
ever, the Bi-LSTM models lag behind the best
performing systems in the shared task.

1 Introduction

In today’s globalized world, text in a given lan-
guage is not always written by native speakers. It is
therefore important to evaluate to what degree NLP
models and tools developed and evaluated primar-
ily on edited text written and aimed at native speak-
ers port to non-native language. The Metaphor
Detection Shared Task at the Second Workshop on
Figurative Language Processing offers the opportu-
nity to perform such an evaluation on a challenging
genre: argumentative essays written by non-native
speakers of English as part of the Test of English
as a Foreign Language (TOEFL).

We participate in the TOEFL ALLPOS task, a
sequence labeling task where each word in running
task is labeled with one of two tags: metaphorical
(M) or literal (L). While the best-performing sys-
tem described in this paper was submitted to other
sections of the shared task, we focus on reporting a
wider range of results for the TOEFL ALLPOS task.

Context determines whether a word or phrase is
being used in a metaphorical sense. Consider an
example from the TOEFL dataset: “The world is a
huge stage and nearly everybody is an actor.” The
words “stage” and “actor” are used metaphorically
to analogize the world to a stage and individuals

to actors on that stage. A literal usage of these
two words would be “The actor walked across
the stage.”, because “actor” and “stage” both oc-
cur within the context of a theatrical performance,
which also matches the context of the sentence.

Beigman Klebanov et al. (2018) establish base-
lines for metaphor detection on TOEFL essays us-
ing feature-rich logistic regression classifiers, and
show that use of metaphors is a strong predictor
of the quality of the essay. The same year, Gao
et al. (2018) establish a new state-of-the-art with a
simple Bi-LSTM model on the VUA dataset drawn
from multiple genres in the British National Cor-
pus (BNC). Their approach departed from prior
models built on linguistically motivated features
(Turney et al., 2011; Hovy et al., 2013; Tsvetkov
et al., 2014), visual features (Shutova et al., 2016)
or learning custom word embeddings (Stemle and
Onysko, 2018; Mykowiecka et al., 2018), and
showed that contextualized word representations
from Bi-LSTM can be more effective.

In this work, we investigate whether Gao et al.
(2018)’s findings can be replicated when detect-
ing metaphors in TOEFL essays rather than the
BNC. In addition, we attempt to answer the follow-
ing question: do contextualized word representa-
tions from a Bi-LSTM model detect metaphorical
word use more accurately than feature-rich linear
models? On the one hand, Bi-LSTM sequence
labelers have proven quite successful at learning
task-specific representations for many NLP prob-
lems. On the other hand, text written by non-native
speakers of varying proficiency might include more
variability that harms the models ability to learn
useful contextual representations.

Our results show that Bi-LSTMs with word em-
bedding inputs outperform feature-rich linear clas-
sifiers as in prior work, but their performances lag
behind that of the top performing submissions in
the shared task.
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Train Test
Sentences 2741 968
Labeled Tokens 26647 9014
Labeled Tokens (+) 1878 -
Labeled Types 5587 2746

Table 1: TOEFL ALLPOS statistics for the provided
training data (train) and the blind evaluation set (test).

2 Task Overview

The goal of the task is to accurately predict whether
words are used in a literal or metaphorical sense in a
sequence labeling setting. As shown in Table 1, the
literal tokens heavily outnumber the metaphorical
ones. To account for this imbalance, submissions
are evaluated using the F1 score for the positive
class (metaphorical). In the table, a “token” refers
to a labeled word in the data (not all words are
assigned labels/features). We will refer the reader
to the shared task description paper for a detailed
description of the task.

In addition to metaphor annotations, the corpus
comes with pre-extracted features from Klebanov
et al. (2015), labeled as Provided features in Table
2. These features include unigrams, Stanford POS
tags, binned mean concreteness values (Brysbaert
et al., 2013), and Topic-Latent Dirichlet Allocation
(Blei et al., 2003). Unlabeled tokens are assigned
a literal classification and values of zero for all
non-word embedding features.

3 System Configurations

3.1 Classifiers
We ran our internal experiments using a simple
baseline and two classifier architectures.The imple-
mentation, written in Python, will be made publicly
available on Github. 1

Baseline As a baseline (BL), we predict the prob-
ability p(w) of a word lemma w to be positive
(metaphorical) as mw/cw, where mw and cw are
the number of positive occurrences and total oc-
currences of w respectively in the training data.
If cw = 0 (the word was not encountered during
training), we automatically assign a negative (lit-
eral) prediction.

Linear Classifiers We use a logistic regression
(LR) classifier implemented using scikit-learn (Pe-
dregosa et al., 2011) with default training settings

1https://github.com/imkevinkuo/metaphor-toefl.

Feature Dim. Name
Word embeddings
GE 1324 GloVe + ELMo vectors
Provided features
UL 5027 Unigram lemma
P 17 Stanford POS
WN 15 WordNet verb senses
T 100 Topic-LDA
C 34 Concreteness bins
CD 66 Concreteness difference

Table 2: Features available for use.

(LBFGS solver with L2 penalization). We predict a
binary classification for each token independently,
ignoring other predictions and features in the se-
quence.

Bi-LSTM Following Gao et al. (2018), we use a
Bidirectional LSTM as a sequence labeler, simply
using a feed-forward neural network to make a bi-
nary prediction at each time step, using the contex-
tualized representations learned by the Bi-LSTM
as input. Predictions are made for each sentence in
an essay, independently of the document context.
Our experiments are based on the implementation
by Gao et al., with modifications to the code in
order to apply their model to the TOEFL data and
to incorporate different combinations of features.

The LSTMs have a hidden size of 300 units
for each direction. Concatenating the forward and
backward representations yields a 600-dimensional
output. We feed this output through a single-layer
(2 units) feedforward neural network and apply a
softmax function, which outputs a probability dis-
tribution for the two output classes. Dropout is
applied to the LSTM input (p = 0.5) and from
LSTM output to the linear layer (p = 0.1). The
models are trained using the Adam algorithm, with
learning rates of η = 0.005 and 0.001 for epochs
0− 10 and 11− 20, respectively.

3.2 Features

We experimented with different input features
within each model architecture, which are sum-
marized in Table 2.

We obtain word embedding features for each
word type by concatenating GloVe (Pennington
et al., 2014) and ELMo (Peters et al., 2018) word
embeddings into a 1324-dimensional vector, shown
as “GE” in Table 2.

All the other features were provided with the
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Model Features Used P R F1 Test F1
BL - 64.3 52.6 57.7 54.5
LR UL 55.2 51.9 53.3 52.4

UL, P, WN, T, C, CD 58.4 54.1 55.7 50.5
GE 58.7 63.0 60.5 -
GE, UL 55.7 60.6 57.9 56.5
GE, UL, WN, CD 61.0 61.7 60.7 -

LSTM UL, P, WN, T, C, CD 50.6 30.5 38.0 -
GE 69.3 65.0 66.8 58.2
GE, UL 73.3 61.9 67.1 60.9
GE, UL, WN, CD 73.8 60.4 66.3 -

Table 3: Summary of results based on 5-fold cross validation on the unmodified training set (P,R,F1) as well as
evaluation on the blind test set on CodaLab (Test F1).

TOEFL ALLPOS dataset, which we will refer to as
‘provided’ features. With the exception of Topic-
LDA (T), all of them are represented with one-hot
encodings (UL, P) or a vector of binary values
(WN, C, CD).

Various combinations of all these features were
concatenated together to form the input data on
which we trained and evaluated the classifiers de-
scribed above.

3.3 Data Versions
Default Data We first build classifiers on the
data as processed by the organizers, with the pro-
vided tokenization and no additional processing.

Since the TOEFL essays are written by non-
native English speakers, many sentences contain
misspellings or grammatical errors, such as “The
problems of the pollution is one of the most ones
of this century.” We experiment two strategies to
address these sources of variability.

Spelling Correction We created a cleaned ver-
sion of the dataset using the Python pyspellchecker
library, which finds a given word’s minimum Lev-
enshtein distance neighbor in the OpenSubtitles
corpus. In total, we replaced 1536 (train) and 492
(test) misspelled tokens in the data.

Error Injection Anastasopoulos et al. (2018)
showed that adding synthetic grammatical errors
to training data improves neural machine transla-
tion of non-native English to Spanish text. To in-
vestigate the effect of such methods on metaphor
detection, we separately inject the following errors
(if applicable) into three copies of each training
sentence and append them to the training set:

• RT: Missing determiner (includes articles)

• PREP: Missing preposition

• NN: Flipped noun number

For simplicity, unlike Anastasopoulos et al. we
did not randomly replace determiners or preposi-
tions with another member of their confusion set.
Instead, we simply removed the word from the
sentence.

3.4 Evaluation Settings
When training the logistic regression and Bi-LSTM
classifiers, we ran cross-validation (k = 5) and
used early stopping to select a final test model
based on validation loss. We then selected a proba-
bility threshold that maximized our F1 score on the
validation data before finally making predictions
on the test set.

For our baseline model, we used the same model
selection technique without early stopping, as there
is no ‘training’ iteration involved in the baseline.

4 Results

4.1 Impact of Classifier and Feature Choice
We first compare classifiers and features when train-
ing on the default data. Table 3 includes our inter-
nal results averaged across 5-fold cross-validation
on the training set, and for a subset of the models,
results on the blind evaluation test set taken from
official leader board on CodaLab.

The baseline model performs well on both the
testing and validation sets, which suggests that
the identify of the word is a strong indicator of
metaphorical use even before taking context into
account, for the TOEFL data as for other genres.
Surprisingly, the linear classifiers that did not use
word embedding features did not improve over the
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baseline, despite the fact that they include the iden-
tity of the current lemma (UL). The only models
that produced improvements over the baseline on
average used GloVe and ELMo embeddings. Addi-
tionally, the effect of adding the provided features
is inconsistent - in some cases, performance de-
grades, but in others, it improves.

The difference in F1 score between Bi-LSTM
and LR models is primarily due to precision:
The Bi-LSTM models that use word embeddings
achieve higher precisions than the logistic regres-
sion models, while the differences in recall are
small. This constrasts with the findings of Gao et al.
(2018) on the VUA dataset, where the Bi-LSTM
model primarily benefited recall over precision.

The best results overall are obtained with the
Bi-LSTM models that use GloVe and ELMo input.
Interestingly, adding unigram lemma features (UL)
further improves precision and the expense of a
small decrease in recall, and overall yields the best
F1 both by cross-validation and on the official test
set. As expected, Bi-LSTM performance degrades
heavily when trained on only the dataset-provided
features. Investigating better ways to incorporate
these features would be a useful direction for future
research. Finally, Table 5 shows our best model’s
performance, broken down by Penn Treebank POS
tags: F1 scores are the highest for verbs and lowest
for nouns, mostly due to worse recall for nouns
than for verbs.

4.2 Impact of Addressing Spelling and
Grammatical Errors

Spell-checking and error injection experiments
have an inconsistent impact. As shown in 4, this
additional data processing improves the F1 score
of the Logistic Regression model most. For the Bi-
LSTM, spell-checking the data yields a small F1
improvement when using cross-validation, and no
significant difference on the official test set (60.9 vs.
61.0). Injecting artificial errors leads to a small F1
decrease with cross-validation and was therefore
not tested on the official test set.

5 Official Submission

Our best submission on the leaderboard is a Bi-
LSTM network trained on a spell-checked dataset
embedded with GloVe, ELMo, and one-hot un-
igram lemma vectors. This model yields an F1
score of 0.610, which is slightly below the median
score of 0.653.

Model Data P R F1 Test F1
BL Base 64.3 52.6 57.7 54.5

Spell 60.6 54.7 57.4 54.3
LR Base 55.7 60.6 57.9 -

Spell 60.5 62.4 61.3 -
Errors 58.7 62.5 60.5 -

LSTM Base 73.3 61.9 67.1 60.9
Spell 70.5 65.5 67.9 61.0
Errors 70.8 63.5 66.8 -

Table 4: Comparison of averaged 5-fold cross valida-
tion results (P,R,F1) on the original text (Base), spell
checked data (Spell) and error injected data (Error), as
well as evaluation on the blind test set on CodaLab
(Test F1). non-BL models use the GE and UL features.

POS # % M P R F1
NN 8498 4.8 75.8 54.7 63.5
NNS 4328 2.4 72.2 50.0 59.1
JJ 4024 8.6 83.0 63.8 72.1
VB 2715 16.2 77.8 78.8 78.3
RB 1998 3.2 86.7 68.4 76.5
VBP 1402 6.6 68.2 78.9 73.2
VBG 1188 11.5 73.9 70.8 72.3

Table 5: Evaluation of best Bi-LSTM model per POS
tag via cross-validation. We show statistics (count, %
metaphoric) for the training set. Only POS tags with
more than 1000 occurrences are displayed.

6 Conclusion

In summary, our experiments replicate existing
metaphor detection models in the new settings pro-
vided by the TOEFL ALLPOS task. Adding GloVe
vectors and ELMo contextual embeddings helped
push the performance of the logistic regression
model over a simple frequency baseline. The use
of a Bi-LSTM network in combination with GloVe,
ELMo, and one-hot unigram lemma vectors yields
the highest performance out of all the models tested.
This confirms the benefits of contextual representa-
tions learned by the Bi-LSTM for metaphor detec-
tion highlighted by Gao et al. (2018) on the VUA
dataset. However, the more challenging TOEFL

ALLPOS data also shows the limitation of the Bi-
LSTM model, which yields smaller improvements
over the baseline than on VUA, and lags behind the
best systems on the shared task leader board.
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Abstract

In this paper we present a novel resource-
inexpensive architecture for metaphor detec-
tion based on a residual bidirectional long
short-term memory and conditional random
fields. Current approaches on this task rely
on deep neural networks to identify metaphor-
ical words, using additional linguistic features
or word embeddings. We evaluate our pro-
posed approach using different model config-
urations that combine embeddings, part of
speech tags, and semantically disambiguated
synonym sets. This evaluation process was
performed using the training and testing par-
titions of the VU Amsterdam Metaphor Cor-
pus. We use this method of evaluation as refer-
ence to compare the results with other current
neural approaches for this task that implement
similar neural architectures and features, and
that were evaluated using this corpus. Results
show that our system achieves competitive re-
sults with a simpler architecture compared to
previous approaches.

1 Introduction

This paper presents a new model for automatic
metaphor detection which has participated at the
FigLang 2020 metaphor detection shared task
(Leong et al., 2020). Our approach, which is based
on neural networks, has been developed in the
framework of the research project MOMENT (Coll-
Florit et al., 2018), a project devoted to the analysis
of metaphors in mental health discourses.

As it is well known in Cognitive Linguistics, a
conceptual metaphor (CM) is a cognitive process
which allows to understand and communicate an
abstract or diffuse concept in terms of a more con-
crete one (cf. e.g. Lakoff and Johnson (1980)).
This process is expressed linguistically by using
metaphorically used words (MUW).

The study of metaphor is a prolific area
of research in Cognitive Linguistics, being the

Metaphor Identification Procedure (MIP) (Praggle-
jaz Group, 2007) and its derivative MIPVU (Steen
et al., 2019) the most standard methods for manual
MUW detection. MIPVU is the method that was
used to annotate the VU Amsterdam Metaphor Cor-
pus (VUA corpus), used in FigLang 2020. More-
over, in the area of Corpus Linguistics, some meth-
ods have been developed for a richer annotation of
metaphor in corpora (Ogarkova and Soriano Sali-
nas, 2014; Shutova, 2017; Coll-Florit and Climent,
2019).

CM is pervasive in natural language text and
therefore it is crucial in automatic text understand-
ing (Shutova, 2010). For this reason automated
metaphor processing has become an increasingly
important concern in natural language process-
ing, as shown by the holding of the Metaphor in
NLP workshop series (at NAACL-HLT 2013, ACL
2014, NAACL-HLT 2015, NAACL-HLT 2016 and
NAACL-HLT 2018) and a growing body of re-
search — see Veale et al. (2016) and Shutova
(2017) for quite recent reviews.

Automatic metaphor processing involves two
main tasks: identifying MUW (metaphor detection
or recognition) and attempting to provide a seman-
tic interpretation for the utterance containing them
(metaphor interpretation). This work deals with
metaphor detection.

This problem has been mainly approached in
the last decade by supervised and semi-supervised
machine learning techniques but recently this
paradigm has largely shifted to the use of deep
learning algorithms, such as neural networks.
Leong et al. (2018) report that all but one of partici-
pating teams on the 2018 VUA Metaphor Detection
Shared Task used this kind of architectures. Our
system follows this trend by trying to improve on
previous neural network methods.

Below we describe the main related works (sec-
tion 2). Next we present our methodology and

197

https://doi.org/10.18653/v1/P17


model (section 3), experiments (section 4) and re-
sults (Section 5). We finish with the discussion and
our overall conclusions (sections 6 and 7).

2 Background

Research on metaphor recognition and interpreta-
tion is changing from the use of features (linguis-
tic and concreteness features), classical methods
(as generalization, classification and word associ-
ations) and the use of theoretical principles (con-
struction grammar, frame semantics and conceptual
metaphor theory) to neural networks and other deep
learning techniques.

Concreteness features are used by Klebanov et al.
(2015) along with re-weighting of the training ex-
amples to train a supervised machine learning sys-
tem. The trained system is able to classify all con-
tent words of a text in two groups: metaphorical
and non-metaphorical.

Klebanov et al. (2016) study the metaphoricity
of verbs using semantic generalization and classifi-
cation using word forms, lemmas and several other
linguistic features. They demonstrated the effec-
tiveness of the generalization from orthographic
unigrams to lemmas and the combination of lem-
mas and semantic classes based on WordNet. They
also used automatically generated clusters to com-
bine with unigram lemmas getting a competitive
performance.

The Meta4meaning (Xiao et al., 2016) metaphor
interpretation method uses word associations ex-
tracted from a corpus to retrieve approximate prop-
erties of concepts and provide interpretations for
nominal metaphors of the form NOUN1 is [a]
NOUN2 (where NOUN1 is the tenor and NOUN2

the vehicle). Metaphor interpretation is obtained
as a combination of the saliences of the properties
to the tenor and the vehicle. Combinations can
be aggregations (the product or sum of saliences),
salience difference or a combination of the results
of the two. As an output, Meta4meaning provides
a list of interpretations with weights.

The automatic metaphor detection system
MetaNet (Hong, 2016) has been designed apply-
ing theoretical principles from construction gram-
mar, frame semantics, and conceptual metaphor
theory. The system relies on a conceptual network
of frames and metaphors.

Rosen (2018) developed an algorithm using
deep learning techniques that uses a representa-
tion of metaphorical constructions in an argument-

structure level. The algorithm allows for the iden-
tification of source-level mappings of metaphors.
The author concludes that the use of deep learning
algorithms with the addition of construction gram-
matical relations in the feature set improves the
accuracy of the prediction of metaphorical source
domains.

Wu et al. (2018) propose to use a Convolu-
tional Neural Network - Long-Short Term Memory
(CNN-LSTM) with a Conditional Random Field
(CRF) or Softmax layer for metaphor detection in
texts. They combine CNN and LSTM to capture
both local and long-distance contextual informa-
tion to represent the input sentences. Meanwhile,
Mu et al. (2019) argue that using broader discourse
features can have a substantial positive impact for
the task of metaphorical identification. They ob-
tain significant results using document embeddings
methods to represent an utterance and its surround-
ing discourse. With this material a gradient boost-
ing classifier is trained.

Other works for specific tasks within the scope
of metaphor recognition, such as detecting the
metaphoricity of adjective-noun (AN) pairs in En-
glish as isolated units, include the works by Turney
et al. (2011), Gutierrez et al. (2016), Bizzoni et al.
(2017), and Torres Rivera et al. (2020). The main
goal of this task is to classify AN collocations us-
ing external and internal linguistic features, or tech-
niques such as transfer learning along with word
embeddings.

We propose a model that uses residual bidirec-
tional long short-term memory (biLSTM) with a
CRF, using ELMo embeddings along with addi-
tional linguistic features, such as part of speech
tags (POS) and semantically disambiguated Word-
Net1 synonym sets (synsets) (Fellbaum and Miller,
1998). Our model could be grouped in the same
category as the aforementioned approaches: deep
neural networks models for metaphor detection.

3 Model Description

Most of the approaches mentioned in section 2
used the VUA corpus (Steen et al., 2010) in order
to carry out model training and testing. They di-
vided the training and test sets according to the
VUA Metaphor Detection Shared Task specifica-
tions. To train and test our model we used the VUA
corpus partitions, using ELMo embeddings to rep-
resent words and lemmas, and POS and synsets as

1Freeling implements WordNet version 3.0.
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additional linguistic features. ELMo (Embeddings
from Language Models) embeddings (Peters et al.,
2018) are derived from a bidirectional language
model (biLM) and they are contextualized, deep
and character based. ELMo embeddings have been
successfully used in several NLP tasks.

To process the VUA corpus we used the Natural
Language Toolkit (NLTK) (Loper and Bird, 2002)
for Python, with this tool we performed tokeniza-
tion, lemmatization, and POS tagging. Then we
used Freeling (Padró and Stanilovsky, 2012) to ob-
tain the respective synset of each token. Although
NLTK provides a method for obtaining synsets –
using POS tags or Lesk’s Algorithm–, Freeling
implements UKB (Agirre et al., 2014), a graph-
based word sense disambiguation (WSD) algorithm
that is used to obtain semantically disambiguated
synsets. These features along the ELMo embed-
dings were used –in different configurations– as
input for our model. We set a sequence padding
value equal to 116, which is the maximum sentence
length observed in the corpus. This process nor-
malizes the input in order to train in batches, but
might contribute to sparsity on training data.

We used one-hot encoded representation for
POS, and computed local 100-dimension embed-
dings for synsets. In the case of POS, we have a
small set of tags (43), and therefore resulting in
a low dimensionality of the one-hot embeddings.
For synsets, the computation of local embeddings
provides the semantically disambiguated relations
that exist between the units that compose the train-
ing data. These embeddings, in addition with their
EMLo counterparts, shall provide enough contex-
tual and semantic data to understand metaphorical
instances of words.

The main architecture of our model (shown in
Figure 1) is composed by a residual biLSTM (Kim
et al., 2017; Tran et al., 2017) for sequence labeling.
One of the particularities of this architecture lies
in the implementation of an additive operation that
takes the outputs from each biLSTM layer and
combines them to calculate the residual connection
between them, in order to obtain previously seen
information from both instances.

After computing the residual connection from
both biLSTM layers, our model includes a dropout
layer, followed by a time distributed layer in which
a dense activation with 2 hidden units to each
timestep is applied. We used ReLU (Nair and Hin-
ton, 2010) as activation function in combination

with a He-normal (He et al., 2015) kernel initializa-
tion function for the time distributed layer, which
results in a zero-mean Gaussian distribution with
a standard deviation equal to

√
2
n̂l

. Finally, after
the time distributed layer we used a conditional
random field (CRF) implemented for sequence la-
beling (Lafferty et al., 2001).

Figure 1: Summarized model diagram.

Given that the VUA corpus is composed by
more negative –or literal– labels than positive –or
metaphoric– labels, and that the sequence padding
process added non-informative features to the in-
put array, we opted to treat the training partition
as an imbalanced dataset. We selected the Nadam
optimizer (Dozat, 2016), which is based on Adam
(Kingma and Ba, 2014) and tends to perform better
with sparse data. This last optimization algorithm
has two main components: a momentum and an
adaptive learning rate component. Nadam modifies
the momentum component of Adam using Nes-
terov’s accelerated gradient (NAG). The Nadam
update rule can be written as follows:

wt+1 = wt − α√
ŵt + ε

(
β1m̂t +

1− β1
1− βt

1

· ∂L
∂wt

)
(1)

4 Experiments

To carry out the evaluation of our model we used
the train and test splits provided in VUA shared task
partitions (Shutova, 2017). In order to obtain a val-
idation split we divided the training partition using
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the following percentages: 80% for training 20%
for validation. With these partitions, we trained
a total of 6 different model configurations: words
and POS (W+POS); lemmas and POS (L+POS);
words, POS and synsets (W+POS+SS); lemmas,
POS and synsets (L+POS+SS); words, lemmas and
POS (WL+POS); and words, lemmas, POS and
synsets (WL+POS+SS).

In all cases we used the same training parameters,
all model configurations were trained in batches
for 5 epochs, using a learning rate = 0.0025. Then,
the resulting models were evaluated –using the pre-
cision, recall and F1 score metrics– on both the all
POS metaphor detection task and the metaphoric
verbs detection task.

5 Results

Regarding the all POS prediction task (Table 1) ,
the L+POS+SS model had the best performance
with a 0.5729 in precision, 0.6027 in recall and
an F1 score equal to 0.5874. Overall, all config-
uration obtained a mean F1 score of 0.58 being
the WL+POS model the one with the lowest score
(0.5615). Regarding the recall score, the highest
observed value was obtained by the W+POS+SS
model, with a recall equal to 0.6438.

Model Precision Recall F1

W+POS 0.5635 0.6098 0.5857
W+POS+SS 0.5313 0.6438 0.5822

L+POS 0.5685 0.5956 0.5817
L+POS+SS 0.5729 0.6027 0.5874

WL+POS 0.5064 0.6302 0.5615
WL+POS+SS 0.5601 0.6174 0.5873

Table 1: All POS task model comparison.

It could be said that a less diverse lexicon ob-
tained by using lemmas instead of words to obtain
embeddings, helped to improve the performance of
the L+POS+SS model. Nevertheless, when com-
paring the W+POS and L+POS configuration, both
obtained similar results, with less than 1% differ-
ence in performance between them. Meanwhile,
when comparing the W+POS+SS and L+POS+SS
models, it can be observed that both models ob-
tained similar F1 scores, but a variation of 4% be-
tween the precision and recall that favours preci-
sion in the L+POS+SS model, and recall in the
W+POS+SS model.

In the case of the metaphoric verb labeling task
(Table 2), the W+POS model obtained the best

scores in precision and F1 score (0.6695 and 0.6543
accordingly), while the W+POS+SS model ob-
tained the highest recall value (0.7032). Overall,
the mean F1 score of all configurations was equal
to 0.6411, being the WL+POS the poorest perform-
ing configuration with a F1 score of 0.6101. In a
similar way to the all POS task, the W+POS+SS
and L+POS+SS configurations obtained precision
and recall scores with a difference of 6% in both
metrics.

Unlike in the all POS task, combining features
did not improve the performance of the models
for verbs labeling. While using synsets to disam-
biguate the meaning of the different words or lem-
mas that were fed to the model, using ELMo em-
beddings and POS tags yielded better results in
this task. One of the possible explanations for this
behavior could be that verbs tend to be more pol-
ysemous than nouns and, therefore, obtain greater
benefit from this feature. According to WordNet
statistics2, verbs have an average polisemy index
of 2.17, while nouns have an average of 1.24.

Model Precision Recall F1

W+POS 0.6695 0.6397 0.6543
W+POS+SS 0.5933 0.7032 0.6436

L+POS 0.6398 0.6413 0.6405
L+POS+SS 0.6544 0.6474 0.6509

WL+POS 0.5576 0.6735 0.6101
WL+POS+SS 0.6201 0.6779 0.6477

Table 2: Verbs task model comparison.

It can be observed the all POS models set the
W+POS architecture has a higher precision in com-
parison to the W+POS+SS configuration. This
behaviour can also be observed in the Verbs task
model set, where both configurations obtained the
higher values for these metrics. On one hand,
the W+POS classifier captures fewer instances of
metaphoric words, but most of the metaphors it
classifies are true positives whereas, on the other
hand, the W+POS+SS is a greedier model that cor-
rectly classifies metaphors but its predictions tend
to include instances of false negatives.

Such variation might be caused by the inclu-
sion of synsets as training feature: when additional
senses are linked to each training word, they pro-
vide a polysemous representation of words and
cause an increase in semantic patterns for both

2https://wordnet.princeton.edu/
documentation/wnstats7wn
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metaphoric and literal tokens. These semanti-
cally disambiguated patterns broaden the prediction
scope of the model, as words with similar senses
might occur in similar contexts. While the W+POS
architecture correctly predicts metaphors to a cer-
tain degree, its scope is more precise but narrower
than the W+POS+SS architecture in which words
–particularly verbs– have a variety of senses that im-
prove the recall metric at the expense of predicting
literal tokens as metaphoric when compared to the
W+POS model.

6 Discussion

Our proposed architecture has similarities to other
current approaches such as Wu et al. (2018) who
propose a LSTM with Softmax model, and Mu
et al. (2019) who implement an XGBoost classifier
using ELMo embeddings. In comparison to these
approaches, our model shows an improvement in
precision on the verb labeling task with a value
equal to 0.6695, while Mu et al. (2019) reported
a precision score of 0.6003, and Mu et al. (2019)
a precision equal to 0.589. Nevertheless Wu et al.
(2018) reported the highest F1 score (0.671), and
Mu et al. (2019) the highest recall (0.771).

All POS task
Model Precision Recall F1

Wu et al. (2018) 0.608 0.700 0.651
L+POS+SS 0.5729 0.6027 0.5874

Verbs task
Wu et al. (2018) 0.600 0.763 0.671
Mu et al. (2019) 0.589 0.771 0.668

W+POS 0.6695 0.6397 0.6543

Table 3: Comparison with other current approaches.

Regarding the all POS labeling task, the model
presented by Wu et al. (2018) performs better in
all metrics, with a difference of 3% in precision,
10% in recall and 8% in F1 score. It has to be noted
that our model presents a simpler architecture (as
shown in section 3). Wu et al. (2018) trained their
model using 200 biLSTM hidden states and 100
CNN units for 15 epochs, and trained it 20 times
using an ensemble method. On the other hand, the
most simple W+POS architecture that we presented
takes an average time of 5 minutes by epoch4 to

3Both authors reported metric results using three digits.
4The model was trained using a shared NVIDIA Tesla

P100 GPU.

train and validate, thus producing a less complex
model that is faster and less expensive to train.

On both tasks the poorest performing config-
uration was WL+POS, combining these features
improved recall but lowered both precision and
F1. Combining words and lemmas might create
redundancy in certain features that is not possible
to leverage using POS. On the other hand, while
the dimensionality becomes higher than the previ-
ous configuration (1024 + 1024 + 43), once synsets
are added in the WL+POS+SS architecture (and
increasing the feature dimensionality by 100) the
performance of the model improves on both pre-
cision and recall on the all POS task, and in all
metrics on the verbs task.

One of the strategies that we implemented to
leverage the imbalance of the training data was us-
ing a kernel initialization function. The He-normal
function uses the size of the last layer in order to
generate weights that have different ranges. In this
case, the time distributed layer is activated using
RELu, and takes the size of the dropout layer and
then initializes it with a He-normal distribution.

7 Conclusions and further work

In this paper we have described the system we have
presented at the FigLang 2020 metaphor detection
shared task. Our approach is based on neural net-
works using a residual biLSTM with a CRF and
using ELMo embeddings along with the inclusion
of several combinations of words, lemmas and lin-
guistic features as POS and WordNet synsets. The
system achieves competitive results with a simpler
architecture compared to systems found in the lit-
erature. Such systems implement similar elements
such as the use of bidirectional LSTM, CRF and
ELMo embeddings in different configurations, and
with different combination of linguistic features.

As future work, we plan to further analyse which
POS benefits most from the inclusion of synset
information. Other aspect we want to explore
is how to deal with imbalanced data, i.e. how
we can leverage a dataset with only two classes
(metaphoric/literal) where most of the samples are
literal. Other interesting questions that deserve
more research is the effects on optimal dimension-
ality of the addition of linguistic information. Other
features that could be implemented are concrete-
ness value of certain words, or as an strategy to
balance classes according to the influence that this
feature has on literal and metaphoric classes.
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Other future lines of work might include the im-
plementation of this type of model for the detection
of metaphors and source domain identification in
Spanish. Current developments on metaphor detec-
tion are being carried out mainly in English, while
this is a great resource it could be interesting to
create resources in other languages to broaden the
scope of metaphor detection and interpretation. A
possible pipeline could be configured with two sep-
arated model, one that performs the detection of
metaphorical words, followed by another classifier
that predicts the domain of those metaphors.
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Abstract

The idea that a shift in concreteness within a
sentence indicates the presence of a metaphor
has been around for a while. However, recent
methods of detecting metaphor that have re-
lied on deep neural models have ignored con-
creteness and related psycholinguistic infor-
mation. We hypothesis that this information
is not available to these models and that their
addition will boost the performance of these
models in detecting metaphor. We test this
hypothesis on the Metaphor Detection Shared
Task 2020 and find that the addition of con-
creteness information does in fact boost deep
neural models. We also run tests on data from
a previous shared task and show similar re-
sults.

1 Introduction

The automatic detection and processing of
metaphor is an ongoing challenge for true deep
semantic understanding of natural language text.
Metaphors often convey unrelated concepts to
their literal meaning and the meaning of metaphor
involves more than just its words meaning, but
it incorporates the whole context with a wider
knowledge of their conceptual domain.

Traditional methods of metaphor detection that
do not make use of neural networks have used
concreteness scores to improve metaphor detec-
tion (Turney et al., 2011; Tsvetkov et al., 2013)
. However, neural models that use distributional
semantics (i.e. word embeddings: Mikolov et al.
(2013)) have shown promising and often state-of-
the-art results in a range of NLP tasks and have
recently produced promising results in metaphor
detection (Mao et al., 2018; Mishra et al., 2019;
Rei et al., 2017). These models, however, focus on
the textual information provided by the word em-
beddings and do not further explore the use and ef-
fect of combining other lexical information. This

paper reports the result of combining neural net-
works with a lexical resource for measuring con-
creteness for word-level metaphor detection.

Despite the success of deep neural models, we
hypothesise that they do not have access to con-
creteness information with their structure. To test
this, we explicitly add concreteness information
to deep neural models and compare their perfor-
mance with and without this information. Our ex-
periments show that deep neural models, like more
traditional models, do benefit from concreteness
information.

2 Related Work

Early work, by Turney et al. (2011) on the use
of concreteness to detect metaphor made use of
the relatively small MRC psycholinguistic dataset
(Coltheart, 1981) for concreteness scores. Their
work uses a logistic regression model to detect
the metaphoricity of adj-noun pairs in the TroFi
dataset (Birke and Sarkar, 2006). Subsequently,
Tsvetkov et al. (2013) made use of the same MRC
dataset to detect subject-verb-obj metaphors from
TroiFi dataset. They also train a supervised logis-
tic regression classifier on English triples and test
on a Russian dataset. Köper and Schulte im Walde
(2017b) extend this work by using a significantly
larger dataset (Brysbaert et al., 2014) of concrete-
ness ratings and propagating the concreteness rat-
ing to phrases using word2vec (Mikolov et al.,
2013). Their experiments use Leong et al. (2018)’s
Logistic Regression classifier on VUAMC for
verbs using ten-fold cross-validation process.

The context that a word occurs in plays an
important role in metaphor detection (Klebanov
et al., 2014). Words and phrases often convey very
different meanings in different contexts. Con-
sider the phrase “cut down” in the sentence “She
cut down his advances with her words.” In ab-
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sence of the context, it is not clear that “cut down”
is metaphorical. Many supervised learning ap-
proaches, including those described above, utilise
bag of words methods, thus focusing on sets of
features which do not capture context. Those that
do consider context, do so only to a small ex-
tent, for example by focusing only on specific sen-
tence constructs like adj-noun pairs (Bizzoni et al.,
2017) or subj-verb-obj (Tsvetkov et al., 2013).

Given the importance of context and the power
of neural models in capturing context, it was only
natural to use deep neural models for metaphor de-
tection. Gao et al. (2018) make use of deep neural
networks to detect metaphor with significant suc-
cess across multiple datasets including VUAMC.
In particular they use Bidirectional Long Short
Term Memory networks (Bi-LSTM) that cap-
ture relations in both directions for word-level
metaphor classification with word-embeddings as
input.

Other work on using concreteness and similar
psycholinguistic features for metaphor detection
include that by Bulat et al. (2017) who combined
concreteness with property norms to formulate
representations. Ljubešić et al. (2018) combine
imageability scores with concreteness for cross-
lingual metaphor detection and Dunn (2015) make
use of abstractness.

This paper reports the result of applying con-
creteness score to individual words in the token-
level metaphor classification for the Metaphor De-
tection Shared Task competition 2020. We build
on Gao et al. (2018)’s sequence labelling network
by adding concreteness scores to individual words.

The arrival of deep neural networks has meant
that psycholinguistic features are no longer explic-
itly considered and, as mentioned in Section 1, we
hypothesise that deep neural networks do not have
access to this information. In this work, we show
that this is the case and that access to this infor-
mation improves the accuracy of deep neural net-
works by testing on multiple datasets.

3 Generalising Concreteness Scores

We used the resource created by Brysbaert et al.
(2014) for concreteness scores. This is a list of
about 40,000 English words rated for concreteness
between 1 to 5 where 1 is most abstract and 5 is
most concrete. As an illustration, “wood” has a
rating of 4.85, “counterargument” a rating of 2.17
and “conventionalism” 1.18.

Before we can use concreteness scores for
metaphor detection, we need a way of handling
those words in our dataset that do not have corre-
sponding concreteness scores in the concreteness
lexical resource created by Brysbaert et al. (2014).
The most obvious solution is to set the concrete-
ness scores of these words to 0. However, the
fact that a large number of words in our dataset do
not have corresponding concreteness scores makes
this impractical.

To get around this, we use the concreteness
values available to train a Support Vector Ma-
chine. We use BERT (Devlin et al., 2018) em-
beddings as features to the SVM and the rounded
up concreteness values as output classes. So as
to use BERT embeddings as input to an SVM, we
extract static, non-contextual BERT embeddings.
We choose to use BERT, as opposed to static em-
bedding like word2vec, due to BERT’s unique to-
kenizer that allows for the generation of embed-
dings for all words in our dictionary. We use the
following hyperparameters for the SVM: hidden
layer sizes 100, activation identity, solver adam,
alpha 0.0001, batch size auto, learning rate adap-
tive, learning rate init 0.001, powert 0.5, max it-
eration 200, shuffle True, random state None, tol
0.0001, verbose False, warm start False, momen-
tum 0.9, nesterovs momentum True, early stop-
ping False, validation fraction 0.1, beta1 0.9, beta2
0.999, epsilon 1e-08, and niter no change 10.

4 Neural Metaphor Detection with
Concreteness

We use Gao et al. (2018)’s sequence labeling
model as the baseline and modify it to include
a concreteness rating as follows. For every in-
put word xi we modify wi, the 300-D GloVe pre-
trained embedding for xi, with the concreteness
class assignment ci of xi. This results in a 301-
D representation [wi : ci] for each of the input
words. These representations of words are fed to
the sequence labeling model, which consists of a
Bi-LSTM which generates a contextual represen-
tation of each word. These are then fed to feed-
forward neural networks which predict a label for
each word. Figure 1 provides an illustration of the
sequence labeling model, wherein the Bi-LSTM
is represented by pink blocks and the blue blocks
represent the feedforward neural networks.

We also test appending the probabilities of each
of the four concreteness classes output by the
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SVM. In this case the 300-D pre-trained represen-
tation wi is concatenated with a vector pi of length
four, where each digit represents the probability of
this word belonging to the output class 1, 2, 3 or
4 respectively. This results in a 304-D represen-
tation [wi : pi] for each word. This method of
using the probability distribution is unlike previ-
ous methods that have used a single concreteness
score. We use the concreteness scorers generated
by our SVM model even when a word and the cor-
responding concreteness score is included in the
dataset provided (Brysbaert et al., 2014) and used
as the training data for our SVM. We find that the
addition of probabilities is far more effective than
the addition of a single score possibly because this
provides more of a signal for the model to pick up
on (4 features not 1).

Figure 1: The sequence classification model architec-
ture used in the experiment.

Importantly, if pre-trained embeddings (in our
case GloVe) contained concreteness information,
the explicit addition of this information by means
of appending it to the embeddings should not im-
prove the performance of a well trained Bi-LSTM
model as such models are capable of extracting
relevant information from their input. An im-
provement in performance with the addition of
concreteness information would imply that such
information is not contained in the pre-trained em-
beddings we use.

5 Results

The metaphor detection shared task allowed mul-
tiple submissions and we use this to evaluate dif-
ferent models, both with and without concrete-
ness scores. We present this comparative analy-
sis of our models first before describing our per-
formance in Section 5.2. We also test our models
on the previous shared and present these results in

Section 5.3.

5.1 Comparitive Analysis

Table 1 summarises the results of our experiments
on the VUA ALLPOS dataset. The results on the
Shared Task data without concreteness rating is
considered the baseline for measuring the model’s
performance. “Single Class Rating” refers to the
model where a single number representing the
class of the word was appended to the word’s em-
bedding, “Probability Rating” refers to the model
where the probability for each class output by the
SVM was was concatenated to the word embed-
dings.

Experiment Preci-
sion Recall F1

Gao et al.
(2018) with
Shared Task

Dataset

64.9% 48.9% 55.8%

Single class
rating 60.3% 53.7% 56.8%

Probability
rating 63.6% 52.9% 57.8%

Probability
with rating 2

layers
65.5% 53.2% 58.7%

Probability
rating with 3

layers
65.3% 54.8% 59.6%

Table 1: A comparison of models with and without
concreteness.

Interestingly, the model that used the probabil-
ities of each of the output classes performs the
best. Further hyperparameter optimisation (by in-
creasing the number of layers by one) increased
F1 score to reach 59.6%. Modifying other hyper-
parameters did not improve performance. The val-
ues of the hyperparameters we use are: 10 epochs,
hidden size of 300, batch size of 64, learning rate
of 0.005, 1 hidden layer, and LSTM dropouts of
0.5 0 and .1 for input hidden and output layers re-
spectively. So as to ensure that the addition of con-
creteness rankings is not simply introducing noise,
we plot the loss for training and validation which
is presented in Figure 2. A subjective analysis of
these results is presented in Section 6.

5.2 Shared Task Results

We test our model on the VU Amsterdam
Metaphoricial Corpus (VUAMC) by participating
in the The Second Shared Task on Metaphor De-
tection for VUA AllPOS dataset. Our performance
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Figure 2: The training and validation loss for the se-
quence classification model.

on the task is show in Table 2

Rank Team F1
1 DeepMet 76.9%
2 xchenets 73.4%
3 meta-phor 73.0%

. . .
13 UoB Team 59.6%
14 eduardgzaharia 55.2%

Table 2: Our performance on the shared task.

The lackluster performance on the task can pos-
sibly be attributed to our use of static embed-
dings as opposed to the more powerful contex-
tual pre-trained embeddings such as BERT. We in-
tend to integrate concreteness into BERT models
for metaphor detection in our future experiments
(Section 7).

5.3 Further Experiments with Verbal
Metaphor Detection

In addition to participating in the shared task we
also experiment with the Gao et al. (2018)’s ver-
sion of VUAMC dataset published by Leong et al.
(2018) for 2018 Metaphor Shared Task. It should
be noted that Gao et al. (2018) modify the task
of metaphor detection to one of classification.
While the shared task required the classification of
metaphor at the word-level, Gao et al. (2018) pro-
vide a verb and a sentence containing that verb as
input and required classifying that verb into either
“Metaphor” or “Not Metaphor”.

Once again, we use our reproduced results1

of the target classification model by Gao et al.
1Gao et al. (2018) note that the model that they make

available does not include the final hyperparameters used to
generate their reported results.

(2018) as our baseline and augment it with con-
creteness scores as we did for this year’s tasks.
The classification model, like the sequence la-
beling model feeds word representations to a Bi-
LSTM which generates a contextual representa-
tion of each word. Unlike in the sequence labeling
model, the BiLSTM includes attention and these
representations are concatenated and fed to a sin-
gle feedforward neural network which predicts the
label of the verb. Figure 3 provides an illustra-
tion of the classification model, wherein the Bi-
LSTM is represented by pink blocks, the concate-
nated representation as the red square and the blue
block represents the feedforward neural network.
The coloured in circle represents the (highlighted)
verb of interest in the sentence.

Figure 3: The classification model used for verb
metaphor detection.

The values of the hyperparameters we use: 20
epochs, hidden size of 128, batch size of 16,
learning rate of 0.01, hidden layers 1, and LSTM
dropouts of 0.5 0.0 and 0.2 for input hidden and
output layers respectively. The results of our ex-
periments are presented in Table 3.

The classification model also has ELMo Pe-
ters et al. (2018) embeddings concatenated to the
GloVe embeddings and concreteness score. The
incorporation of ELMo embeddings ensures that
we capture contextual information. The fact that
the addition of concreteness to contextual embed-
dings shows improvement implies that contextual
embeddings do not have access to concreteness in-
formation either.
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Experiment Pre-
cision

Re-
call F1

Gao et al. (2018)
classification
reproduced 55.85% 49.80% 52.65%

Single class rating 57.93% 44.57% 50.38%

One-hot encoding 54.66% 52.18% 55.41%

Probability rating 52.02% 62.86% 56.92%
Probability rating +

hyperparameter tuning 54.21% 62.46% 58.04%

Table 3: Summary of the experiments results on the
classification task.

6 Analysis and Discussion

The training data from the VUAMC dataset has
181,501 tokens, 19,177 of which are labeled
metaphor with 162,324 labeled literal. An ex-
ploration of the results shows that the most fre-
quently occurring words in the dataset are preposi-
tions. The word of, for example, occurs 4,638 but
is labeled as a metaphor only 151 times. With, on
the other hand, appears 995 times and is labelled
as a metaphor 620 times and up is labelled 137
times as metaphor out of 335 occurrences. Table
5 shows a couple of most frequent words in the
dataset along with the number of true positives and
false negatives. It appears that prepositions appear
so frequently that the distinction between their lit-
eral and metaphorical sense is hard to distinguish.
For example, the model incorrectly classified the
word of as literal in the the sentence “Francesca
Simon describes some of the pitfalls and how to
avoid them.”

In addition, prepositions also appear as part of
phrases, such as in “some of the” making it harder
still to classify them correctly. Often, the mean-
ing of a phrasal verb differs significantly from that
meaning of its parts. Additionally, concreteness
of each of the individual parts is also different
from that of the phrase. For example, in the sen-
tence “The use of role play, incorporating previ-
ously discussed difficulties (i.e. homework assign-
ment session 4) in real or set up situations provide
an opportunity for testing these skills.”, the over-
all meaning of the phrase set up is different from
the meaning of set and up. Additionally, we were
able to successfully classified set as a metaphor,
but failed to classify up as a metaphor in this con-
text.

The partial sentence “real or set up situations”

has the following information: The word real, a
literal, has concreteness rating equals to 2 is cor-
rectly classified as literal. The word or is correctly
labelled as literal has concreteness rating of 1. The
word set is correctly classified as metaphor has
concreteness rating of 3. Followed by the word
up which is incorrectly labelled as literal has con-
creteness of 3. Lastly, the word situations is incor-
rectly classified as literal has concreteness rating
of 2. The noticeable shift in concreteness from
rating 1 to 3 for or and set could lead to success-
fully classifying set as a metaphor but failed to
classify up as also a metaphor, although the two
forms the meaning of the phrasal vary, because
up’s rating is not very far from set’s rating. A sim-
ilar error occurs when classifying the phrasal verb
“put up with” in the sentence “they also have to
put up with the heaviest police presence .”

Each word meaning by itself differs from the
meaning of the whole phrase. Put means to place
something physically, up means the position up
and with mean accompanied by someone or some-
thing; however, these three together refer “to ac-
cept an unpleasant situation, something or some-
one (willingly or not).” As for their and their near
context degrees of abstractness are as follows: The
word to is correctly labelled as literal has rating
equal to metaphor, put is correctly labelled as lit-
eral has rating 2 as its concreteness rating, fol-
lowed by the word up that is correctly labelled as
literal and has a rating of 3. Next is the word with
that is incorrectly classified as literal has concrete-
ness of 2 and lastly, the word the is correctly clas-
sified as literal has concreteness of 1. Since there
is no drastic shift in concreteness or their senses,
the model fails to spot the hits and labels them all
as literal.

Of the 15,439 unique tokens in the dataset, 7527
tokens appear exactly once. For example, “There
were others , but Lucy never disclosed any of them
to us” the word disclosed is labelled as metaphor
but incorrectly classified as literal. There are two
interpretations for this sentence. The metaphorical
sentence talks about uncovering “people’s iden-
tities” Lucy knew when referencing others and
them, or could literally talks about uncovering
of “secrets” Lucy hides, which are referenced by
them and others. As for the concreteness ratings
for the sentence’s words, the rating range between
1 and 2, other than Lucy that has rating of 4; there-
fore, we could say that the rating did not help to
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The sentence The label
The

Predicted
Label

Concrete-
ness

Rating
And they told it without onscreen questioning , though the programme
is skilfully structured to give it a coherence it might have lacked . 0 0 1

The burn threads a wild and inhospitable crevice of the hills , where
the wind blows cold and the sense of isolation grows with each lonely
mile .

1 0 2

Although that is the position in law , the court emphasised that as a
matter of sense a tenant should first complain to the landlord before
exercising the right to prosecute .

1 1 2

Table 4: Sample of sentences that contain words used only once throughout the dataset, their label, predicted label
and their concreteness rating.

Word
True
Posi-
tive

False
Nega-
tive

Count

of 3 148 4638
to 538 239 3731
in 1198 285 2811

with 510 110 995
go 24 40 258

Table 5: Sample of words with the highest word counts
in the dataset, and their counts for how many times the
model correctly classified them as metaphors or failed
by classifying them as literal.

clarify the meaning. To better understand the in-
tended meaning (literal or metaphorical), this am-
biguous sentence needs more context. The same
can be said about the word corruption in “Bribery
and corruption!” This sentence word’s concrete-
ness ratings are (2, 1, and 2) respectively; thus,
to correctly classify corruption as metaphor, more
context is required. Table 4 show more sentences
containing words that appeared only once along
with their labels, predicted labels and concreteness
classes.

7 Conclusion and Future Work

This paper reports the results of providing deep
neural models with concreteness information by
appending a measure of concreteness to word em-
bedding for all content words. Our hypothesis
is that explicitly adding a concreteness rating to
the word representation will boost the neural net-
work performance in detecting metaphors as neu-
ral models do not have access to this informa-
tion. We tested two representations of concrete-
ness, one as a scale and the other is class probabili-
ties using the VUA ALLPOS data from the Second
Metaphor Detection Shared Task 2020 and data
from the First Metaphor Detection Shared Task

2018 and find that this information does boost per-
formance in all cases.

We plan on testing the effectiveness of incor-
porating other psycholinguistic information, such
as imageability, into deep neural models so as to
establish their impact on metaphor detection. We
also intend to incorporate these features into con-
textual pre-trained models, such as BERT (Devlin
et al., 2018) as context is critical to identifying
metaphor. In this current work, BERT pre-trained
representations were used only in training an SVM
and not in the Bi-LSTM that detects metaphor.

We also intend to use more complex models to
expand concreteness, imageability and other such
features to a larger vocabulary. These models will
be designed to perform classification better and
also capture context so as to better identify the
concreteness of words in context. Finally, we in-
tend to extend our work to include phrases a sig-
nificant source of errors in this task.
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Abstract

Supervised disambiguation of verbal idioms
(VID) poses special demands on the quality
and quantity of the annotated data used for
learning and evaluation. In this paper, we
present a new VID corpus for German and per-
form a series of VID disambiguation experi-
ments on it. Our best classifier, based on a
neural architecture, yields an error reduction
across VIDs of 57% in terms of accuracy com-
pared to a simple majority baseline.

1 Introduction

Figurative language is not just a momentary prod-
uct of creativity and associative processes, but a
vast number of metaphors, metonyms, etc. have
become conventionalized and are part of every
speaker’s lexicon. Still, in most cases, they can
simultaneously be understood in a non-figurative,
literal way, however implausible this reading might
be. Take, for example, the following sentence:

(1) He is in the bathroom and talks to Huey on
the big white telephone.

The verbal phrase talk to Huey on the big white tele-
phone can be understood as a figurative euphemism
for being physically sick. But it could also be taken
literally to describe an act of remote communica-
tion with a person called Huey. Despite the am-
biguity, a speaker of English will most probably
choose the figurative reading in (1), also because
of the presence of certain syntactic cues such as
the adjective sequence big white or the use of tele-
phone instead of, for example, mobile. Omitting
such cues generally makes the reader more hesi-
tant at selecting the figurative meaning. There is
thus a strong connection of non-literal meaning
and properties pertaining to the form of the expres-
sion, which is characterstic for what Baldwin and

Kim (2010) call an idiom. Since the figurative ex-
pression in (1) consists of a verb and its syntactic
arguments, we will furthermore call it a Verbal Id-
iom (VID) adapting the terminology in Ramisch
et al. (2018).

While it is safe to assume that the VID talk to
Huey on the big white telephone almost never oc-
curs with a literal reading, this does not hold for all
idioms. The expression break the ice for example
can easily convey both a literal (The trawler broke
the ice) and a non-literal meaning (The welcome
speech broke the ice) depending on the subject.
Although recent work suggests that literal occur-
rences of VIDs generally are quite rare in compar-
ison to the idiomatic ones (Savary et al., 2019), it
remains a qualitatively major problem with the risk
of serious errors due to wrong disambiguation.

However, tackling this problem with supervised
learning poses special demands on the learning
and test data in order to be successful. Most im-
portantly, since the semantic and morphosyntactic
properties of VID types (and idioms in general) are
very diverse and idiosyncratic, the data must con-
tain a sufficient number of tokens of both the literal
and non-literal readings for each VID. In addition,
each token should allow access to the context be-
cause the context can provide important hints as to
the intended reading.

In this paper, we investigate the supervised dis-
ambiguation of potential occurrences of German
VIDs. For training and evaluation, we have cre-
ated COLF-VID (Corpus of Literal and Figurative
Readings of Verbal Idioms), a German annotated
corpus of literal and semantically idiomatic occur-
rences of 34 preselected VID types. Altogether,
we have collected 6985 sentences with candidate
occurrences that have been semantically annotated
by three annotators with high inter-annotator agree-
ment. The annotations overall show a relatively low
idiomaticity rate of 77.55 %, while the idiomaticity
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rates of the single VIDs vary greatly. The derived
corpus is made available under the Creative Com-
mons Attribution-ShareAlike 4.0 International li-
cense.1 To the best of our knowledge, it represents
the largest available collection of German VIDs
annotated on token-level.

Furthermore, we report on disambiguation ex-
periments using COLF-VID in order to establish a
first baseline on this corpus. These experiments use
a neural architecture with different pretrained word
representations as inputs. Compared to a simple
majority baseline, the best classifier yields an error
reduction across VIDs of 57% in terms of accuracy.

2 Related Work

2.1 VID Resources
In this section, we discuss previous work on the
creation of token-level corpora of VID types.

Cook et al. (2007) draw on syntactic properties
of multiword expressions to perform token-level
classification of certain VID types. To this end
they created a dataset of 2984 instances drawn
from the BNC (British National Corpus), cover-
ing 53 different verb-noun idiomatic combination
(VNIC) types (Cook et al., 2008). The annotation
tag set includes the labels LITERAL, IDIOMATIC

and UNKNOWN which correspond to three of the
four labels used for COLF-VID, albeit the condi-
tions for the application of UNKNOWN where a bit
different, since the annotators only had access to
one sentence per instance. The overall reported
unweighted Kappa score, calculated on the dev and
test set, is 0.76. Split decisions were discussed
among the two judges to receive a final annotation.

The VU Amsterdam Metaphor Corpus (Steen
et al., 2010) is currently probably the largest manu-
ally annotated corpus of non-literal language and
is freely available. It comprises roughly 200,000
English sentences from different genres and pro-
vides annotations basically for all non-functional
words following a refined version of the Metaphor
Identification Procedure (MIP) (Pragglejaz Group,
2007). Regarding only verbs, this yields an impres-
sive overall number of 37962 tokens with 18.7%
“metaphor-related” readings (Steen et al., 2010; Her-
rmann, 2013). Due to its general purpose and the
lack of lexical filtering, however, this is hardly com-
parable with COLF-VID.

The IDIX (IDioms In Context) corpus created by
Sporleder et al. (2010) can be seen as the English

1https://github.com/rafehr/COLF-VID

counterpart of COLF-VID. It is an add-on to the
BNC XML Edition and contains 5836 annotated
instances of 78 pre-selected VIDs mainly of the
form V+NP and V+PP. As for our corpus, expres-
sions were favoured that presumably had a high
literality rate. The employed tag set was more or
less identical with ours. Quite remarkably, and in
stark contrast to COLF-VID and other comparable
corpora, the literal occurrences in the IDIX corpus
represent the majority class with 49.4% (vs. 45.4%
instances being tagged as NON-LITERAL). They
report a Kappa score of 0.87 which was evaluated
using 1,136 instances that were annotated indepen-
dently by two annotators.

Fritzinger et al. (2010) conduct a survey on a Ger-
man dataset similar to ours. They extracted 9700
instances of 77 potentially idiomatic preposition-
noun-verb triples from two different corpora. Two
annotators independently classified the candidates
according to whether they were used literally or
idiomatically in a given context. The tag set also
included an AMBIGUOUS label, but, as was the case
with Cook et al. (2008), only single sentences were
available as context to determine the correct read-
ing. An agreement rate of 97.9% was computed on
the basis of 6,690 instances. The biggest difference
to our and other presented corpora is the very high
idiomaticity rate of 96.12%. However, this dataset
does not seem to be publicly available.

Horbach et al. (2016) are concerned with Ger-
man infitive-verb compounds such as sitzen lassen
(‘let sit’⇒‘leave someone’), i.e. verb groups with
an idiomatic reading that consist of an inflected
head verb and an infinitive modifier. In order to
conduct experiments on automatic detection and
disambigution of these kinds of VIDs they created
a corpus of 6000 instances of 6 different infinitive-
verb compounds which were annotated by two ex-
perts with the label set LITERAL, IDIOMATIC and ?
(for undecidable). In contrast to Cook et al. (2008)
and Fritzinger et al. (2010), a context of one sen-
tence to the left and one sentence to the right of the
candidate was taken into account. The annotation
process proved to be especially challenging since
some of the examined compounds had several lit-
eral and figurative meanings. Nevertheless, they
achieved high agreement values of (0.6 < κ < 0.8)
or (κ > 0.8) for most expressions with a mean id-
iomaticity rate of 65.5%.2

2Kappa scores and idiomaticity rates were reported inde-
pendently for each expression.
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2.2 VID Disambiguation

Even though literal occurrences of VIDs seem to be
a rare phenomenon (Savary et al., 2019), it is still
desirable to account for them, i.e. to disambiguate
between idiomatic and literal reading. It may be
a quantitatively minor problem, but qualitatively
it continues to be a major challenge for NLP, for
instance for machine translation systems.

VIDs exhibit a variety of properties exploitable
for determining the correct reading of a candidate
expression. On the morphosyntactic level a lot of
VIDs are less flexible than their literal counterparts,
e.g. the idiomatic kick the bucket is not readily
passivizable. On the semantic level VIDs often
disrupt the cohesion of a sentence, because of their
non-compositionality, or they violate selectional
preferences, for example in the sentence The city
shows its teeth.

Examples for a morphosyntactic approach are
the works of Cook et al. (2007) and Fazly et al.
(2009). They show that it is possible to leverage au-
tomatically acquired knowledge about the syntactic
behaviour of VNICs, i.e. their syntactic fixedness,
to perform token-level disambiguation.

Katz and Giesbrecht (2006) draw on semantic
properties by using dense word vectors to identify
literal and idiomatic occurrences of the German
VID ins Wasser fallen (idiomatically ’to be can-
celled’, literally ’to fall into the water’). They as-
sumed that the contexts of the literal and idiomatic
use of this expression differ which in turn is rep-
resented by their distributional vectors. Test in-
stances are then compared to these vectors in order
to classify them.

Li and Sporleder (2009) and Ehren (2017) both
used cohesion-based graphs for the disambigua-
tion task, the assumption being that semantically
idiomatic expressions disrupt the cohesion of the
context they appear in. The former used Normal-
ized Google Distance, while the latter used the
cosine between word embeddings to capture the
semantic similarity of words. To classify the test
instances in an unsupervised way, graphs were built
based on the two mentioned metrics and if the mean
value rose after the removal of the instance, it was
classified as idiomatic.

Shutova et al. (2010) and Haagsma and Bjerva
(2016) employ the knowledge that metaphors tend
to violate selectional preferences to detect them in
running text.

Building on these insights from previous work,

in this paper, we will use a BiLSTM architecture
based on different types of word embeddings that
is intended to capture the semantic properties of
the VID itself, together with the context and the
morphosyntactic flexibility of the specific VID in-
stance.

3 The Creation of the Corpus

3.1 The Data

As mentioned above, literal occurrences of VIDs
usually seem to occur quite rarely. The German
dataset of the PARSEME 1.1 corpus (Ramisch
et al., 2018) consists of 8996 sentences with 1341
instances of VIDs. These 1341 instances have an
idiomaticity rate of 98%, i.e. the whole dataset only
includes a handful of literal occurrences. Training
and evaluating a classifier with such an imbalance
of classes would prove rather difficult. Thus, it is
not feasible to gather a sufficient amount of data
by selecting sentences at random – at least if hu-
man resources are limited – and it is not possible to
build a huge dataset so that the natural occurrence
rate will give us enough literal readings. In order to
alleviate the data sparsity, we hand-picked a num-
ber of VID types with presumably high numbers of
literal occurrences. Afterwards we extracted sen-
tences (along with their contexts) from the German
newspaper corpus TüPP-D/Z3 that contained the
lexical components of our VID types as lemmas.
We then manually filtered out coincidental occur-
rences with an undesired coarse syntactic structure
(Savary et al., 2019), leaving us with only valid
candidates for our corpus. Table 1 shows the 34
different types. One thing that immediately stands
out is the fact that most of the pre-chosen VID
types (26 to be exact) consist of a prepositional
phrase (PP) and a verb. The rest consists of verb-
noun combinations with the noun in direct object
position. Another salient property of this dataset
is the high variance with respect to the number of
candidates per type. For the VID an Glanz ver-
lieren (‘loose sheen’⇒‘loose attractivity’), we only
found 5 instances, while auf dem Tisch liegen (‘lay
on the table’⇒‘be topic’) is represented by 951
candidates.

3.2 The Annotation Labels

Besides the labels LITERAL, IDIOMATIC we also
use the labels UNDECIDABLE and BOTH in cases

3http://hdl.handle.net/11858/
00-1778-0000-0007-5E99-D
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VID type Lit. Idiom. Und. Both I%
am Boden liegen 35 11 0 1 23.4

an Glanz verlieren 0 15 1 0 93.75
an Land ziehen 25 235 0 0 90.38

am Pranger stehen 0 5 0 0 100.0
den Atem anhalten 10 30 0 0 75.0

auf dem Abstellgleis stehen 15 11 0 0 42.31
auf den Arm nehmen 39 50 0 0 42.31

auf der Ersatzbank sitzen 16 5 0 0 23.81
auf der Straße stehen 93 156 1 0 62.4

auf der Strecke bleiben 4 616 1 0 99.19
auf dem Tisch liegen 262 678 10 1 71.29

auf den Zug aufspringen 5 121 0 0 96.03
eine Brücke bauen 109 238 1 0 68.39
die Fäden ziehen 9 164 0 0 94.8

im Blut haben 29 7 0 0 19.44
in den Keller gehen 34 91 0 0 72.8
in der Luft hängen 28 256 0 0 90.14
im Regen stehen 69 302 4 4 79.68
ins Rennen gehen 11 51 0 0 82.26

in eine Sackgasse geraten 2 99 0 0 98.02
im Schatten stehen 7 52 0 1 86.67

in Schieflage geraten 3 40 1 0 90.91
ins Wasser fallen 67 186 0 0 73.52

Luft holen 100 66 4 0 38.82
mit dem Feuer spielen 9 74 2 0 87.06

einen Nerv treffen 1 284 0 0 99.65
die Notbremse ziehen 51 275 0 0 84.36

eine Rechnung begleichen 89 162 0 0 64.54
von Bord gehen 45 48 0 0 51.61

vor der Tür stehen 189 409 1 1 68.17
ein Zelt aufschlagen 53 41 6 0 41.0

über Bord gehen 62 52 1 0 45.22
über Bord werfen 54 389 0 0 87.81

über die Bühne gehen 2 198 0 0 99.0
Total 1527 5417 33 8 77.55

Table 1: Statistics of COLF-VID

where an expression can be seen as LITERAL and
IDIOMATIC at the same time for different reasons.

As to UNDECIDABLE, the disambiguation of an
expressions is not possible due to the lack of con-
text. For instance, this is notoriously difficult for
metonymic expressions whose literal meaning de-
scribes a bodily action that typically co-occurs with
the idiomatic meaning. An example of that is the
German expression sich die Haare raufen (‘to scuf-
fle one’s hair’⇒‘to be worried/upset’): A person
that is upset can often be seen scuffling their hair.4

By contrast, the label BOTH applies to cases
where the literal and idiomatic readings seem to be
both intended, as illustrated in (2):

(2) Wer
Who

möchte,
wants,

könnte
could

ihm
him

den
the

Kopf
head

waschen,
wash,

ihm
him

mal
once

auf
on

den
the

Zahn
tooth

fühlen
feel

oder
or

ihn
him

gar
even

auf
on

den
the

Arm
arm

nehmen
take

[...].
[...].

This sentence originates from an article depicting
proposals on how to proceed with the statue of
a certain historic personality and it contains the

4Pull out one’s hair would be the English equivalent, but
very seldomly, if not for huge emotional distress, people actu-
ally pull out their hair when upset.

VIDs jmdm. den Kopf waschen (‘wash someone’s
head’⇒‘scold someone’), jmdm. auf den Zahn
fühlen (‘feel someone’s tooth’⇒‘interrogate some-
one’) and jmdn. auf den Arm nehmen (‘take some-
one on your arm’⇒‘taunt someone’5). The author
of the sentence suggests to tear the statue down and
to perform the aforementioned actions in an effort
to demystify the person represented by the statue.
The wordplay used here relies on the fact that all
the VIDs relate to bodily actions and could be per-
formed on a statue. Thus, both readings, literal and
idiomatic, are active at the same time.

3.3 The Annotation Guidelines
The annotation guidelines basically consisted of
definitions of the applicable labels, coupled with
examples. A condensed version of the definitions
is given below:

• LITERAL: In the context of this annotation
task we equate literality with compositional-
ity. We understand compositionality as the
property that the semantics of an expression
is determined by the most basic meanings of
its components without any form of figuration
involved.

• IDIOMATIC: According to Baldwin and Kim
(2010)6 there are different forms of idiomatic-
ity: lexical, syntactic, semantic, pragmatic
and statistical. In the context of this annota-
tion task, “idiomatic” is used synonymously
with “semantically idiomatic”, i.e. the prop-
erty of an expression that it is not possible to
fully derive its meaning by only considering
the semantics of its components. Thus we
understand semantic idiomaticity as a lack of
compositionality.

• UNDECIDABLE: This label is for cases in
which it is not possible to decide whether the
target expression is literal or idiomatic.

• BOTH: While the label UNDECIDABLE means
that there is only one possible reading, but it’s
not feasible to decide which, the label BOTH

denotes the phenomenon of the two readings
being activated at the same time.

5The literal meaning of jmdn. auf den Arm nehmen would
be ‘pick someone up’. A translation to English that keeps
reference to a corresponding bodily action would be to pull
someone’s leg.

6The annotators were required to read Baldwin and Kim
(2010) prior to the annotation.
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The annotation task then consisted of applying
one of the labels to each candidate.

4 Annotation Results

The annotation was performed by three trained lin-
guists on the whole dataset. The annotation results
are summarized in Table 1. Columns 2 to 5 contain
the counts of the majority decisions for the differ-
ent labels, while column 6 contains the idiomaticity
rate of a VID type. Figure 1 shows an example for
an instance of the VID type die Notbremse ziehen
(‘pull the emergency breaks’⇒‘quickly terminate a
process’)7 in the column format of the corpus. The

# global.columns = ID FORM LEMMA
POS ANNO_1 ANNO_2 ANNO_3 MAJORITY_ANNO
# article_id = T890825.128
# text = Bundesbahn will die
Notbremse ziehen
# context_judgement_1 = 0
# context_judgement_2 = 0
1 Bundesbahn Bundesbahn NN * * * *
2 will wollen VMFIN * * * *
3 die die ART * * * *
4 Notbremse Notbremse NN 2 2 2 2
5 ziehen ziehen VVINF 2 2 2 2

Figure 1: A sample idiomatic instance in COLF-VID

last four columns contain the annotations: columns
5 to 7 are the annotations of the three different
annotators, the last column contains the majority
annotation. Since all the annotators agreed that the
reading of this instance is idiomatic (2 stands for
the tag IDIOMATIC), this is an example for a clear-
cut decision. In the rare cases where there was a
split decision and every annotator chose a different
label, the label UNDECIDABLE was employed.

What immediately stands out is that the overall
idiomaticity rate is not nearly as high as the 98%
reported for the German PARSEME dataset men-
tioned in Section 3.1 It ranges from 19.44% (im
Blut haben ‘be in one’s blood’) to 99.65%8 (den
Nerv treffen) and is 77.55% in total. But one has
to keep in mind that these two datasets are hardly
comparable regarding their statistics, since COLF-
VID was created with the intention to maximize
the number of literal occurrences by only choos-
ing VID types with a presumably high literality
count. Even though there are some VID types with

7Translation: “The federal railway wants to pull the emer-
gency breaks”. The combination of federal railway and pull
emergency breaks is very frequent in COLF-VID for obvious
reasons.

8Am Pranger stehen ‘stand in the pillory’ has an idiomatic-
ity rate of 100%, but its 5 candidates might not be that repre-
sentative.

an unexpectedly high idiomaticity rate (auf der
Strecke bleiben, in eine Sackgasse geraten or über
die Bühne gehen to name a few), the large majority
of the chosen VID types is indeed represented with
a relatively low idiomaticity rate.

Only 0.59 of the instances received the labels
UNDECIDABLE or BOTH (see Figure 2), but this
is hardly surprising. We nevertheless wanted to
include these tags for the sake of completeness and
linguistic interest.

For the three annotators we calculated the fol-
lowing Cohen’s Kappa scores on the basis of the
whole dataset:

• annotator 1 – annotator 2: 0.9

• annotator 2 – annotator 3: 0.8

• annotator 1 – annotator 3: 0.77

Thus, the agreement is high for all three annota-
tors, which is expected given the nature of the task
and the equally high agreement scores reported for
comparable corpora (Cook et al. (2008), Sporleder
et al. (2010), Fritzinger et al. (2010)).

Another feature of COLF-VID is the context
judgement provided by two of the annotators.
These judgements can be seen in Figure 1 in the
last two lines (starting with a hash tag) before the
beginning of the sentence. They indicate whether
the annotators needed more than one sentence to
determine the reading of an instance. The two zeros
denote that this was not the case for this candidate
expression (“1” would indicate the opposite). Even
if the sentence is rather short with only five words,
the fact that the pulling of an emergency break re-
quires an animate agent if used literally was enough
information for both annotators to make their deci-
sions. The context judgement feature provides the
possibility of excluding candidates where none of
the annotators was able to determine the reading
only from a single sentence. As a result, instances
where one sentence is not sufficient to make an
informed decision would be prevented from enter-
ing a given system (e.g. a classifier which aims to
disambiguate the candidates).

5 VID Disambiguation Experiments

5.1 Setup

The Task The goal of the presented experiments
is to train a classifier capable of distinguishing the
different readings of a candidate expression. It is
important to emphasize that this task is different
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Idiomatic

77.55%

Literal

21.86%

Undecidable or Both 0.59%

Figure 2: Distribution of annotation labels in COLF-
VID

from identification, where all the VID occurrences
are to be identified in a sentence, e.g. by applying
a sequential model to label every token as a VID
component or not. The reason for this is that COLF
– for now – is a lexical sample corpus, which means
it consists of a pre-selected set of target expressions
annotated with respect to their contexts. In other
words, the sentences could contain non-annotated
instances of VID types that weren’t part of the pre-
selected set, which in turn could confuse the system
during training and skew the evaluation results (we
will further address this issue in section 6.)

Thus, we modeled the task assuming another pro-
cess had pre-identified the candidate expressions,
which is the usual approach when it comes to the
disambiguation of VIDs (Constant et al., 2017).
The classifier then only has to decide which label
to apply given a certain instance and its context.
This means that, although all components of a VID
instance received a label during annotation9 (cf.
Figure 1), during classification we conflated all la-
bels of a VID instance into one label for the whole
expression. This is possible, since we did not allow
for components of an instance to have different la-
bels. For example, the verb cannot be literal while
the noun is idiomatic.

Word Representations During the experiments
we employed word representations that were pre-
trained on other, considerably larger corpora with
three different models: Word2vec (Skip-gram)
(Mikolov et al., 2013), fastText (CBOW) (Bo-
janowski et al., 2016) and ELMo (Embeddings
from Language Models) (Peters et al., 2018). We
trained the Word2vec embeddings ourselves10 on

9In order to allow for a different kind of task at a later
point.

10We used the word2vec implementation of the python
package gensim (Řehůřek and Sojka, 2010).

a variant of the German web corpus DECOW16
(Schäfer and Bildhauer, 2012) which consists of 11
billion tokens and shuffled sentences. The result-
ing vectors have 100 dimensions. As for the other
models we reverted to already existing resources.
The fastText embeddings were trained on Com-
mon Crawl and Wikipedia with a dimensionality of
30011. The German ELMo model was trained on
a special Wikipedia corpus that also included the
comments besides the articles (May, 2019)12. The
underlying bidirectional language model provided
us with 3 different word representations of size
1024 for each input token. These were averaged to
give us one embedding per token.

Architecture There are different properties on
the morphosyntactic and semantic level we can
leverage during the disambiguation process. E.g.
some VIDs do not possess the same lexical or mor-
phological flexibility as their literal counterparts.
The VID kick the bucket, for instance, does not
allow for bucket to be replaced by a synonym like
pail or for it to be in plural form, hence both would
be strong indicators for literality. On the semantic
level the surrounding context can of course give
clues about the correct readings. An observation
made during annotation was that, over and over
again, the violation of selectional preferences gave
a strong indication on how to annotate a candi-
date. For example in a sentence like Berlin holds
its breath, Berlin is no animate subject which im-
mediately gives away the non-literal nature of the
sentence. This is why we settled for a classifier
architecture that is best suited for taking the con-
text into account. Figure 3 shows a graph of our
architecture.

For an input sentence s of length n with words
w1, ..., wn we associate every word wi with its
corresponding pretrained word embedding which
gives us our input sequence of vectors x1:n:

xi = e(wi)

In the case we use Word2vec embeddings, a se-
quence w1:n consists of lemmas, while for fastText
it consists of tokens, because the former model was
trained on lemmas and the latter on n-grams.

After the embedding assignment the sequence
x1:n is fed into a bidirectional recurrent neural net

11https://fasttext.cc/docs/en/
crawl-vectors.html

12https://github.com/
t-systems-on-site-services-gmbh/
german-elmo-model
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Figure 3: Architecture of the neural model

with LSTM (Hochreiter and Schmidhuber, 1997)
units (BiLSTM) in order to receive contextualized
representations vi of each input element wi:

vi = LSTM θF (x1:n, i) ◦ LSTM θB (x1:n, i)

The contextualized representation vi is the concate-
nation (denoted by ◦) of the outputs computed by
the forward (LSTM θF ) and backward (LSTM θB )
LSTM. Hence, vi ideally contains information
about all the preceding and succeeding items.

We then take two of those vectors, namely those
for the verb and noun of the potential VID13, con-
catenate them and feed the result into a multi-layer
perceptron (MLP) to obtain the final scores:

SCORE (vi ◦ vj) = MLP(vi ◦ vj)

where vi and vj are the contextualized represen-
tations of the verb and the noun of the potential
VID, respectively. We did not include prepositions
into the input for the final scoring, because some
expressions in COLF come without a lexicalized
preposition (even though most do).

Till now, we only considered Word2vec and fast-
Text embeddings as inputs. However, for ELMo
things are a bit different on the input level. While
Word2vec and fastText are functions that map each
word to exactly one embedding, ELMo assigns dif-
ferent embeddings to the same word, depending on
its context:

13Remember, we assume for this task that another process
already has identified the candidate expressions.

xi = ELMo(w1:n, i)

This means, we introduce context already at the
very beginning, which we assume is a great advan-
tage for the system, since the components of the
candidates receive different vectors depending on
their context. E.g. during the classification process
with Word2vec or fastText embeddings, the word
ice in the sentences The weight of the ship broke the
ice and With a joke he broke the ice would receive
the same vector, while ELMo should assign them
different representations.

Training and Hyperparameters We split the
COLF-VID dataset into train (70%), validation
(15%) and test (15%) data. During the split we
had to consider the high variance of the number of
instances per VID type as to make sure that every
split mirrors the distribution of types in the original
data. E.g. am Boden liegen (48 instances) and auf
dem Tisch liegen (951 instances) are represented
with the same ratio in all three data sets.

The objective of the training was to minimize the
cross entropy loss and for optimization we used the
gradient descent variant Adam with a learning rate
of 0.01. As for the labels we chose the majority an-
notation. We trained the models for 15 (Word2vec,
fastText) respectively 18 (ELMo) epochs with a
batch size of 30. The input size of our models
was dependent on the dimensionality of the pre-
trained embeddings which had 100 (Word2vec),
300 (fastText) and 1024 (ELMo) dimensions. The
forward and backward LSTMs were one-layered
and the size of the hidden state was 100 for all
three models, despite the considerable difference
in input sizes which could have warranted testing
larger hidden states for larger embeddings. But we
refrained from doing so to keep the numbers of
parameters in the MLP constant and thereby the
model computationally less expensive. Hence, the
MLP itself had an input size of 400 for all mod-
els, coupled with a hidden layer of size 100 and an
output layer of size 4. The implementations of the
three models are available on GitHub.14

5.2 Results

In this section we will present the results of our ex-
periments on the disambiguation of German VIDs
in context (see Table 2). We report precision, recall

14https://github.com/rafehr/
colf-bilstm-classifier
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Validation set:
class idiomatic class literal weighted macro average

Model Pre Rec F1 Pre Rec F1 Pre Rec F1 Acc
Majority baseline 75.39 100.00 85.97 0 0 0 56.78 75.32 64.75 75.32

Word2vec+LSTM+MLP 90.60 90.25 90.42 70.47 72.76 71.60 85.30 85.59 85.44 85.59
fastText+LSTM+MLP 91.77 92.85 92.31 77.41 75.20 76.29 87.86 88.14 87.99 88.14
ELMo+LSTM+MLP 90.70 96.36 93.44 85.71 70.73 77.51 89.05 89.71 89.14 89.71

Test set:
class idiomatic class literal weighted macro average

Model Pre Rec F1 Pre Rec F1 Pre Rec F1 Acc
Majority baseline 76.95 100.00 86.98 0 0 0 59.22 76.95 66.93 76.95

Word2vec+LSTM+MLP 90.40 87.38 88.86 61.05 69.66 65.07 83.17 82.76 82.88 82.76
fastText+LSTM+MLP 91.23 93.94 92.56 77.42 71.79 74.50 87.45 88.29 87.83 88.29
ELMo+LSTM+MLP 93.70 93.94 93.82 78.24 79.91 79.07 89.54 90.10 89.82 90.10

Table 2: Evaluation results

Test set:
ELMo+LSTM+MLP

VID # I% Pre Rec F1
am Boden liegen 8 23.4 77.50 87.50 81.94

an Glanz verlieren 3 93.75 100.00 100.00 100.00
an Land ziehen 39 90.38 100.00 100.00 100.00

am Pranger stehen 1 100.0 100.00 100.00 100.00
den Atem anhalten 6 75.0 88.89 83.33 83.81

auf dem Abstellgleis stehen 4 42.31 56.25 75.00 64.29
auf den Arm nehmen 14 42.31 93.88 92.86 92.89

auf der Ersatzbank sitzen 4 23.81 50.00 50.00 50.00
auf der Straße stehen 38 62.4 87.30 86.84 87.00

auf der Strecke bleiben 94 99.19 97.88 98.94 98.41
auf dem Tisch liegen 143 71.29 89.13 90.21 89.44

auf den Zug aufspringen 19 96.03 100.00 94.74 97.30
eine Brücke bauen 53 68.39 92.45 92.45 92.45
die Fäden ziehen 26 94.8 90.86 88.46 89.49

im Blut haben 6 19.44 100.00 100.00 100.00
in den Keller gehen 19 72.8 95.18 94.74 94.68
in der Luft hängen 43 90.14 89.24 88.37 88.74
im Regen stehen 57 79.68 82.42 85.96 84.09
ins Rennen gehen 10 82.26 64.00 80.00 71.11

in eine Sackgasse geraten 16 98.02 100.00 100.00 100.00
im Schatten stehen 9 86.67 100.00 100.00 100.00

in Schieflage geraten 7 90.91 100.00 100.00 100.00
ins Wasser fallen 38 73.52 92.98 89.47 90.15

Luft holen 26 38.82 83.85 76.92 75.11
mit dem Feuer spielen 13 87.06 85.21 92.31 88.62

einen Nerv treffen 43 99.65 100.00 100.00 100.00
die Notbremse ziehen 49 84.36 92.09 89.80 90.51

eine Rechnung begleichen 38 64.54 78.95 78.95 78.95
von Bord gehen 14 51.61 82.86 71.43 70.24

vor der Tür stehen 90 68.17 83.20 82.22 82.54
ein Zelt aufschlagen 15 41.0 76.67 66.67 65.08

über Bord gehen 18 45.22 84.03 88.89 86.30
über Bord werfen 67 87.81 98.66 98.51 98.54

über die Bühne gehen 20 99.0 90.25 95.00 92.56

Table 3: Evaluation results (weighted macro) per VID
on the test set.

and F1-score for the two classes with the most in-
stances – IDIOMATIC and LITERAL – as well as the
weighted macro-average for all classes combined.
Since there was such a low number of instances
with the labels UNDECIDABLE and BOTH for the
system to train on (only 28 in the train set), it did
not do well on those classes which it always mis-
classified. In order to account for this stark imbal-
ance in classes, we settled for the weighted macro
average instead of the normal macro average and
did not include detailed (precision/recall/F1) scores

for the two low-number classes.

Overall Results As a baseline we chose a simple
majority classifier which already represents a non-
trivial hurdle, because of the high idiomaticity rate
of COLF-VID. Still, with respect to the F1-score,
our system clears it with all three different input
types and shows some considerable improvements.
Furthermore, as was our hypothesis, the fastText
embeddings were an enhancement over Word2vec,
which in turn were bested by ELMo. Table 2 shows
the increased performance across both classes for
the validation and the test set. The highest F1-score
on the validation (89.14) and the test (89.82) set
were achieved when using ELMo embeddings.

We suspect the superiority of fastText and ELMo
over Word2vec lies in the fact that the two for-
mer models incorporate subword information. This
should allow the classifier to detect morphosyn-
tactic features that give clues on the correct read-
ing of an expression, e.g. when it encounters a
form of inflection unusual for a VID which tends
to be morphosyntactically fixed. This is something
our Word2vec model cannot accomplish, since it
was trained on lemmas. Also, it would have been
surprising if ELMo’s ability to handle polysemy
would not have been an advantage in a disambigua-
tion task. This way context is already introduced at
the input level.

One apparent weakness of our system is its
weaker performance on the LITERAL class in com-
parison to the IDIOMATIC class – hardly a surprise
when considering the unbalanced distribution of
labels. Still, a maximum F1-score of 79.07 for LIT-
ERAL shows that our efforts to keep the idiomaticity
rate of COLF-VID low bear some fruit.
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VID-specific Evaluation Table 3 shows a more
fine-grained evaluation of the best performing sys-
tem by listing the results per VID on the test set.
The classifier achieves its best results (100.00 F1-
score) for an Glanz verlieren, an Land ziehen, am
Pranger stehen, im Blut haben, in eine Sackgasse
geraten, im Schatten stehen, in Schieflage geraten
and einen Nerv treffen. That was to be expected,
since all these VIDs have a high rate of idiomatic
or literal readings – a fact the classifier very likely
learnt during training, thus assigning a higher prob-
ability to the majority label. Nonetheless, even for
those VID types it does not seem to mindlessly ap-
ply one label all the time. E.g. for an Land ziehen
and im Blut haben, it correctly classifies the rel-
atively few instances of their respective minority
class.

Still, arguably the most interesting VID types
with respect to the disambiguation task are those
with a (relatively speaking) more balanced distri-
bution of classes, like auf der Straße stehen, auf
dem Tisch liegen, eine Brücke bauen, in den Keller
gehen, im Regen stehen ins Wasser fallen, Luft
holen, eine Rechnung begleichen, von Bord gehen,
vor der Tür stehen, ein Zelt aufschlagen or über
Bord gehen, all of which have idiomaticity rates
between 38.82% and 79.68%. For all but four of
those expressions, the system achieves F1-scores
between 82.54 and 94.45. For ein Zelt aufschla-
gen (65.08), von Bord gehen (70.24), Luft holen
(75.11) and eine Rechnung begleichen (78.95), the
F1-scores are below 80. It would be interesting to
investigate whether the difference in performance
for the various VID types correlates with the inter-
annotator agreement (IAA). We leave this question
to future work.

6 Conclusion/Future Work

In this paper we presented COLF-VID, a new cor-
pus with annotated instances of German VIDs and
their literal counterparts. Furthermore, we experi-
mented with VID disambiguation on the new cor-
pus and showed that significant improvements can
be gained from applying a neural architecture in
comparison with a simple majority baseline. The
experiments additionally demonstrated the effects
of the different word representations on the result-
ing performance.

For the future we plan on extending the anno-
tation of COLF-VID with those VIDs that were
not in the set of pre-chosen expressions and con-

sequently were not annotated. This would allow
to use the corpus as a basis for an identification
task and not just disambiguation. Concerning the
disambiguation task itself, a cornucopia of differ-
ent approaches – be it supervised or unsupervised
– can be imagined. We plan on conducting a sur-
vey of different approaches in an attempt to reveal
which architectures, context sizes and features are
best suited for the task. Last but not least, cross-
linguistic experiments with comparable corpora
(e.g. IDIX) could be interesting in order to explore
language-specific properties of VIDs.
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Radim Řehůřek and Petr Sojka. 2010. Software
Framework for Topic Modelling with Large Cor-
pora. In Proceedings of the LREC 2010 Workshop
on New Challenges for NLP Frameworks, pages 45–
50, Valletta, Malta. ELRA. http://is.muni.cz/
publication/884893/en.

Agata Savary, Silvio Ricardo Cordeiro, Timm Lichte,
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Abstract

We report the results of our system on the
Metaphor Detection Shared Task at the Second
Workshop on Figurative Language Processing
2020. Our model is an ensemble, utilising
contextualised and static distributional seman-
tic representations, along with word-type con-
creteness ratings. Using these features, it pre-
dicts word metaphoricity with a deep multi-
layer perceptron. We are able to best the state-
of-the-art from the 2018 Shared Task by an av-
erage of 8.0% F1, and finish fourth in both sub-
tasks in which we participate.

1 Introduction

Metaphor detection is the task of assigning a label
to a word (or sometimes a sentence) in a piece of
text, to indicate whether or not it is metaphorical.
Some metaphors occur so frequently as to be con-
sidered word senses in their own right (so-called
conventional metaphors), whilst others are creative,
and involve the use of words in unexpected ways
(novel metaphors). Sometimes whole phrases or
even sentences can lend themselves to metaphorical
or literal interpretations.1 For these reasons and oth-
ers, human annotators might disagree about what
constitutes a metaphor—computational metaphor
detection is no doubt a challenging problem.

In this work, we participate in the 2020 Metaphor
Detection Shared Task (Leong et al., 2020). First,
we offer a description of metaphoricity, framing it
in terms of the concreteness of a word in different
contexts. Concreteness of a word in context is not
a quantity for which there exists large-scale anno-
tated data. In lieu of this, we train a metaphor detec-
tion model using input features which we expect to

1Consider drowning student, which could refer to students
submerged in water, or students struggling with coursework
(Tsvetkov et al., 2014), or the more idiomatic phrase, they
stabbed him in the back, which could be taken literally or
(more likely) metaphorically, depending on its context.
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“she considered “she attacked
the problem”, the problem”
“they hated “he showered

the film” her with love”
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“she attacked
the soldier”,

“he showered
at 8am”

Figure 1: Examples of verbs with varying levels of
concreteness—metaphors are in green

contain the information needed to derive this con-
textual concreteness. This model outperforms the
highest performing system of the previous shared
task (Leong et al., 2018), and finishes 4th in the two
subtasks in which we participate.

2 Concreteness and Context

Metaphor is a device which allows one to project
structure from a source domain to a target domain
(Lakoff and Johnson, 1980). For instance, in the
sentence “he attacked the government”, attacked
can be seen as a conventional metaphor, which
applies structure from the source domain of war
to the target domain of argument. Intuitively, it
seems that the context in which a word appears tells
us about the target domain, whilst the word itself
(and some knowledge about how it is used non-
metaphorically) tells us about the source. Several
existing models have exploited this difference (e.g.
Mao et al., 2019; Gao et al., 2018).

Usually, the target domain is something intangi-
ble, whilst the source domain relates more closely
to our real-world experience. Concreteness refers
to the extent to which a word denotes something
that can be experienced by the senses, and is gener-
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ally measured by asking annotators to rate words
on a numeric scale (Paivio et al., 1968; Spreen
and Schulz, 1966); abstractness is then the inverse
of concreteness. Using concreteness ratings for
metaphor identification is clearly well motivated,
as evidenced by previous work (e.g. Tsvetkov et al.,
2014, 2013; Beigman Klebanov et al., 2015).

For a word to be metaphorical in a particular
context, then, it needs to have a concrete sense
and an abstract sense, with the abstract sense ac-
tivated in that context. The concrete sense would
belong to the source domain, and the abstract sense
to the target domain. For instance, the meaning
of the word attacked in “she attacked the soldier”
is concrete, but in “she attacked the problem” it
is abstract—and thus that usage is metaphorical.
Polysemy of the word is a necessary condition;
the existence of an abstract sense is not enough,
otherwise a monosemously abstract word such as
considered in “he considered the problem” would
be metaphorical.

Figure 1 shows examples of words with differ-
ent maximum concreteness levels elicited by cer-
tain senses (columns) appearing in contexts which
result in different values of concreteness for that
particular sense (rows). The most concrete sense
of a word is a lexical property, and thus context in-
dependent. The metaphors (green) are found in the
top right quadrant—they have an abstract meaning
in context, but a concrete sense exists (as evidenced
by the examples in the bottom right quadrant). The
bottom left quadrant is greyed out, since it is con-
ceptually impossible for a word to exist there—the
concreteness of one sense of a word cannot be
greater than the concreteness of any of its senses.

3 Model Architecture

We now describe a model which uses semantic rep-
resentations of a word in and out of context to pre-
dict metaphoricity. Ideally, we would only provide
the model with a representation of the concrete-
ness of a word in context (since we believe that
would do most of the lifting), but to our knowledge,
no large-scale annotated datasets exist for context-
dependent concreteness. In most popular datasets
of concreteness annotation (e.g. Coltheart, 1981;
Brysbaert et al., 2014), concreteness is a property
assigned to each word type—but we would need the
concreteness of a word instance. In this respect, our
work resembles the abstractness classifier in Turney
et al. (2011)—although this work uses word senses

instead of instances as we do. Because contextu-
alised concreteness data is unavailable, we instead
choose features which, when given to a multi-layer
perceptron (MLP), should provide enough infor-
mation about a word for the MLP to be able to
differentiate between each cell in Figure 1.

We first provide the model with contextualised
word embeddings, which we expect will provide
some information about the target domain of the
metaphor. In the contextualised representations,
we expect there to exist a space of concrete mean-
ings and some space of abstract meanings—which
would help the network differentiate between the
top and bottom rows of Figure 1. Along with this,
we provide static word embeddings, to provide in-
formation about the source domain. Since these
static type-level embeddings will clearly contain
information about both source and target, we com-
pliment them with type-level concreteness ratings.
Such ratings should reflect the concreteness of the
most concrete sense of the word, thus allowing the
network to differentiate between the left and right
columns of Figure 1.

Figure 2 shows an overview of our architecture.
In the following paragraphs, we detail each individ-
ual component of the model.

Contextual Word Embedding For contextu-
alised embeddings, we fine-tune BERT (Devlin
et al., 2019). BERT is a sentence encoder which
utilises a transformer architecture (Vaswani et al.,
2017), and is trained with two separate tasks—
masked language modelling (a cloze task), and
next-sentence prediction. The latent space (the fi-
nal hidden state of the encoder) contains vector
representations of each input token, which change
in different contexts. Several pre-trained BERT
models are available—we use BERT large.2

Concreteness Model We define a simple model
which represents the concreteness of a word as a
linear interpolation between two vectors, represent-
ing maximal concreteness and abstractness, vcon

and vabs respectively. For each word w we obtain
a real number estimate of its concreteness, c, from
Brysbaert et al. (2014), where c = 5 indicates max-
imum abstractness, and c = 0 indicates maximum

2BERT accepts WordPiece units (Wu et al., 2016) as to-
kens, rather than words. There is not a single accepted way of
converting multiple WordPiece unit vector representations into
a single word. Following Devlin et al. (2019), we simply use
the first token of any word. This is clearly a naı̈ve method of
compositionality; improving this may strengthen our results.
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concreteness. The output vector of the model is
defined as

c =
c

5
· vcon +

5− c

5
· vabs (1)

Out-of-vocabulary words have their own vector,
vunk. Each of vabs, vcon, and vunk are randomly
initialised and learned from data. The dimension-
ality of these vectors is a hyperparameter which is
tuned—a higher dimensionalality will likely place
more emphasis on this feature when it is fed into
the MLP as part of the ensemble model.

Static Word Embedding We initialise a ma-
trix of static 300-dimensional word embeddings
from the Word2Vec Google News pretrained model
(Mikolov et al., 2013), then fine-tune it to the data.
Out-of-vocabulary words are given their lemma’s
embedding, if present, otherwise they are initialised
randomly.

Multi-Layer Perceptron We define a deep
multi-layer percepton (MLP), which at each layer
has four components: a linear transformation, layer
normalisation, a ReLU activation function, and fi-
nally dropout (Srivastava et al., 2014). The struc-
ture is parameterised with three parameters—the
input size k, number of layers n, and first hidden
layer size h. The first linear layer of the network
has an input of size k, and an output of size h.
Each successive layer halves the size of the hidden
state. After n layers, a final linear layer converts
to a single output, which is then passed through
a sigmoid to yield the prediction. Based on this
design, we have the constraint that 2n ≤ h ≤ k,
which imposes that (1) the first hidden layer is not

larger than the input, and (2) the size of the hidden
layer does not reach 1 before the final layer.

Ensemble Model Tying all of the aforemen-
tioned models together is an ensemble model. First,
it passes each input sentence w0, · · · , wn through
the contextual embedding component to yield the
embeddings h1, · · · ,hn. To reduce their dimen-
tionality, these are each passed through a simple
linear transform, yielding h′1, · · · ,h′n. Each word
is then passed through the static embedding compo-
nent, yielding embeddings m1, · · · ,mn, which are
also projected down to m′1, · · · ,m′n. Each word is
also fed to the concreteness model, yielding con-
creteness vectors c1, · · · , cn. For each word, the
three representations (h′i, m

′
i, and ci) are concate-

nated, and passed into a deep multi-layer percep-
tron which makes the final metaphor prediction
(per-word). This model is depicted in Figure 2. Cru-
cially, though this model accepts sentences (needed
to process the contextualised word representations),
it makes predictions using the MLP on a per-word
basis—but back-propagates through BERT for all
annotated words in each sentence.

4 Experiments

Data We use the VUA corpus (Steen et al., 2010)
which was made available for the shared task
(Leong et al., 2020).3 We train a model on all

3This corpus consists of four different genres from the
British National Corpus: academic, news, conversation, and
fiction. For the Shared Task, these were all merged, but clearly
each categories’ data will be of radically different forms. We
expect our system to underperform on the transcriptions of
conversations, since this will be very different from the data
BERT was trained on.
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Subset Train Dev Total

By Tokens

Verbs 15, 323 1, 917 17, 240
All-POS 64, 537 8, 074 72, 611
Everything 161, 335 20, 169 181, 504

By Sentences

Verbs 7, 127 746 7, 873
All-POS 9, 809 1, 085 10, 894
Everything 10, 738 1, 371 12, 109

Table 1: Number of tokens and sentences in the data

the available training data—not just those marked
for the verbs or all-pos subtasks, because we found
this improved performance. We split the data in an
8:1 ratio, ensuring that the split puts 1/9 of each
subtask’s data in the development set—details of
the splits are shown in Table 1.

Training Details We train in batches of 32 sen-
tences, and employ early stopping after 20 stable
steps (based on F1 on dev). As an optimizer, we use
AdamW (Loshchilov and Hutter, 2017). We exper-
imented with three fine-tuning options: (1) unfreez-
ing the whole network and training it all at once,
(2) freezing BERT and training until early stopping
activates, then unfreezing BERT and training until
early stopping again, and (3) freezing BERT and
training until early stopping, then sequentially un-
freezing and training a single layer of BERT at a
time, and finally the whole model at once (inspired
by Felbo et al., 2017). We used option (2) in the
end, since it offered a large improvement over (1)
when we used a lower learning rate for the second
phase. We found that (3) offered no additional ad-
vantage. To find hyperparameters, we performed
a random search over the parameter space; final
hyperparameters are reported in Table 2.

Threshold Shifting The ratio of metaphors to
non-metaphors in the entire VUA dataset was not
the same as that of the verb and all-pos subsets
used by the Shared Task. Having trained the model
on all the data, we then adjust it to each different
distribution. To do this, we find the threshold for
the sigmoid output that maximises the F1 score on
each particular development set.4

4We also experimented with fine-tuning the network to
each subset, but found this led to overfitting, and was detri-
mental to performance.

Parameter Value

n-layers 4
Hidden size (h) 140
Size of ci 50
Size of h′i 150
Size of m′i 200
Learning rate I 2× 10−4

Learning rate II 2× 10−5

Weight Decay 0.05
Dropout 0.4

Table 2: Hyperparameters of the final model

Ensemble Model
CWE SWE CM F1 Dev

X 0.574
X X 0.586
X X 0.636
X X X 0.644

Table 3: Ablation study results

Ablation Study To verify that each feature con-
tributes useful information over just using a contex-
tualised representation, we first conduct a simple
ablation study, to see the performance impact of
removing either the static word embeddings or con-
creteness ratings. We train four models (with the
same hyperparameters as in Table 2), with different
combinations of the concreteness model (CM) and
static word embedding (SWE) model removed.5

Table 3 shows the results on the development set.
The contextualised word embeddings (CWE) on
their own performs the worst. Adding the embed-
dings in particular really bolsters the performance
(increasing it from 0.574 to 0.636 F1). The type-
level concreteness annotation also helps, but not
quite as much. The combination of all three fea-
tures achieves the highest F1 score.

Shared Task Performance The Shared Task re-
sults are computed as the F1 Score on held-out test
data. Our results are presented in Table 4, alongside
the results from the previous highest-performing
system (Wu et al., 2018) from the 2018 Shared Task
(Leong et al., 2018), and the highest-performing
system on this shared task. Through the use of
contextualised representations and concreteness rat-

5For this experiment we use early stopping after 5 stable
results (based on loss), BERT base rather than large, and did
not fine-tune BERT.
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Subtask F1
Model Verbs All-POS

Us 0.755 0.718
2018 Winner 0.672 0.651
2020 Winner 0.804 0.769

Table 4: Shared Task results

ings, we are able to improve substantially over the
best submission to the 2018 shared task (Wu et al.,
2018) for metaphor detection on the VUA corpus
(Steen et al., 2010), by 8.0% F1. We trail the winner
of the 2020 task by an average of 5.0% F1.

5 Conclusion

We participated in the 2020 Metaphor Identification
Shared Task (Leong et al., 2020). Our model was
designed to try and exploit knowledge of lexical
concreteness and contextual meaning to identify
metaphors. Our results improved over the previous
best performing system by an average of 8.0% F1,
but trailed behind the leader of the task by 5.0%.

In future work, we are keen to explore first train-
ing a model to identify concreteness in context,
then fine-tuning this to metaphor identification,
based on the reasoning presented in §2.
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Abstract

Existing approaches to metaphor processing
typically rely on local features, such as imme-
diate lexico-syntactic contexts or information
within a given sentence. However, a large body
of corpus-linguistic research suggests that sit-
uational information and broader discourse
properties influence metaphor production and
comprehension. In this paper, we present the
first neural metaphor processing architecture
that models a broader discourse through the
use of attention mechanisms. Our models ad-
vance the state of the art on the all POS track
of the 2018 VU Amsterdam metaphor identi-
fication task. The inclusion of discourse-level
information yields further significant improve-
ments.

1 Introduction

Metaphor widely manifests itself in natural lan-
guage. It is used to make an implicit compari-
son between two distinct domains that have certain
common aspects (Lakoff and Johnson, 1980). For
instance, in the sentence “The price of the commod-
ity is rising”, the target domain of quantity (price)
can be understood through the source domain of
directionality (rising).

The majority of computational approaches to
metaphor focus on the task of its identification in
text. Early approaches utilised hand-crafted fea-
tures based on word classes (Beigman Klebanov
et al., 2016), concreteness and imageability ratings
(Turney et al., 2011; Broadwell et al., 2013) or
selectional preferences (Wilks et al., 2013). Suc-
ceeding research has moved on to corpus-based
techniques, such as the use of distributional and
vector space models (Shutova, 2011; Gutierrez
et al., 2016; Bulat et al., 2017), and more re-
cently, deep learning methods (Rei et al., 2017).
Current metaphor identification approaches cast
the problem in the sequence labelling paradigm

and apply convolutional (Wu et al., 2018), recur-
rent (Gao et al., 2018; Mao et al., 2019; Dankers
et al., 2019) and transformer-based neural models
(Dankers et al., 2019).

However, these approaches model only local lin-
guistic context, i.e. information about the sentence
in which the metaphor resides. Yet, a large body of
corpus-linguistic research suggests that metaphor
production and comprehension is influenced by
situational information and wider discourse prop-
erties (Musolff, 2000; Semino, 2008; Jang et al.,
2015b). Previously presented computational mod-
els of metaphor incorporating discourse use hand-
crafted features (Jang et al., 2015a) or neural sen-
tence embeddings (Mu et al., 2019) within a sim-
ple classification paradigm. Since these methods
employ shallow classification models, their task
performance is subpar compared to deep neural ar-
chitectures. Nonetheless, these studies established
that discourse-level information is beneficial for
metaphor detection.

Improving upon prior methods, we present a
novel neural metaphor identification architecture
that incorporates broader discourse. To model dis-
course, we investigate two types of attention mech-
anisms: a shallow general attention mechanism and
a hierarchical one (Yang et al., 2016). The former
builds a sentence representation by applying word-
level attention. The latter combines attention at
both word and sentence level. We apply our models
to the 2018 VU Amsterdam (VUA) metaphor iden-
tification shared task (Leong et al., 2018), specif-
ically to the all POS subtask. This task involves
metaphor detection for all open-class words – i.e.
verbs, adjectives, nouns and adverbs. Our results
confirm that modelling discourse is beneficial for
metaphor detection and our models improve upon
the previous state-of-the-art task performance (Wu
et al., 2018) by 5.2 and 6.4 F1-points, for our best-
performing baseline and discourse models, respec-
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tively. To the best of our knowledge, this is the first
end-to-end neural approach investigating the effect
of broader discourse on metaphor identification.

2 Related Work

2.1 Deep Learning for Metaphor
Identification

The approach of Wu et al. (2018) obtained the high-
est performance in the 2018 VUA metaphor iden-
tification task. Their model combined a convolu-
tional neural network and a bidirectional LSTM
(Bi-LSTM), thus utilising local and long-range
contextual information in the immediate sentence.
F1-scores of 65.1% and 67.2% were obtained in
the task’s all POS and verbs-only subtasks, respec-
tively. See Leong et al. (2018) for an overview of
other systems submitted to the task.

Afterwards, Gao et al. (2018) proposed a se-
quence labelling model for metaphor identification
that employed GloVe (Pennington et al., 2014) and
ELMo (Peters et al., 2018) embeddings as input to
a Bi-LSTM followed by a classification layer. The
main difference compared to previously presented
neural models was the inclusion of contextualised
word embeddings, which significantly improved
metaphor detection. Gao et al. (2018) reported
results on the full sequence labelling task using
the VUA metaphor corpus. However, their perfor-
mance is not comparable to the all POS subtask
of the 2018 shared task. The evaluation of Gao
et al. (2018) included both closed- and open-class
words and their models were trained on a differ-
ent subset of the VUA metaphor corpus, causing
incomparable main task performance measures.1

Mao et al. (2019) and Dankers et al. (2019) re-
cently presented improved approaches to modelling
metaphors by relying on (psycho)linguistically mo-
tivated theories of human metaphor processing.
Mao et al. (2019) proposed two adaptations of the
model of Gao et al. (2018): Firstly, concatenat-
ing the hidden states of the Bi-LSTM to a con-
text representation capturing surrounding words
within the current sentence, to model selectional
preferences. Secondly, including word embeddings
both at the input and classification layer, to explic-
itly model the discrepancy between a word’s lit-
eral and its contextualised meaning. Dankers et al.

1Closed-class function words such as prepositions are con-
siderably easier to classify than open-class words. The systems
evaluated in the 2018 shared task setup essentially addressed a
more challenging task, which would make a task performance
comparison unfair.

(2019) improved metaphor identification through
joint learning with emotion prediction, motivated
by the finding that metaphorical phrases tend to be
more emotionally evocative than their literal coun-
terparts. Joint learning was applied to the model
of Gao et al. (2018) as well as to BERT (Devlin
et al., 2019). The latter setup is the current state-of-
the-art approach in metaphor identification. Mao
et al. (2019) and Dankers et al. (2019) used the data
subset and evaluation setup of Gao et al. (2018),
which complicates direct performance comparisons
to the 2018 shared task. We only compare to these
studies in our performance breakdown per POS tag,
for the four open-class POS categories.

2.2 Metaphor Identification and Discourse

The work of Jang et al. (2015a) was the first to in-
vestigate the effects of broader discourse in a com-
putational model of metaphor. Their approach used
hand-crafted features and coarse-grained lexical in-
formation extracted from a broader discourse such
as topical information, lexical chains and unigram
features. However, they did not directly model
the effect of including neighbouring sentences in
metaphor identification.

Mu et al. (2019) considered metaphor identifica-
tion for the verbs-only subtask of the 2018 shared
task. They obtained the broader context of verbs
by embedding the surrounding paragraph with a
range of methods: GloVe, ELMo, skip-thought
(Kiros et al., 2015) and doc2vec (Le and Mikolov,
2014). The context embedding, along with the verb
lemma and syntactic arguments, was used to train
a gradient boosting decision tree classifier. The
authors have shown that metaphor identification is
positively influenced by including paragraph-level
context. Their best-performing model achieved
an F1-score of 66.8% falling just shy of the 2018
verbs-only subtask’s highest performance of Wu
et al. (2018).

3 Data

The task revolves around performing binary classi-
fication – identifying whether a word is metaphori-
cal or literal – on the all POS subtask of the 2018
VUA metaphor identification shared task. This task
uses a dataset consisting of 117 text excerpts from
the British National Corpus (Clear, 1993), labelled
in the VUA metaphor corpus (Steen et al., 2010).
Each excerpt has been retrieved from one of the
following four genres: academic, news, conver-
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Figure 1: Visualisation of the sequence labelling architecture, for the two discourse computation mechanisms with
context window size k = 1. To avoid visual clutter, only the classification of the first word in the focus sentence is
shown.

sation, and fiction. Metaphorical expressions are
annotated at word level. Following the shared task
setup, we evaluate our models on open-class words
only – i.e. verbs, adjectives, nouns and adverbs.
The dataset contains 72,611 and 22,196 labelled
words in the training and test set, respectively. 15%
and 18% of these words are metaphorical for the
two sets, respectively. We randomly sample 10%
of the training data texts for validation purposes.

4 Methods

We construct a neural architecture that is opti-
mised to predict binary metaphoricity at word level,
by embedding the input words, applying encoder
layers followed by a classification layer and soft-
max activation to yield per-word predictions. We
present two variants of the model. The first method
is feature-based, similar to the model of Gao et al.
(2018). We embed input words through the con-
catenation of their non-contextualised (GloVe) and
contextualised (ELMo) embeddings. The concate-
nation of GloVe and ELMo feeds into a one-layer
Bi-LSTM encoder. During optimisation, we learn
the parameters of the Bi-LSTM and classification
layer.

As our second method, we use a fine-tuning
architecture, similar to Dankers et al. (2019), in
which the embeddings and recurrent encoder are re-
placed with the pretrained BERTbase model (Devlin
et al., 2019). BERT uses embeddings for subword
units that are encoded with twelve transformer en-

coder layers. During optimisation we fine-tune
BERT and learn the parameters of the classification
layer. A word is considered metaphorical if any of
its subword units is labelled as metaphorical. This
choice is based on the assumption that it is more
likely that a common prefix or suffix is not con-
sidered metaphorical while a word’s main piece is
than the other way around.

To include discourse information in both archi-
tectures, the output of the last encoder layer is con-
catenated to a discourse representation and fed to
the classification layer, such that the classification
layer contains dedicated parameters for both the dis-
course and (sub)word representations. We further
detail the two mechanisms employed to compute
the discourse representations below.

4.1 Modelling Discourse

Discourse Definition To represent discourse, we
use a context window of size 2k + 1 sentences. It
comprises k preceding sentences, the immediate
sentential context of the word to be classified (the
focus sentence), and k succeeding sentences. How-
ever, based on the position of the focus sentence in
the corresponding text, the number of preceding or
succeeding sentences can be less than k. A value
of 0 for k implies a context window containing the
focus sentence only.

General Attention The first attention mecha-
nism constructs a discourse representation by ap-
plying general attention to all tokens within the
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Model k P R F1

Wu et al. (2018) - 60.8 70.0 65.1

ELMo-LSTM
- General Att. 0 66.3 64.8 65.5±.3

1 66.3 66.6 66.4±.4
2 66.8 67.8 67.3±.2
3 66.6 67.3 66.9±.4

- Hierarchical Att. 1 67.5 65.5 66.5±.4
2 67.6 66.1 66.8±.3
3 68.1 66.1 67.1±.6

BERT
- General Att. 0 73.5 67.4 70.3±.5

1 72.6 69.8 71.1±.6
2 73.7 68.9 71.1±.5
3 72.8 70.0 71.3±.5

- Hierarchical Att. 1 73.1 69.1 71.0±.4
2 73.5 69.6 71.5±.5
3 73.8 68.9 71.3±.5

Table 1: Main task performance for the all POS 2018
VUA metaphor identification task. The highest perfor-
mance per model type is shown in bold font.

context window. The encoder layers are applied to
each of the sentences within the context window
individually. The discourse representation is the
weighted combination of the outputs, where the
weights are computed by applying a linear layer
followed by the softmax function. The architecture
is shown in Figure 1a.

Hierarchical Attention Secondly, we replace
the general attention with hierarchical attention
inspired by the work of Yang et al. (2016) to com-
bine word- and sentence-level attention. The for-
mer type provides fine-grained information needed
for disambiguation and possibly co-reference reso-
lution, whereas the latter is more suited to capture
coarse-grained topical information. First, the indi-
vidual sentences from the context window are en-
coded, and general attention is applied per sentence,
yielding sentence representations. Second, the sen-
tence representations are fed to a sentence-level
encoder, and sentence-level attention is utilised to
produce a discourse representation. For the recur-
rent architecture, the encoder is a Bi-LSTM, and
for BERT, it is a transformer layer. The hierarchical
attention module is visualised in Figure 1b.

5 Experiments and Results

5.1 Experimental Setup
The feature-based approach uses GloVe and ELMo
embeddings of dimensionalities 300 and 1,024, re-
spectively. The hidden state dimensionality of the

Model k VB ADJ NN ADV

Mu et al. (2019)† - 66.8 - - -
Wu et al. (2018) - 67.4 65.1 62.9 58.8
Gao et al. (2018)† - 69.9 58.3 60.4 -
Mao et al. (2019)† - 70.8 62.2 63.4 63.8

ELMo-LSTM
- General Att. 0 69.7 62.0 62.5 57.3

2 71.2 63.5 65.0 57.6
- Hierarchical Att. 3 71.5 63.2 64.2 57.1

BERT
- General Att. 0 74.6 65.9 67.5 64.3

3 75.6 66.4 68.9 64.0
- Hierarchical Att. 2 75.7 66.0 69.3 63.2

Table 2: Task performance (F1-score) breakdown
per POS category, for the baseline systems and best-
performing setup per model and attention module type.
†Due to differences in the data subset used and evalua-
tion setup these results are not directly comparable to
ours.

Bi-LSTM is 128. Training lasts for 10 epochs, with
a maximum learning rate of 0.005 and batches of
size 64.

The fine-tuning method includes the BERTbase
model that has 12 pretrained transformer layers
with a hidden dimensionality of 768. The BERT
model is fine-tuned for 4 epochs with a batch size
of 16, and a maximum learning rate of 5e−5.

Both model types are trained using the AdamW
optimiser with a cosine-based learning rate sched-
uler and a warm-up period of 10%. Tokens with
a POS tag other than the four open-class cate-
gories are included in the sentence, albeit that their
metaphoricity is not considered during optimisa-
tion. We use the negative log-likelihood loss along
with class weights to account for the class imbal-
ance. The weights are annealed during training
from 0.9 and 0.1 to 0.7 and 0.3 for the metaphor-
ical and literal classes, respectively. We report
the precision (P), recall (R), and F1-scores for the
metaphor class achieved by each model averaged
over ten randomly initialised runs.

5.2 Results

Table 1 presents our main task performance. We
compare our models to the previous highest per-
forming system designed by Wu et al. (2018). Our
baseline systems using k = 0 only incorporate the
sentential context of the focus sentence. The recur-
rent and BERT-based models with k = 0 already
outperform the approach of Wu et al. (2018) by the
margins of 0.4 and 5.2 F1-points, respectively.
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The inclusion of discourse representations fur-
ther improves the F1-scores over the baseline meth-
ods, for both model types and both attention mod-
ules. The performance differences are significant
as per a t-test (p < 5e−3) for all experimental se-
tups including wider discourse (k > 0). This find-
ing is in accordance with the findings of Mu et al.
(2019). Generally, the largest performance gain is
achieved by increasing k from 0 to 1. This indi-
cates that the immediate neighbouring sentences
are the most informative. This claim is supported
by Bizzoni and Ghanimifard (2018) who mention
that the metaphors in the VUA metaphor corpus
generally do not require long-distance information
for their resolution. The top-performing model
is the BERT setup with hierarchical attention and
k = 2 that achieves a state-of-the-art F1-score of
71.5%. Overall, we observe that using the hierarchi-
cal attention module is more effective at increasing
the precision, while the general attention module is
more likely to improve the recall.

Table 2 displays more fine-grained F1-scores per
POS category for the best-performing experimental
setups per model type and attention module. We
notice that the increase in performance is mainly
achieved by increments in the F1-scores for verbs
and nouns rather than adjectives and adverbs.
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(a) ELMo-LSTM, general attention, k = 1
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(b) BERT, general attention, k = 1

Figure 2: Distribution of the attention weight per token
position, for (1) all test sentences and (2) the test sen-
tences whose metaphoricity labels were corrected by
including discourse information.

6 Analysis and Discussion

In order to investigate the types of information that
discourse provides, we have conducted a qualita-
tive analysis of the sentences where our discourse-
aware models improved the labelling of a word over
the discourse-agnostic baselines. We found that dis-
course helps primarily in two ways: (1) it provides
information about the topic of the text, which is
often needed for disambiguation, particularly for
shorter sentences; and (2) it allows the models to
implicitly perform co-reference resolution through
the use of word-level attention.

We observe that while the attention distributions
of the hierarchical mechanisms are rather diffused,
the general attention mechanism uses very sparse
weights. We hypothesise that the former type is
more suited for modelling coarse-grained topical
information. The latter is able to highlight spe-
cific words and phrases in neighbouring sentences
that may be needed for disambiguation and co-
reference resolution. The attention distributions
displayed in Table 3 are exemplary of distributions
in the hierarchical and general attention modules
with regard to sparseness. This observation holds
for both the recurrent and BERT-based models.

To further investigate the internal functioning
of the attention modules and the influence of dis-
course, we use majority voting across the randomly
initialised runs to obtain samples that are consis-
tently improved by all discourse setups compared
to the baseline per model type. For the recur-
rent models, this subset contains 109 samples: 53
metaphorical tokens and 56 literal ones. For BERT,
these statistics are 57 and 19, respectively. To assert
that within these subsets, the surrounding sentences
affect the discourse representation, we visualise the
average weight per word position, as measured
from the middle of the focus sentence. Figure 2
demonstrates that for sentences in this subset, the
distribution is more diffused compared to all test
sentences. Thus, on average, the broader discourse
has a more substantial effect on the model’s clas-
sification for these samples. This finding supports
the hypothesis that the numerical performance gain
observed is caused by the inclusion of discourse
representations.

The examples listed in Table 3 are drawn from
the consistently improved subset for all recurrent
discourse setups. Specifically, the annotations of
the words mincemeat, spread and hurry were cor-
rected. In the first example, the context contains
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Hierarchical Attention General Attention
Sentence Word

.297 I ’ve got L some cooking L apples L out there Oh is n’t he , I could hit L him ! apples L

.419 Why does n’t he make L make L your own bloody M mincemeat L then ! bloody M, mincemeat L

.284 Yeah that ’s cos L I make L the the pastry L and you can -

.276 As you always L still L continue L to tell L them yes L you do . -

.321 If I want L it spread M around . spread M, around

.403 That gives M you your bit M of character M . gives M, bit M, character M

.344 The accelerator L is the one on the right L sir L ! -

.268 He is an old L gentleman L , dear L but er L he is n’t in a hurry L what so ever L . hurry L

.388 Look L he ’s slowing L down there ! Look L, slowing L, down

Table 3: Visualisation of the attention distributions for three example sentences in which the underlined token was
correctly labelled after including wider discourse information, for ELMo-LSTM with k = 1. The colour intensity
represents the word-level attention weights. For hierarchical attention, the sentence weights (first column) influence
the effect of the word-level weights (second column). Since the general attention distributions were rather sparse,
we only include the key words (column three).

food references (“cooking apples” and “make the
pastry”) and hence provides the required topical
information, emphasising that mincemeat is used
in a text about cooking. If “making mincemeat of
something” were used metaphorically, one would
expect neighbouring sentences to discuss defeats,
demolition or devastation. The second example
illustrates a case where the wider context is needed
for anaphora resolution: the meaning of it is un-
clear from the sentence itself, which hinders the
metaphoricity resolution of spread. While the con-
text does not specify the referent of it, it still incor-
porates clues through the phrases “continue to tell
them” and “gives you character” that indicate some-
thing is not spread physically but socially. When
looking into the even broader context (available to
models with k > 1), it appears to be gossip about
a wild night involving alcohol. This example indi-
cates that the directly neighbouring sentences are
not always sufficient for complete clarity – i.e. that
increasing k beyond 1 can occasionally be helpful.
In the final example, it becomes apparent from the
metaphor’s discourse context that “being in a hurry”
in fact concerns the actual speed of the accelerator,
as opposed to the metaphorical use of hurrying: the
obstacle that keeps us all from living life fully.

The results in Table 2 show that the use of
discourse information primarily improves perfor-
mance for verbs and nouns, and less so for adjec-
tives and adverbs. We hypothesise that much of this
improvement is due to pronominal co-reference res-
olution, which is most critical for verbs and nouns.
Pronouns replace nouns and noun phrases in sen-
tences and are themselves in direct grammatical

relations with the verbs (as their subject or object).
A verb may be used metaphorically or literally, but
without knowing the identity of its subject or ob-
ject, its metaphoricity may be difficult to determine.
For adverbs and adjectives that would not be the
case, as they never modify a pronoun.

7 Conclusion

In this work, we presented deep neural architec-
tures that make use of attention mechanisms to
investigate the impact of discourse in the task of
word-level metaphor detection. Our models estab-
lish new state-of-the-art results in the all POS track
of the 2018 VUA metaphor identification shared
task (Leong et al., 2018). Two attention mecha-
nisms were experimented with for modelling dis-
course, a general and hierarchical one. Both mod-
ules yield significant performance increases, but
our qualitative analysis indicates that they serve a
different purpose.

Considering the high variety in the corpus’s sen-
tence lengths, future work could include defining
the context window in terms of words instead of
sentences and the merging of techniques to reap
the benefits of both co-reference resolution and
capturing topical information.
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Abstract

This paper describes the ETS entry to the 2020
Metaphor Detection shared task. Our contri-
bution consists of a sequence of experiments
using BERT, starting with a baseline, strength-
ening it by spell-correcting the TOEFL cor-
pus, followed by a multi-task learning set-
ting, where one of the tasks is the token-level
metaphor classification as per the shared task,
while the other is meant to provide additional
training that we hypothesized to be relevant
to the main task. In one case, out-of-domain
data manually annotated for metaphor is used
for the auxiliary task; in the other case, in-
domain data automatically annotated for id-
ioms is used for the auxiliary task. Both multi-
task experiments yield promising results.

1 Introduction

We use metaphors in our everyday life as a means
of relating our experiences to other subjects and
contexts (Lakoff and Johnson, 2008); it is com-
monly used to help us understand the world in a
structured way, and oftentimes in an unconscious
manner while we speak and write. It sheds light on
the unknown using the known, explains the com-
plex using the simple, and helps us to emphasize
the relevant aspects of meaning resulting in effec-
tive communication.

There is a large body of work in the litera-
ture that discusses how metaphor has been used in
the context of political communication, marketing,
mental health, teaching, assessment of English
proficiency, among others (Beigman Klebanov
et al., 2018; Gutierrez et al., 2017; Littlemore
et al., 2013; Thibodeau and Boroditsky, 2011; Ka-
viani and Hamedi, 2011; Kathpalia and Carmel,
2011; Landau et al., 2009; Beigman Klebanov
et al., 2008; Zaltman and Zaltman, 2008; Little-
more and Low, 2006; Cameron, 2003; Lakoff,
2010; Billow et al., 1997; Bosman, 1987); see
chapter 7 in Veale et al. (2016) for a recent review.

In the NLP universe, there’s been substantial re-
cent interest in automated detection of metaphor
(Dankers et al., 2019; Mikhalkova et al., 2019;
Mao et al., 2019; Igamberdiev and Shin, 2018;
Marhula et al., 2019; Markert, 2019; Saund et al.,
2019).

This paper describes the ETS entry to the 2020
Metaphor Detection shared task held as a part of
the 2nd Workshop on Processing Figurative Lan-
guage, at ACL 20201. The shared tasks consists of
four tracks: all content parts of speech – nouns,
verbs, adjectives, and adverbs (AllPOS) and a
verbs-only track (Verbs) for two corpora – (a) a
corpus of well-edited BNC articles from a variety
of genres annotated using the MIP-VU protocol,
and (b) a corpus of medium to high quality timed,
non-native essays written for the Test of English
as a Foreign Language annotated under a different
protocol. We participated in all the four tracks.

Our contribution consists of a sequence of
experiments using BERT, starting with a base-
line, then strengthening it by spell-correcting the
TOEFL corpus (section 4). We then devised a
multi-task learning setting, where one of the tasks
is the token level metaphor classification as per the
shared task, while the other is meant to provide
additional training that we hypothesized to be rel-
evant to the main task (section 5).

The first multitask learning is the utilization
out-of-domain data annotated for metaphor, al-
beit under a different annotation protocol, by us-
ing data from the other competition corpus. Thus,
we use metaphor prediction on the VUA corpus
as an auxiliary task for the main TOEFL task,
and vice versa. We show that this setup resulted
in an improved performance on the TOEFL test
data but not on VUA data. A sanity-check experi-
ment where the two training datasets were simply
merged together yielded performance that was in-
ferior to the baseline for all tracks (section 5.1).

1https://sites.google.com/view/figlang2020/home
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The second auxiliary task is utilization of a large
in-domain corpus that we automatically tagged for
occurrence of a different type of figurative lan-
guage phenomenon – idioms. We hypothesize that
the affinity between the two ways of figuration
might help the system become more sensitive to
metaphor by learning to attend to idioms. Our
results provide support to the hypothesis, as this
setting yielded our best result on the VUA dataset
(section 5.2). We provide a discussion of our find-
ings in section 7.

2 Datasets

2.1 VUA corpus
We use the VU Amsterdam Metaphor Corpus
(VUA) (Steen et al., 2010) as provided by the
shared task organizers. The dataset consists of 117
fragments sampled across four genres from the
British National Corpus: Academic, News, Con-
versation, and Fiction. Each genre is represented
by approximately the same number of tokens, al-
though the number of texts differs greatly, where
the news archive has the largest number of texts.
The data is annotated using the MIP-VU proce-
dure with a strong inter-annotator reliability of
κ > 0.8. It is based on the MIP procedure (Prag-
glejaz, 2007), extending it to handle metaphoric-
ity through reference (such as marking did as a
metaphor in As the weather broke up, so did their
friendship) and allow for explicit coding of diffi-
cult cases where a group of annotators could not
arrive at a consensus. Note that we only consid-
ered words marked as metaphors decided as such
by the shared task organizers. The VUA dataset
and annotations is the same as the one used in
the first shared task on metaphor detection (Leong
et al., 2018).

2.2 TOEFL corpus
This data labeled for metaphor was sampled
from the publicly available ETS Corpus of Non-
Native Written English2 (Blanchard et al., 2013)
and was first introduced by (Beigman Klebanov
et al., 2018). The annotated data comprises es-
say responses to eight persuaisve/argumentative
prompts, for three native languages of the writer
(Japanese, Italian, Arabic), and for two proficiency
levels – medium and high. The data was annotated
using the protocol in Beigman Klebanov and Flor
(2013), that emphasized argumentation-relevant

2https://catalog.ldc.upenn.edu/LDC2014T06

metaphors. Average inter-annotator agreement
was κ = 0.56 – 0.62, for multiple passes of the
annotation (see (Beigman Klebanov et al., 2018)
for more details). For the experiments, we used
the metaphor annotations marked as such by the
organizers. We used 180 essays for training and
60 essays for testing, as provided by the shared
task organizers. Tables 1 and 2 show some de-
scriptive characteristics of the data: the number of
texts, sentences, tokens, and class distribution in-
formation for Verbs and AllPOS tracks for the two
corpora – VUA and TOEFL.

3 Baseline system

We build our baseline system based on BERT (De-
vlin et al., 2018). BERT (Bidirectional Encoder
Representations from Transformers) is a trans-
former (Vaswani et al., 2017) model that is pre-
trained on a large quantity of texts, and obtained
state-of-the-art performance on many NLP bench-
marks (Wang et al., 2018; Zellers et al., 2018; Ra-
jpurkar et al., 2016). Since its introduction, there
have been many improvements over the original
BERT model, such as RoBERTa (Liu et al., 2019),
ERNIE (Sun et al., 2019), XLNet (Yang et al.,
2019); we use the most basic model (bert-base-
uncased).

We fine-tune the BERT model as a standard to-
ken classification task, that is, after obtaining the
contextualized embeddings of a sentence, we ap-
ply a linear layer followed by softmax on each
token to predict whether it is metaphorical or
not. Fig 1 shows the architecture of the baseline
model. We tune the hyperparameters based on
cross-validation on training data. The fold parti-
tions for the VUA corpus are the same as the ones
used for experiments in Beigman Klebanov et al.
(2016). For the TOEFL corpus, we obtained the
folds information from the shared task organiz-
ers directly. We select batch size in {16, 32, 64},
number of training epochs in {2, 3, 4, 5}, and use a
fixed learning rate of 3× 10−5. We also apply the
learning rate scheduler known as slanted triangu-
lar (Howard and Ruder, 2018). Due to the imbal-
anced class distribution in our data (see Table 2),
the positive class is up-weighted by a factor of 3.
The same setting applies to experiments described
in all the following sections.
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Datasets VUA TOEFL
Train Test Train Test

#texts 90 27 180 60
#sents 12,123 4,081 2,741 968

Table 1: Number of texts and sentences for both VUA and TOEFL datasets.

Datasets VUA TOEFL
Verbs All POS Verbs All POS

Train Test Train Test Train Test Train Test
#tokens 17,240 5,873 72,611 22,196 7,016 2,301 26,737 9,014
%M 29% − 18% − 13% − 7% −

Table 2: Number of tokens and percentage of metaphors breakdown for both VUA and TOEFL datasets, grouped
by Verbs and AllPOS.

Figure 1: Baseline system architecture. The output
is a pair of probabilities – the first for class 0 (non-
metaphor) and the second for class 1 (metaphor).

4 Experiment 1: Spell correction system

Proper automatic detection of lexically-anchored
phenomena in text often depends on availabil-
ity of correct spelling in the text. The contri-
bution of spelling correction to other tasks has
been documented previously, especially for En-
glish texts produced by non-native learners of En-
glish (Rozovskaya and Roth, 2016; Granger and
Wynne, 1999). Essays written by TOEFL test-
takers are known to contain a considerable amount
of spelling errors (Flor et al., 2015). To alleviate
this, we used a state-of-the-art automatic spelling
corrections system (Flor et al., 2019) to correct
spelling in the TOEFL dataset. Specifically, for
the training partition of the TOEFL dataset, the

system corrected 1553 errors in 180 essays, and
510 errors in 60 essays of the test partition.

5 Multi-task system

As we fine-tune BERT on relatively small datasets,
we attempted to enrich the learning with partially
relevant additional materials through a multi-task
setting - adding auxiliary tasks and train the
metaphor detection task with them. The auxiliary
tasks are described in sections 5.1 and 5.2.

The model we use for multi-task learning is as
follows: Instead of directly making predictions
based on the output embeddings of BERT, the em-
beddings are first projected to a lower-dimensional
representation by a linear layer; each task then has
its own classifier on top of that linear layer. The
architecture of the model is shown in Fig. 2.

During training, the data in batches of the
metaphor task (our main task) and the auxiliary
tasks are mixed and trained on in an interleaved
manner; the specifics will be described for each
of the auxiliary tasks separately. In order for the
main task to dominate the learning, we also scale
the gradient of the auxiliary tasks by a factor of
0.1. The hyperparameters are selected in the same
way as described in section 3.

5.1 Experiment 2: Learning from
out-of-domain data

Since both the VUA and the TOEFL corpora are
annotated for metaphors, using one to help the
other during learning could potentially provide ad-
ditional relevant training data. However, since
the data is from different types of texts and dif-
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Figure 2: Multi-task system architecture. The output
is a pair of probabilities – the first for class 0 (non-
metaphor) and the second for class 1 (metaphor).

ferent genres (well-edited BNC text in academic,
news, conversation and fiction genres vs relatively
short English language learner essays), and since
the guidelines under which the two datasets were
annotated are different, it is possible that each
corpus is only partially or indirectly relevant to
the other. We experimented with both a straight-
forward merging of the training sets of the two
datasets (as a preview – this did not produce good
results) and with a multi-task setting where the
other corpus is used for the auxiliary task.

We use the same batch size and learning rate for
the main task and the auxiliary task. The batches
from the two tasks are interleaved uniformly; as
there are roughly four times more sentences in the
VUA corpus than in the TOEFL corpus, there are
five batches of the VUA task following every batch
of the TOEFL task. We do not sub-sample the
VUA corpus or over-sample the TOEFL corpus.

5.2 Experiment 3: Learning from another
type of figurative language

Differently from Experiment 2, where we utilized
an out-of-domain dataset annotated for the same
phenomenon (albeit under somewhat different an-
notation protocol), in Experiment 3 we are at-
tempting to make use of a different but related phe-
nomenon – a different type of figurative language,
namely, idioms. The metaphorical underpinnings
of many idiomatic expressions have been noted

in psycholinguistic literature (Gibbs and O’Brien,
1990; Nunberg et al., 1994; Glucksberg, 2001).

The main idea here is that one or more of
the words participating in idiomatic expressions
are often used metaphorically. Thus, in CUT-
TING EDGE both the words are used metaphori-
cally; in PAY attention, false STEP, helping HAND,
GOLDEN opportunity, and social LADDER, the
capitalized word is a metaphor while the other
is not. There are also idioms where none of the
words are used metaphorically such as matter of
fact, other than, and once in a while. Still, it ap-
pears likely that the preponderance of metaphors
within idiomatic expressions would be higher than
in non-idiomatic language. It is also possible
that learning to detect idioms – a different but re-
lated type of figurative language – could help with
metaphor detection, as these might tend to be used
in similar contexts. Experiment 3 is an attempt
to explore these observations by setting idiom de-
tection as an auxiliary task for the main metaphor
detection task.

Although there exists considerable prior re-
search on automatic detection of idioms (for a
brief review see Flor and Beigman Klebanov
(2018)), idiom detection systems are typically
constrained to very small sets of idioms or to par-
ticular types of expressions (e.g. verb-noun con-
structions). We opted to use a system that marks
candidate expressions but does not verify their id-
iomaticity in the given context. The advantage of
this particular system is that it has very wide cov-
erage. We assume that many of the idioms found
in a particular corpus might be well-known idioms
that are listed in various dictionaries. Our system
(Flor and Beigman Klebanov, 2018) is equipped
with a dictionary of about 5000 English idiomatic
expressions (culled from Wiktionary), and per-
forms a flexible search for idioms and their syn-
tactic and lexical variants in running text. In fact,
it performs a simultaneous flexible pattern match-
ing. The idiom detection system looks only for
expressions that have more than one word, and
excludes common greeting phrases (e.g. ’have
a nice day’), phrasal verbs and verb+preposition
constructions (unless they are part of a larger id-
iom). The system marks expressions that poten-
tially might be instances of idioms, but it does
not perform idiom/non-idiom classification. For
the present experiment we used this system with
rather conservative settings that yielded precision
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of 0.571 in our previous evaluations on a subset of
the TOEFL data; see the leftmost column in Fig-
ure 1-A in Flor and Beigman Klebanov (2018) for
the details of the configuration. Based on the prior
evaluation, for this system configuration, most of
the errors were cases where the expression is iden-
tified correctly but it is used literally rather than
idiomatically.

We ran the idiom-candidate marking system on
TOEFL-113 essays and on the BNC corpus (ex-
cluding texts of the shared task). In total, the sys-
tem detected 3,581 different idiom types in the
BNC, with 179,967 instances of (candidate) id-
ioms; in the TOEFL-11 data, we found 504 dif-
ferent idiom types, with 3,908 instances. There is
somewhat more idiom usage per sentence in the
BNC than in the TOEFL data: The system identi-
fied an idiom in 3% of all BNC sentences and in
2.2% for of TOEFL-11 sentences. Table 3 shows
the 20 most frequently found (candidate, or un-
verified) idioms in the BNC and TOEFL data; the
lists contain a mix of idioms that contain and do
not contain metaphors.

The idiom detection auxiliary task is also for-
malized as a token classification task: Given a
sentence, predict for each token whether it is part
of an idiom. Given the size of the BNC cor-
pus, we only sample a small subset of it for train-
ing: 10,000 sentences with idioms and 10,000 sen-
tences without idioms. For the TOEFL-11 data,
we keep all sentences with idioms and sample the
same number (3,908) of sentences without idioms.

6 Results

Tables 4 and 5 show performance of the various
systems on AllPOS and Verbs-only tasks, respec-
tively, for both VUA and TOEFL data. Since it is
clear that spelling correction is useful for improv-
ing performance on TOEFL data, we used the spell
corrected version of the data for all the systems
from experiments 2 and 3 on TOEFL data. Our
best-performing systems reported here are also
benchmarked against other participating systems
in the shared task summary report (Leong et al.,
2020). We obtained a ranking of 2nd and 4th in
the VUA and TOEFL tasks, respectively.

Since VUA data contains well-edited BNC text,
we did not run spelling correction on VUA data.
For the Verbs tracks, we experimented with both
(a) training on AllPOS data and evaluating on the

3https://catalog.ldc.upenn.edu/LDC2014T06

Verbs-only subset of the test data, and (b) train-
ing and testing on Verbs only subsets. Version (a)
yielded better results, which are reported here.

7 Discussion

First, we observe that comparative results across
the different systems are highly consistent for All-
POS and Verbs-only settings; we therefore focus
on AllPOS in the discussion.

Combining the training data from TOEFL and
VUA sets does not result in better performance
on either test set (see Dall in Tables 4, 5). This
could be due to both out-of-domain nature of the
two corpora with respect to each other, to the dif-
ference in the guidelines under which the two cor-
pora were annotated, and/or to the difference in
the distribution of metaphors vs non-metaphors in
the two corpora (see Table 2 for class distribution
information).

However, when set up as a multi-task system
with a shared representation, using data from VUA
as part of the training process results in better per-
formance on TOEFL test data, with a 2.6 points F1
score gain for AllPOS (0.666 vs 0.692 in Table 4).
Thus, it appears that using the VUA data as part of
the training process through the shared representa-
tion but without the TOEFL training process sus-
taining a loss for mis-classifying instances from
VUA (as was the case when the training sets were
merged), the system has apparently successfully
acquired useful information that helped boost per-
formance on TOEFL test data.

It is interesting to note that the multi-task ver-
sion of the setting for using out-of-domain data
did not result in improvements on VUA test data
(F1 score of 0.717 vs 0.715). The drop in re-
call and increase in precision observed for the
Dmt model on VUA data is consistent with the
direction of the results where the two training
datasets were simply merged into a bigger train-
ing dataset (Dall). It appears that under the guide-
lines in which TOEFL data was annotated where
argumentation-relevant metaphors are detected in-
tuitively, without recourse to a standard dictionary,
the annotation outcomes are more conservative:
Some instances that the system trained on VUA
data considered metaphorical were not considered
so in a system that was exposed to TOEFL data
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BNC TOEFL 11
find oneself long time
other than need-to-know
long time pay attention
great deal matter of fact
once again other than
ups and downs day-to-day
once more find oneself
much less long run
come through stay at home
old woman play games
bear in mind great deal
cup of tea jack of all trades
day-to-day side effect
ask the question much less
let alone change one’s mind
need-to-know ask the question
common law again and again
close one’s eyes well and good
blue-eyed tell the truth
change one’s mind once again

Table 3: Top 20 most frequently observed (unverified)
idioms in the BNC and TOEFL 11 corpora. Note: Hy-
phens are treated as between-word delimiters and are
optionally matched. Thus, both “stay-at-home” and
“day to day” will be matched, even though these are
not the canonical forms of the idioms on the list.

during training. For example, the three underlined
words in the following sentence were classified as
metaphors by the version that was trained on VUA
data only, but were classified as non-metaphors af-
ter augmentation with the TOEFL data: “A less di-
rect measure which is applicable only to the most
senior management is to observe the fall or rise of
the share price when a particular executive leaves
or joins a company.” Of these, senior and leaves
are metaphors according to VUA ground truth,
while observe is not. Overall, the drop in recall
was not sufficiently offset by the increase in pre-
cision (although there is a small improvement in
F1 score for the Verbs only data – from 0.756 to
0.762, see Table 5). Still, our results suggest that
if one is interested in a precision-focused system,
using TOEFL data in a multi-task setting when
training and testing on VUA could be beneficial,
as Dmt achieved the best precision on the VUA
dataset among all the compared systems.

We next turn to the experiments with an aux-
iliary idiom detection task. We observe that on
VUA data this resulted in a 2-point increase in

All POS
Sys- VUA TOEFL
tem P R F P R F
BL .721 .713 .718 .701 .563 .624
Sp − − − .656 .676 .666
Dall .728 .676 .701 .576 .637 .605
Dmt .741 .692 .715 .669 .717 .692
Imt .721 .749 .734 .718 .616 .663

Table 4: AllPOS performance. BL = baseline BERT
system; Sp = baseline BERT system trained and
tested on spell-corrected TOEFL data; Dall = baseline
BERT system trained on combined TOEFL and VUA
data; Dmt = a multi-task system using out-of-domain
metaphor annotated data; Imt = multi-task system us-
ing idiom detection as an auxiliary task.

Verbs
Sys- VUA TOEFL
tem P R F P R F
BL .725 .790 .756 .624 .694 .657
Sp − − − .674 .694 .684
Dall .747 .733 .740 .614 .664 .638
Dmt .754 .772 .762 .747 .661 .702
Imt .732 .823 .775 .705 .631 .667

Table 5: Verbs performance. BL = baseline BERT
system; Sp = baseline BERT system trained and
tested on spell-corrected TOEFL data; Dall = baseline
BERT system trained on combined TOEFL and VUA
data; Dmt = a multi-task system using out-of-domain
metaphor annotated data; Imt = multi-task system us-
ing idiom detection as an auxiliary task.

F1 score – with no penalty in precision, the sys-
tem gained about 3.5 points in recall (0.713 vs
0.749 on AllPOS; 0.790 vs 0.823 on Verbs). This
confirms the usefulness of attending to a related
type of figurative language through an auxiliary
task – even though the identification of idioms was
done using an automated procedure and therefore
is quite noisy.

To examine the impact of the idiom auxiliary
task, we used one of the cross-validation folds
as development set. Looking at instances tagged
as non-metaphor by the baseline model and as
metaphor by the current model, there are two ob-
servations. First, of the 236 VUA sentences with
newly tagged metaphors, only 9 sentences con-
tained an idiom, according to our idiom detection
system. Thus, it does not appear to be the case
that it is specifically metaphors within known id-
ioms that the system has now learned to find; this
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is a tentative conclusion, however, as it is also pos-
sible that these sentences did contain idioms that
were either not on the list of the 5,000 the system
is searching for, or are on the list and are present
in the text but are not detected by the system.
Secondly, it appears that the system has learned
some sentence-level characteristics of sentences
that contain figurative language, in that quite often
multiple words in the same sentence got tagged
as metaphors: the 236 sentences contained 323
newly tagged metaphors. The most extreme case
is that of 4 new words in the same sentence being
tagged as metaphors (italicized): “This desire that
can not find its name (though it would dare speak,
if it could) is pleasurable.”

Using idioms for an auxiliary task did not help
with TOEFL data. We also tried using the BNC id-
iom data instead of the TOEFL 11 idiom data; this
resulted in comparable performance, still without
improvement over the spell-checked single-task
version. Since results on VUA suggest that idioms
could provide useful information for metaphor de-
tection, we intend to further pursue this line of
work by attending more closely to the different
types of idiomatic expressions that might be more
or less useful for metaphor detection, and by im-
proving the idiom detection mechanism.

8 Conclusion

This paper describes the ETS entry to the 2020
Metaphor Detection shared task held as a part of
the 2nd Workshop on Processing Figurative Lan-
guage, at ACL 2020. We participated in all four
tracks – Verbs and AllPOS for each of VUA and
TOEFL datasets. Our contribution consists of a se-
quence of experiments using BERT, starting with a
baseline, then strengthening it by spell-correcting
the TOEFL corpus, followed by a multi-task learn-
ing setting, where one of the tasks is the token-
level metaphor classification as per the shared
task, while the other is meant to provide additional
training that we hypothesized to be relevant to the
main task.

The first multitask learning is the utilization of
out-of-domain data annotated for metaphor, albeit
under a different annotation protocol, by using
data from the other competition corpus; this ma-
nipulation helped improve F1 scores for metaphor
class on TOEFL test data, but not on VUA data.
The second auxiliary task is utilization of a large
in-domain corpus that we automatically tagged

for occurrence of a different type of figurative
language phenomenon – idioms. This manipula-
tion resulted in an improved performance on VUA
data, but not on TOEFL data. Given the promis-
ing results with idiom auxiliary task, we intend to
continue work in this direction by improving au-
tomatic detection of idioms and by a finer-grained
analysis of the contribution of various types of id-
ioms to improve metaphor detection.
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Abstract

In this paper we present our results from the
Second Shared Task on Metaphor Detection,
hosted by the Second Workshop on Figurative
Language Processing. We use an ensemble of
RNN models with bidirectional LSTMs and
bidirectional attention mechanisms. Some of
the models were trained on all parts of speech.
Each of the other models was trained on one
of four categories for parts of speech: ”nouns”,
”verbs”, ”adverbs/adjectives”, or ”other”. The
models were combined into voting pools and
the voting pools were combined using the log-
ical ”OR” operator.

1 Introduction

Figurative language is common in everyday speech
and generally easy for humans who are speaking
the same language to interpret, yet machines have
trouble with it, limiting our interaction with them.
If a machine has trouble understanding our natu-
ral language, then it will have trouble interpreting
our intentions and translating them correctly to an-
other language or human. Therefore, the goal of
our research is to improve metaphor detection to fa-
cilitate the interpretation and translation of natural
language in discourse.

The Second Shared Task on Metaphor Detection
used the Vrije University Amsterdam Metaphor
Corpus (VUAMC) (Steen et al., 2010), which has
been the most widely used database for training
machines to detect metaphors. The metaphor la-
bels in the VUAMC are per word and indicate
whether the word is a metaphor related word (mrw)
or not. An mrw may be an indirect, direct, or im-
plicit metaphor. The VUAMC contains text from
four sources: academic texts, newspapers, conver-
sations, and fiction. Each word was labeled using
the MIPVU procedure, with greater than 0.8 inter-
annotator reliability (Steen et al., 2010). About

13% of the words in the VUAMC are labeled as
metaphor related words.

The Second Shared Task on Metaphor Detection
with the VUAMC demonstrated state of the art per-
formance with the best performer achieving an F1
score of 0.769. On the same training and test sets,
we were able to achieve an F1 score of 0.703, and
when we randomly split the VUAMC data around
sentences vs. fragments (which may contain more
than one related sentence), we were able to achieve
an F1 score of 0.730. Leong et al. (2020) provide a
summary of the results from all participants in the
shared task.

Listed below are our major findings and contri-
butions:

• When forwarding information from a bidirec-
tional LSTM to an attention layer, better per-
formance can be obtained when each attention
cell receives output from only one bidirec-
tional LSTM cell (vs a fully connected archi-
tecture where the output of every bidirectional
LSTM cell is forwarded to every attention
cell). For reference, see the architectural dif-
ferences between Figures 2 and 1.

• It is possible to get better performance from
logically combining the outputs of an en-
semble, compared with using only the usual
ensemble approaches of combining models:
boosting, bagging, or stacking.

• Splitting the training and data sets by ran-
domly sampling sentences rather than frag-
ments (or paragraphs), which contain more
than one sentence, provides for better results.

• Concatenating ELMo (Peters et al., 2018)
with GloVe (Pennington et al., 2014) word
embeddings gives better results than using ei-
ther one alone.
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Next we present related work followed by a dis-
cussion of our approach. Then we present a sum-
mary of our results followed by conclusions. We
conclude with a brief discussion about our future
research plan.

2 Related Work

Dinh et al. (2016) showed that using only word
embeddings to train a neural network to detect
metaphor related words in the VUAMC resulted
in performance that was comparable to the perfor-
mance of approaches that incorporated additional
features, such as parts-of-speech. Using only word
embeddings they achieved 52.4% recall with 58.3%
precision on the shared task data, covering all parts
of speech, from the NAACL 2018 Workshop on
Figurative Language Processing.

Wu et al. (2018) used a layered model with
lemmatized-word embeddings. They layered a bidi-
rectional LSTM (bi-LSTM) on top of a CNN. For
the output layer, they experimented with Condi-
tional Random Fields (CRF) vs. softmax. Their
best performance was with softmax. They used
300d word2vec embeddings and the RMSProp opti-
mizer. They also input one-hot vectors for parts-of-
speech and one-hot vectors for cluster ids from clus-
tering the word embeddings with k-means. They
demonstrated the best performance on the VUAMC
shared task, over all parts of speech, with 70% re-
call and 60.8% precision.

Bizzoni and Ghanimifard (2018) presented two
alternative architectures, a bidirectional LSTM and
a novel bigram model which is a sequence of
fully connected neural networks (concatenation and
ReLU for each network in the sequence). They ex-
perimented with different word embeddings (300d
GloVe and word2vec) and the inclusion of concrete-
ness scores. They used a maximum sentence length
of 50 words. Sentences with more than 50 words
were broken up into smaller chunks. Sentences
with less than 50 words were padded. The best
performance between the two models was with the
bidirectional LSTM using the GloVe embeddings
and concreteness scores, but an ensemble of the
bidirectional LSTM and novel bigram model per-
formed even better. Over all parts of speech on
the VUAMC, they achieved 68% recall with 59.5%
precision.

Stemle and Onysko (2018) also split sentences
into segments depending on a maximum sequence
length. Shorter sequences were padded. They used

a layered model with input to a bidirectional LSTM
which provided input to a fully connected output
layer that was activated by the softmax function.
The length of the output equaled the length of the
input. The output predicted whether each word
from the input layer was a metaphor related word
or not. They used a categorical cross-entropy loss
function to address the imbalance of non-metaphor
related words to metaphor related words. They
experimented with word embeddings from vari-
ous models that were pre-trained on corpora that
varied in their language proficiency levels. On the
VAUMC shared task data sets for all parts of speech,
they achieved 69.8% recall with 55.3% precision.

Leong et al. (2018) used logistic regres-
sion and random forest classifiers with lemma-
tized unigrams, generalized WordNet semantics,
and difference in concreteness ratings between
verbs/adjectives and nouns (Leong et al., 2018;
Beigman Klebanov et al., 2016). During training,
each class was weighted by the inverse of its fre-
quency. For the optimization function, they used
the f1-score. They achieved 69.6% recall with 51%
precision on the VUAMC shared task data sets for
all parts of speech.

Mykowiecka et al. (2018) trained an LSTM on
300d GloVe embeddings. They also experimented
with using part-of-speech information and features
from the General Inquirer, which worsened their
results on the test data. Swarnkar and Singh (2018)
presented an architecture that used a context en-
coder inspired by a bidirectional LSTM. The out-
put of the encoder was fed to a feature selection
module to select features for the token word. They
showed that re-weighting examples and using parts
of speech, WordNet, and concreteness ratings im-
proved the performance of their model. Skurniak
et al. (2018) presented a CRF sequence model that
was trained using GloVe word embeddings and con-
textual information. Pramanick et al. (2018) used
a hybrid model of bi-LSTM and CRF trained with
word2vec embeddings for the token word and its
lemma, 20d vectors representing the POS, and one-
hot vectors for whether the lemma and the token
were the same, and whether the lemma was present
in the token.

Other researchers have made progress in
metaphor detection at the word level, but the results
were reported for data sets other than the VUAMC.
Hovy et al. (2013) used SVMs with tree kernels on
syntactic features and achieved an f1-score of 75%.
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They built a corpus of 3872 labeled metaphors
which they also released. Su et al. (2017) presented
results from using the theory of meaning to iden-
tify metaphors in a subset of the BNC, which they
labeled themselves. They achieved an f1-score of
87%. (The VUAMC is also a subset of the BNC.)
Krishnakumaran and Zhu (2007) used WordNet
bigram counts to identify metaphors in the Master
Metaphor List created by (Lakoff, 1994). They
reported 58% accuracy, 70% precision, and 61%
recall.

3 Method

We designed and experimented with various RNN
architectures using bidirectional LSTMs and at-
tention mechanisms (Bahdanau et al., 2014; Zhou
et al., 2016). The input was an 11-gram for each
word in the training set (or test set during testing).
Each word was represented by an 11-gram and ap-
peared at the center of the 11-gram. Furthermore,
each word in the 11-gram was represented by a
1,324 dimensional word embedding which was the
result of concatenating a 1,024 dimensional ELMo
(Peters et al., 2018) embedding with a 300 dimen-
sional GloVe (Pennington et al., 2014) embedding,
because preliminary testing revealed that ELMo
concatenated with GloVe resulted in better perfor-
mance than either one of them alone.

The 11-grams were from one sentence; i.e., they
never extend across two sentences. Padding was
used if the center word was not in the context of
exactly 5 words to the left or right, so the first
word in a sentence would always have 5 pads to its
left and the last word in a sentence would always
have 5 pads to its right. Five was chosen for the
window size because it produced the best results in
preliminary experiments.

The output was a two-dimensional vector repre-
senting the probabilities for the center word being
a metaphor or not. Softmax was used to choose the
highest probability.

Two architectures were used for our final results
on the Shared Task. They are described below.

The first architecture is a many-to-one bidirec-
tional LSTM with bidirectional attention (see Fig-
ure 1). In this architecture, the outputs of the for-
ward and backward LSTM cells in the attention
layer are concatenated only at the output for the
center, target word, of the 11-gram. The expected
output is a 1 or 0 for the center word in the 11-gram,
depending on whether it is a metaphor related word

Figure 1: Many-to-One Bidirectional LSTM with Bidi-
rectional Attention

Figure 2: Many-to-One Fully-Connected Bidirectional
LSTM with Bidirectional Attention

or not. Each attention cell receives output from
only one bidirectional LSTM cell (vs. a fully con-
nected architecture where the output of every bidi-
rectional LSTM cell is forwarded to every attention
cell). See the difference between Figures 2 and 1
for reference. The intuition behind the choice to
forward only one cell’s output per attention cell is
that the attention cells are intended to process input
in a sequential order (i.e., one word at a time). Pro-
viding each step with the entire matrix of weights
for all words from the bidirectional LSTM seems
to violate the design of the attention mechanisms.
We tried both architectures and got better results
with the architecture in which each attention cell
receives output from only one bidirectional LSTM
cell.

The second model is a many-to-many bidirec-
tional LSTM with bidirectional attention (see Fig-
ure 3). The expected output is a 1 or 0 for each
word in the 11-gram, depending on whether the
word is a metaphor related word or not. However,
in the trained model, only the output for the cen-
ter word, w, is used to assign a prediction to w.
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Precision Recall F1
Many-to-Many 0.683 0.678 0.681
Many-to-One 0.655 0.715 0.684

Table 1: Performance from voting with many-to-many
vs. many-to-one models

The key difference between this model and the first
model is that the many-to-many model updates its
weights based on the performance of the model
on the target word’s context words, in addition to
the performance of the model on target word. The
performance feedback includes whether or not the
target word is in the context (within a window of 5
words on either side) of another metaphor related
word. This is also why we must split across sen-
tences and not allow a sentence from the training
set to also appear in the test set. The many-to-
many model was chosen because its performance
complements the first model (i.e., the many-to-one
bidirectional LSTM with bidirectional attention).
Voting among trained instances of the many-to-
many model gives better precision, while voting
among trained instances of the many-to-one model
gives better recall. Both have comparable F1 scores.
Table 1 shows results from voting with five mod-
els of each architecture type. If at least two of
the five models labeled the word as a metaphor re-
lated word, then it was scored as a metaphor related
word.

Another important note about the many-to-many
model is that the output of the backward attention
layer starting at the last word in the 11-gram, w10,
is concatenated with the output of the forward at-
tention layer for w10; the output of the backward
attention layer for w9 is concatenated with the out-
put of the forward attention layer for w9; and so on
until the output of the backward attention layer for
w0 is concatenated with the output of the forward
attention layer for w0.

We used a training batch size of 200. An Adam
optimizer was used with a learning rate 0.006 and a
decay rate of 0.001. The loss function was categor-
ical cross entropy. A dropout rate of 0.2 was used
for the bi-LSTM layer and a dropout of 0.1 was
used for both the forward and backward attention.
The hidden states for both the bi-LSTM and atten-
tion layers were vectors of length 128. The output
layer of each model used the softmax activation
function. Keras with a Tensorflow backend was
used for the implementation.

Figure 3: Many-to-Many Bidirectional LSTM with
Bidirectional Attention

We trained and tested our models independently
on two data splits. For the first split, 25% of the
data samples (11-grams from the VUAMC) were
randomly selected and held out for testing. Among
the remaining 75%, one-third of the samples were
randomly selected and preserved, along with all of
the positive samples (labeled 1) in the remaining
two-third. The rest of the training samples were
discarded to achieve a more balanced training set.
(However, testing was always performed on the
entire test set.)

For the second split, we used the training and
test sets from the Second Shared Task on Metaphor
Detection. For the Shared Task, the training and
test sets were sampled by fragments, in which a
fragment (e.g., a paragraph) may contain more than
one sentence. We initially used one-third of the
training samples, the same way we did with the
first split, but then we tried using the entire training
set and passed class weights to the Adam optimizer
to mitigate the imbalanced number of samples per
class. The class weights were proportional to the
percentage of samples in each class. We got better
results using all of the samples in the training set.
(We did not go back to the first split to train with
all of the training samples and class weights, but
we hypothesize that we’d get better results if we
did.)

First, we trained and tested our model using
300 dimensional GloVe vectors (Pennington et al.,
2014). Next, we tried 1024 dimensional ELMo
vectors (Peters et al., 2018). Finally, we used 1324
dimensional vectors from combining GloVe with
ELMo. In the last case, for each word, we simply
concatenated the ELMo vector representation for
that word with the GloVe vector representation for
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All POS Verbs Adv/Adj Nouns Other
Many-to-Many 0.681 0.726 0.643 0.665 0.647
Many-to-One 0.684 0.721 0.627 0.672 0.702
Ensemble 0.689 0.737 0.641 0.677 0.672

Table 2: F1 score per models and ensembles per part-of-speech category

that word, resulting in a vector of length 1324.
We trained each architecture independently mul-

tiple times on all parts of speech and then on each
of four categories for parts of speech: ”nouns”,
”verbs”, ”adverbs/adjectives”, or ”other”. We used
the NLTK toolkit (Bird et al., 2009) to derive the
parts of speech.

4 Results

We achieved the best results with an ensemble
of trained models. The ensemble consisted of
five models per architecture trained on all parts
of speech, and five models per architecture trained
independently on each of four parts-of-speech cate-
gories: ”nouns”, ”verbs”, ”adverbs/adjectives”, or
”other”. The five models per architecture per part-
of-speech category (including ”all parts of speech”)
were assembled into a voting pool, so there were
ten models total per category. Each set of ten mod-
els were combined into a voting pool and the voting
pools were combined using the logical ”OR” oper-
ator.

Table 2 shows the F1 score per part-of-speech
category that resulted from voting on whether or
not the target word was a metaphor related word
(mrw). For the many-to-many and many-to-one
models, if at least two of the five models per cate-
gory labeled a word as an mrw, then it was scored
as an mrw. The row for ”Ensemble” shows the
results from voting among the many-to-many and
many-to-one models per category. The Ensemble
row is meant to show the level of improvement that
can be obtained by combining all ten models per
category. An overall F1 score of 0.703, with 0.702
precision and 0.704 recall, was obtained by com-
bining the ”All POS” label with the appropriate
part-of-speech category using the ”OR” operator.
For example, if the target word is a verb, then the
verb was labeled as an mrw if the Ensemble for
”All POS” labeled it as an mrw OR the Ensemble
for ”Verbs” labeled it as an mrw.

We also evaluated our many-to-one model with
respect to the novelty scores provided by Dinh
(Do Dinh et al., 2018) for the VUAMC. On novel

metaphors (i.e. metaphors with a novelty score of
at least 0.5 from (Do Dinh et al., 2018)) the many-
to-one architecture found 52/77, or 67.5% in the
shared task test set.

5 Conclusions and Next Steps

We have described two model architectures and an
ensemble approach for metaphor detection. We
have shown that splitting the training and data sets
by randomly sampling sentences rather than frag-
ments (or paragraphs), which may contain more
than one sentence, may lead to better results. We
believe this may be because there are patterns of
language in the test fragments that were not seen in
the training fragments. Allowing a model to train
on some sentences from a fragment and then test
on the other sentences in the same fragment may
produce better results overall.

We shared that when forwarding information
from a bidirectional LSTM to an attention layer,
better performance can be obtained when each at-
tention cell receives output from only one bidirec-
tional LSTM cell.

Finally, we have revealed that it is possible to
get better performance from logically combining
the outputs of an ensemble.

In future work, we will continue improv-
ing metaphor detection with a focus on novel
metaphors. According to Shutova et al. (2013),
“Cameron (2003) conducted a corpus study of the
use of metaphor in educational discourse for all
parts of speech. She found that verbs account for
around 50% of the data, the rest shared by nouns,
adjectives, adverbs, copula constructions and multi-
word metaphors.” About 43% of metaphors in the
VUAMC are verbs, while verbs are only 23% of
all tokens in the VUAMC database. However,
Do Dinh et al. (2018) found that only about 24% of
the novel metaphors are verbs and 41% are nouns.
The rest are adjectives and adverbs. (Other POS
were not included.) Therefore, future work in de-
tecting novel metaphors may place a heavier weight
on nouns (vs. verbs as has been the case with con-
ventional metaphors).
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Abstract

The detection of metaphors can provide valu-
able information about a given text and is cru-
cial to sentiment analysis and machine trans-
lation. In this paper, we outline the tech-
niques for word-level metaphor detection used
in our submission to the Second Shared Task
on Metaphor Detection. We propose using
both BERT and XLNet language models to
create contextualized embeddings and a bi-
directional LSTM to identify whether a given
word is a metaphor. Our best model achieved
F1-scores of 68.0% on VUA AllPOS, 73.0%
on VUA Verbs, 66.9% on TOEFL AllPOS,
and 69.7% on TOEFL Verbs, placing 7th, 6th,
5th, and 5th respectively. In addition, we out-
line another potential approach with a KNN-
LSTM ensemble model that we did not have
enough time to implement given the deadline
for the competition. We show that a KNN clas-
sifier provides a similar F1-score on a valida-
tion set as the LSTM and yields different infor-
mation on metaphors.

1 Introduction

A metaphor is a form of figurative language that
creates a link between two different concepts and
conveys rich linguistic information (Lakofi and
Johnson, 1980). The complex information that ac-
companies a metaphorical text is often overlooked
in sentiment analysis, machine translation, and in-
formation extraction. Therefore, the detection of
metaphors is an important task in order to achieve
the full potential of many applications in natural
language processing (Tsvetkov et al., 2014).

The differences between a metaphorical text and
a non-metaphorical text can be subtle and require
specific domain information. For instance, in the
phrase

the trajectory of your legal career

the word trajectory is used metaphorically. To iden-
tify this metaphor, both the meaning of the word
in the context of the sentence and its literal defi-
nition must be recognized and compared. In this
case, the word trajectory is used to describe the
path of a legal career in the sentence, whereas its
basic definition involves the path of a projectile.
As a result of the ambiguity present in determining
the basic meaning of a word, as well as whether
it deviates significantly from a contextual use, de-
tecting metaphors at a word-level can be challeng-
ing even for humans. Additionally, the Metaphor
Identification Procedure used to label the datasets
(MIPVU) accounts for multiple kinds of metaphors
(Steen et al., 2010). Capturing implicit, complex
metaphors may require different information than
capturing direct, simple metaphors.

This paper describes the techniques that we uti-
lized in the Second Shared Task on Metaphor De-
tection. The competition provided two datasets: a
subset of ETS Corpus of Non-Native Written En-
glish, which contains essays written by test-takers
for the TOEFL test and was annotated for argumen-
tation relevant metaphors, and the VU Amsterdam
Metaphor Corpus (VUA) dataset, which consists of
text fragments sampled across four genres from the
British National Corpus (BNC) – Academic, News,
Conversation, and Fiction. For each dataset, par-
ticipants could compete in two tracks: identifying
metaphors of all parts of speech (AllPOS) or verbs
only (Verbs).

Our final submission uses pretrained BERT (De-
vlin et al., 2018) and XLNet (Yang et al., 2019)
transformer models, part-of-speech (POS) labels,
and a two-layer bi-directional long short-term mem-
ory (Bi-LSTM) neural network architecture. BERT
and XLNet are used to generate contextualized
word embeddings, which are then combined with
POS tags and fed through the Bi-LSTM to predict
metaphoricity for each word. By creating contex-
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tualized word embeddings using transformers, we
hoped to capture more long-range interdependen-
cies between words than would be possible using
methods such as word2vec, GloVe, or fastText. In-
deed, our model achieved F1-scores of 68.0% on
VUA AllPOS and 73.0% on VUA Verbs, improv-
ing upon results from the First Shared Task (Leong
et al., 2018). On the TOEFL task, we achieved F1-
scores of 66.9% on AllPOS, and 69.7% on Verbs.
Our scores placed 7th, 6th, 5th, and 5th respectively
in the Second Shared Task on Metaphor Detection
(Leong et al., 2020).

2 Related Works

Historically, approaches to automatic metaphor de-
tection have focused on hand-crafting a set of in-
formative features for every word and applying
a supervised machine learning algorithm to clas-
sify words as metaphorical or non-metaphorical.
Previous works have explored features including
POS tags, concreteness, imageability, semantic dis-
tributions, and semantic classes as characterized
through SUMO ontology, WordNet, and VerbNet
(Beigman Klebanov et al., 2014; Tsvetkov et al.,
2014; Dunn, 2013; Mohler et al., 2013).

Deep learning methods have also been em-
ployed for automatic metaphor detection. In the
First Shared Task on Metaphor Detection, the
top three highest scoring teams all employed an
LSTM model with word embeddings and addi-
tional features (Leong et al., 2018). Stemle and
Onysko (2018) trained fastText word embeddings
on various native and non-native English corpora,
and passed the sequences of embeddings to an
Bi-LSTM. The highest-performing model from
Bizzoni and Ghanimifard (2018) employed a Bi-
LSTM on GloVe embeddings and concreteness rat-
ings for each word. Wu et al. (2018) appended
POS and semantic class information to pretrained
word2vec word embeddings, and utilized a CNN
in addition to a Bi-LSTM in order to better cap-
ture local and global contextual information. In all
these cases, the word embeddings used are context-
independent: the same word appearing in two dif-
ferent sentences will nonetheless have the same
embedding. Thus, these embeddings may not be
able to fully capture information about multi-sense
words (for example, the word bank in river bank
and bank robber), which is crucial for properly
identifying metaphors.

More recently, Mao et al. (2019) proposed two

RNN models for word-level metaphor detection
based on linguistic theories of metaphor identifi-
cation. GloVe and ELMo embeddings are used
as input features that capture literal meanings of
words, which are compared with the hidden states
of Bi-LSTMs that capture contextual meaning. We
chose to explore transformer-based embeddings as
an alternative way to capture contextual informa-
tion.

Transformer-based models have shown state-of-
the-art results on a wide variety of language tasks,
including sentence classification, question answer-
ing, and named entity recognition. These models
rely on self-attention mechanisms to capture global
dependencies, and can be used to generate contex-
tualized word embeddings. We chose to examine
the models BERT, GPT2, and XLNet. These three
models all achieve remarkable performances on var-
ious NLP tasks, but they capture long-distance re-
lationships within the text in different ways. BERT
is an autoencoder model, consisting of a stack of
encoder layers, and is able to capture bi-directional
context using masking during training (Devlin et al.,
2018). GPT2 is an autoregressive model, consisting
of a stack of decoder layers, and thus is only able
to capture unidirectional context (Radford et al.,
2018). XLNet is also autoregressive, but it captures
bi-directional context by considering all permuta-
tions of the given words (Yang et al., 2019). Each
of these models has its advantages and disadvan-
tages that are worth exploring in the context of
metaphor detection.

3 Methodology

Our method for metaphor detection begins with
generating contextualized word embeddings for
each word in a sentence using the hidden states
of pretrained BERT and XLNet language models.
Next, those embeddings are concatenated together,
POS tags for each word are appended to the embed-
dings, and a Bi-LSTM reads the features as input
and classifies each word in the sentence.

Word Embeddings Due to limited metaphor-
annotated data, rather than training a transformer
model on our downstream task, we instead opted to
take a feature-based approach to generating contex-
tualized word embeddings from pretrained trans-
former models. This idea was inspired by the ap-
proach to the token-level named entity recogni-
tion task described in Devlin et al. (2018), which
used a number of strategies for combining hidden
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Figure 1: Our model architecture. Sentences are fed through pretrained BERT and XLNet models, concatenated
along with POS tags, passed to a Bi-LSTM, and a sigmoid layer outputs probabilities.

state representations of words from a pretrained
BERT model to generate contextualized word em-
beddings.

We installed the Python transformers library de-
veloped by huggingface (Wolf et al., 2019), which
includes a PyTorch (Paszke et al., 2019) imple-
mentation of BERT and several pretrained BERT
models. We opted to use the BERT base uncased
model, which consists of 12-layers, 768-hidden,
12-heads, and 110M parameters. For each line in
the VUA and TOEFL datasets, we use the BERT
tokenizer included in the transformers package to
pre-process the text, then generate hidden-state rep-
resentations for each word by inputting each line
into the pretrained BERT model. Each token is
given a 12x768 hidden-state representation from
BERT. We generate 768-dimension word embed-
dings by summing the values from each of the 12
hidden layers for each token. Words out-of-vocab
for BERT are split into multiple tokens represent-
ing subwords. To generate embeddings for these
words, embeddings are generated for each subword
token, then averaged together.

Similarly, we installed the huggingface imple-
mentation of XLNet and used its pretrained XLNet
base uncased model to generate embeddings for
each word in the dataset using the same method as
with BERT.

Once both embeddings are generated, we con-

catenate the BERT and XLNet embeddings for each
word to generate 1536-dimensional word embed-
dings. By combining word embeddings from mul-
tiple high-performing pretrained transformers, we
are able to capture more contextual information
for each word. Additionally, we supplement these
word embeddings with the POS tag for each word
as generated by the Stanford parser (Toutanova
et al., 2003). POS tags were shown to improve
metaphor detection in the 2018 Metaphor Detec-
tion Shared Task (Leong et al., 2018), and we find
a small improvement by including them here.

Neural Network We pass the features from each
sentence into a Bi-LSTM. The purpose of this net-
work is to capture long-range relationships between
words in the same sentence which may reveal the
presence of metaphors. We use a dense layer with
a sigmoid activation function to obtain the pre-
dicted probability of being a metaphor for each
word in the sentence. During training, we employ
a weighted binary cross entropy loss function to
address the extreme class imbalance, since non-
metaphors occur significantly more frequently than
metaphors. Hyperparameters were tuned via cross-
validation. For the testing phase, we use an en-
semble strategy which was effective for Wu et al.
(2018): we trained four copies of this Bi-LSTM
with different initializations and averaged the pre-
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dictions from each model.
Additionally, we noted that our model tended to

assign similar probabilities to different instances
of the same word in different contexts, and that
a prediction significantly higher than the average
prediction for that word was a good indicator of
the presence of metaphor, even if the prediction
fell lower than the ideal threshold. Thus, we used
the following procedure for the testing phase: label
the word as a metaphor if its predicted probability
is higher than the threshold, or if its probability is
three orders of magnitude higher than the median
predicted probability for that word in the evalu-
ation set. We found this to be a useful way of
addressing the domain shift between the training
and the test data. This concept is further explored
in Section 4.1.

4 Experiments

Word Embeddings Devlin et al. (2018) suggest
that for different token-level classification tasks,
different methods for combining hidden states from
BERT may prove effective in generating contextu-
alized word embeddings. For our task, to determine
the optimal embedding strategy, we evaluated four
different methods of combining information from
hidden states of the transformer models. To deter-
mine which performed best prior to training LSTM
models, we tested each strategy using logistic re-
gression on the word embeddings with an 80/20
training-test split. Results from logistic regression
on BERT embeddings from the VUA AllPOS data
are in Table 1. We note that the F1 scores using dif-
ferent methods of generating contextualized word
embeddings differ substantially. We use the ”sum-
all-layers” method of generating word embeddings
for our further experiments.

VUA AllPOS TOEFL AllPOS
Method P R F1 P R F1
Sum all
layers 0.672 0.531 0.593 0.569 0.596 0.582

Concat. last
4 layers 0.614 0.552 0.581 0.644 0.473 0.546

Sum last
4 layers 0.623 0.534 0.575 0.594 0.550 0.571
Second to
last layer 0.580 0.547 0.563 0.633 0.482 0.547
Last layer 0.628 0.493 0.553 0.542 0.551 0.546

Table 1: Logistic regression on various BERT word em-
beddings, VUA and TOEFL AllPOS.

Transformers Table 2 compares the perfor-
mance of the Bi-LSTM using the embeddings from

BERT, GPT2, and XLNet. Because the true test
labels were not made available to us, here we report
results on an 80/20 training-test split of the given
training data. We make the following observations.

• The LSTM models perform far better than
their logistic regression counterparts. Of the
single embedding LSTM models, the BERT
and XLNet embeddings have the best perfor-
mances. Combining BERT and XLNet embed-
dings and using an ensemble strategy further
improved our performance.

• In general, the AllPOS task is more challeng-
ing than the Verbs task. Different parts of
speech are used metaphorically in different
ways, and these multiple varieties of metaphor
must all be captured by a single model in the
AllPOS task. Correspondingly, all models
perform worse on AllPOS than Verbs in both
VUA and TOEFL datasets.

• Additionally, the models achieve a lower F1
score on the TOEFL dataset than the VUA
in both AllPOS and Verbs track. We believe
this is in part due to the smaller size of the
TOEFL dataset, and in part because linguis-
tic characteristics can differ substantially be-
tween native and non-native text. Since we
used transformer models pretrained on a na-
tive corpus, the word embeddings were likely
less informative for the TOEFL track.

• GPT2 and XLNet are both autoregressive lan-
guage models, but GPT2+LSTM performs sig-
nificantly worse than the other LSTM models.
This result suggests that bi-directional rela-
tionships between words play a crucial role
in metaphor detection. Because XLNet con-
siders every possible permutation of the given
words during training, the XLNet embeddings
likely contain more bi-directional context than
the GPT2 embeddings.

4.1 A Promising Future Approach:
K-Nearest Neighbors

In our experiments, we noted that our LSTM mod-
els tended to output similar probabilities for dif-
ferent instances of the same word independent of
context. For example, although 4 out of 14 of the
occurrences of the word capacity in the validation
set were metaphor-related, all of the LSTM predic-
tions were less than 10−5. This suggested that al-
though word embeddings from transformer models
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Model VUA AllPOS VUA Verbs TOEFL AllPOS TOEFL Verbs
P R F1 P R F1 P R F1 P R F1

Baseline* 0.608 0.700 0.651 0.600 0.763 0.672 N/A N/A N/A N/A N/A N/A
BERT+LSTM 0.644 0.689 0.666 0.662 0.730 0.694 0.618 0.648 0.633 0.611 0.670 0.639
GPT2+LSTM 0.592 0.573 0.582 0.618 0.648 0.633 0.579 0.589 0.584 0.555 0.681 0.612
XLNet+LSTM 0.622 0.622 0.622 0.650 0.684 0.667 0.644 0.646 0.645 0.633 0.681 0.656
BERT+XLNet

+LSTM 0.665 0.688 0.676 0.655 0.736 0.693 0.649 0.664 0.656 0.618 0.724 0.667
BERT+XLNet

+LSTM
(ensemble) 0.675 0.710 0.692 0.656 0.768 0.708 0.686 0.654 0.669 0.722 0.659 0.689

Table 2: Performance of LSTM models. The baseline is the highest achieved score from the First Shared Task on
Metaphor Detection.

contain more contextual information than embed-
dings from word2vec or GloVe, the model could
be improved by including even more contextual
information. We explored the idea of ensembling
an LSTM with a K-Nearest Neighbors (KNN) clas-
sification approach. We believe that the LSTM
approach would give information as to which types
of words tend to be metaphors in context, whereas
the KNN approach would clue into whether a spe-
cific use of a specific word is more likely to be
metaphorical. We were unable to fully implement
such an ensemble model for the competition, but
we detail some promising results below.

We trained a KNN-only model using our contex-
tualized word embeddings. First, we lemmatized
each word in the VUA and TOEFL datasets. For
VUA, we classified each word based on a KNN
classifier trained on all instances of the same lem-
matized word in the training data. If no such lem-
matized word existed in the training data, we clas-
sified that word using a prediction from an LSTM
model, though that occurred in only 2% of cases.
For TOEFL, we compared using training data from
TOEFL combined with VUA due to the limited
dataset. We achieved F1 scores of 0.642 and 0.608
on 80/20 training-test splits of VUA and TOEFL
respectively, not much worse than our LSTM mod-
els.

There is reason to believe the LSTM and KNN
approaches capture significantly different informa-
tion on metaphors. On the VUA validation data, the
LSTM method predicted 3751 metaphors and the
KNN predicted 3190. However, only 2372 words
were predicted as metaphors by the two models
together. Since both models have similar F1 scores,
this implies that a superior classifier can be con-
structed using information from both classifiers.

For our final submissions, we were able to adopt
a simplified implementation of this approach, la-

beling an instance of a word as metaphorical if its
LSTM prediction either was higher than a certain
threshold, or higher by a significant amount than
the median LSTM prediction of all instances of
that word. This procedure improved our F1 scores
by about 1% during the testing phase.

k Precision Recall F1

1 0.665 0.599 0.630
2 0.722 0.514 0.600
3 0.676 0.611 0.642
4 0.703 0.538 0.610
5 0.679 0.604 0.639

Table 3: KNN using sum-all BERT word embeddings,
VUA AllPOS

5 Conclusion

In this paper, we describe the best performing
model that we submitted for the Second Shared
Task on Metaphor Detection. We used BERT and
XLNet language models to create contextualized
embeddings, and fed these embeddings into a bi-
directional LSTM with a sigmoid layer that used
both local and global contextual information to out-
put a probability. Our experimental results verify
that contextualized embeddings outperform previ-
ous state-of-the-art word embeddings for metaphor
detection. We also propose an ensemble model
combining a bi-directional LSTM and a KNN, and
show promising results that suggest the two models
encode complementary information on metaphors.
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Abstract

This paper describes the adaptation and appli-
cation of a neural network system for the au-
tomatic detection of metaphors. The LSTM
BiRNN system participated in the shared task
of metaphor identification that was part of
the Second Workshop of Figurative Language
Processing (FigLang2020) held at the Annual
Conference of the Association for Computa-
tional Linguistics (ACL2020). The particular
focus of our approach is on the potential in-
fluence that the metadata given in the ETS
Corpus of Non-Native Written English might
have on the automatic detection of metaphors
in this dataset. The article first discusses
the annotated ETS learner data, highlighting
some of its peculiarities and inherent biases of
metaphor use. A series of evaluations follow
in order to test whether specific metadata in-
fluence the system performance in the task of
automatic metaphor identification. The system
is available under the APLv2 open-source li-
cense.

1 Introduction

Research on metaphors, particularly in the frame-
work of conceptual metaphor theory, continues
to grow in all genres of language use and across
diverse disciplines of linguistics (cf., among oth-
ers, Littlemore, 2019; Gibbs Jr, 2017; Charteris-
Black, 2016; Kövecses, 2020; Callies and Degani
for recent and forthcoming overviews and exten-
sions, and Veale et al., 2016 for a book-length dis-
cussion of computational linguistic perspectives).
While the importance of metaphor in thought and
everyday language use has long been acknowl-
edged (Lakoff and Johnson, 1980), the practice of
metaphor research still faces two methodological
and analytical challenges: first of all, the identi-
fication of metaphors and, secondly, their actual
description through source and target domains.

In computational linguistics, a great amount of
recent work has been concerned with addressing
the challenge of identifying metaphors in texts.
This is evident in the series of four Workshops
on Metaphor in NLP from 2013 to 2016 and in the
two Workshops on Figurative Language Process-
ing in 2018 (Beigman Klebanov et al., 2018b) and
2020 (Leong et al., 2020), each of which involved
a shared task (ST) in automatic metaphor detection.
Identification systems that achieved the best results
in the first shared task relied on neural networks in-
corporating long-term short-term memory (LSTM)
architectures (see Mu et al., 2019 for a discussion).
Further advances in the field using deep learning
approaches have been reported in Dankers et al.
(2019), Gao et al. (2018), and Rei et al. (2017).

This paper extends a system proposed in Stemle
and Onysko (2018), which combines word embed-
dings (WEs) of corpora like the BNC (British Na-
tional Corpus Consortium, 2007) and the TOEFL11
language learner corpus (see Blanchard et al.,
2013). With the modified system, we participated
in The Second Shared Task on Metaphor Detection.
The difference to the 2018 edition of the ST is a
new set of data. As in the first task, one part of
the dataset is based on the VU Amsterdam (VUA)
Metaphor Corpus manually annotated according to
the MIPVU procedure (Steen et al., 2010). Addi-
tionally, the second task includes a sample of 240
argumentative learner texts. These texts are taken
from the ETS Corpus of Non-Native Written En-
glish (synonymous to the TOEFL11 corpus) and
have been manually annotated (Beigman Klebanov
et al., 2018a).

Since the learner essays are a very specific kind
of data, the aim of this study is to build upon ob-
servations from Stemle and Onysko (2018), who
found that a combination of word embeddings from
the BNC and the TOEFL11 learner corpus yielded
the best results of metaphor identification in a bi-
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directional recursive neural network (BiRNN) with
LSTM. These results triggered the hypothesis that
learner language can lead to an information gain
for neural network based metaphor identification.
To explore this hypothesis further, the current study
puts an explicit focus on the metadata provided
for the ETS Corpus of Non-Native Written En-
glish and specifically tests the potential influence
of proficiency ratings, essay prompt, and the first
language (L1) of the author. In addition, we also
test whether a combined training on the diverse
datasets and the sequence of this training will have
an impact on our system of neural network based
metaphor identification.

To address these aims, our paper is structured
as follows: Section 2 provides observations on the
annotated learner corpus dataset. Section 3 de-
scribes the system of metaphor identification. This
is followed in Section 4 by the results of the exper-
iments, which are briefly discussed in light of the
observations on the annotated learner corpus data.

2 Observations on the data

The VUA Metaphor Corpus and its application
in the first shared task has been concisely de-
scribed in Leong et al. (2018). The authors have
reported the relatively high inter-annotator agree-
ment (κ > 0.8), which is in part due to the MIPVU
protocol (Steen et al., 2010) and the close training
of annotators in the Amsterdam Metaphor Group.
Interestingly, the results of the first task across all
submitted systems showed a clear genre bias with
academic texts consistently displaying the highest
correct identification rates and conversation data
(i.e. spoken texts) the lowest Leong et al. (2018,
p.60). This might be related to the fact that aca-
demic discourse is more schematic and formulaic
(e.g. in the use of sentential adverbials and verbal
constructions) and might rely to a greater extent
on recurrent metaphorical expressions than spoken
conversations, which are less schematic and can
thus display a higher degree of syntactic and lexical
variation. In other words, similarities in the data be-
tween training and test sets might be higher in the
academic than in the conversation genre, leading
to different genre-specific training effects in neural
networks.

Apart from the VUA metaphor corpus, the sec-
ond shared task introduces a novel dataset culled
from the ETS Corpus of Non-Native Written En-
glish. In their description, Beigman Klebanov et al.

(2018a) report an average inter-annotator agree-
ment of κ = 0.62 on marking argumentation-
relevant metaphors. Disagreement in the anno-
tations was positively compensated in that all
metaphor annotations were included even if only
given by one of the two raters. While a focus
on argumentation-relevant metaphors coheres with
the genre of short argumentative learner essays
written in response to one of eight prompts dur-
ing TOEFL examinations in 2006-2007 (Blanchard
et al., 2013), the scope of metaphor annotation is
more restricted in the ETS sample than in the VUA
corpus, which follows the more stringent MIPVU
protocol. This explains to some extent why the
overall amount of metaphor-related words in the
training sets is considerably lower in the ETS sam-
ple (an average of 7% in All-POS and 14% among
verbs; see Beigman Klebanov et al., 2018a, p.88)
than in the VUA Metaphor Corpus (15% in All-
POS and 28.3% among verbs; see Leong et al.,
2018, p.58).

The relatively small size of the ETS sample in-
spired us to look into the structure of the data more
closely to check whether any potential biases exist
that might play a role for the automatic detection of
metaphors. Beigman Klebanov et al. (2018a, p.89)
report a significant positive correlation of the num-
ber of metaphors and the proficiency ratings of the
texts as medium or high in the data. This relation-
ship is confirmed by an independent samples t-test
in the training partition of the data (180 texts). The
group of highly proficient learners (N = 95) uses
more metaphors (M = 13.98, SD = 8.23) com-
pared to the group of medium proficient learners
(N = 85,M = 9.55, SD = 5.96) at a signifi-
cantly higher rate (t = 4.07, p = 0.000071). The
L1 background of the learners (i.e. Arabic, Ital-
ian, Japanese) did not influence the mean number
of metaphors in the texts as confirmed by a one-
way ANOVA (F = 1.619, p = 0.201; L1 Arabic:
N = 63,M = 12.48, SD = 8.37; L1 Italian:
N = 59,M = 12.71, SD = 7.79; L1 Japanese:
N = 59,M = 10.44, SD = 6.38).

Since the Corpus of Non-Native Written En-
glish consists of argumentative learner essays that
were written in response to one of eight different
prompts, another factor to consider in the annotated
ETS sample is the role the prompt might have on
metaphor use. Table 1 summarizes the descriptive
statistics on the number of metaphors per prompt.

From left to right, the columns in Table 1 re-
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P1 8059 205 361 0.57 4.5 15.696
P2 7493 199 330 0.60 4.4 15.714
P3 7947 222 397 0.59 4.8 17.227
P4 8076 146 173 0.84 2.1 7.522
P5 8455 172 206 0.83 2.4 8.957
P6 8446 134 188 0.71 2.2 7.833
P7 7516 170 243 0.70 3.2 11.045
P8 7923 197 260 0.76 3.3 11.818

Table 1: Number of metaphors (types and tokens) per
prompt in the annotated ETS training set.

port, per prompt, the total number of words, the
number of metaphor types, the overall number
of metaphor tokens (i.e. all words annotated for
metaphor), the type token ratio of metaphors, the
relative amount of metaphor tokens among all
words, and the mean values of metaphors. The two
rightmost columns illustrate an uneven occurrence
of metaphors across the diverse prompts. Three
groups emerge from the data according to their
similarly high (or low) values: P1, P2, P3 as the
highest scoring group, P4, P5, P6 as the lowest scor-
ing group, and P7, P8 whose values are in-between
the other two groups. A one-way ANOVA for inde-
pendent samples (F = 7.0919, p = .00001) con-
firms a significant difference between the groups.
T-tests comparing the minimal and maximal nu-
merical distances between the high, the medium,
and the low clusters show that the high cluster is
significantly different from the low cluster (P1:
N = 23,M = 15.70, SD = 8.138 compared
to P5: N = 23,M = 8.96, SD = 4.117) at
t(44) = 3.54, p = .000948. The differences be-
tween the low and the medium groups as well as
the high and the medium group do not reach a sig-
nificance threshold of p < .01.

When looking for an explanation of these biased
metaphor occurrences, some interesting patterns
emerge among the high frequency group (P1, P2,
and P3). In all these instances, the prompts trigger
certain metaphor-related words (MRW) that occur
at a high rate. Table 2 provides an overview of the

metaphorical expressions triggered by the prompts
P1, P2, and P3. The 30 most frequent MRW were
closely analyzed for each of the prompts.

In Table 2, MRW that cannot be related to the
prompt are preceded by an asterisk. All the other
terms are triggered by the prompts. For P1, the ex-
pression “broad knowledge” from the prompt that
instantiates an objectification metaphor of knowl-
edge (KNOWLEDGE IS AN OBJECT) is frequently
reiterated in the test takers’ essays and is by far the
most frequent metaphorical expression among all
annotated MRW in P1. The metaphorical uses of
the lexeme focus as in “focus on a particular sub-
ject/field” is triggered by the prompt as a synony-
mous phrase for “. . . specialize in one specific sub-
ject”. Similarly, the term wide/-er is used by some
learners as a synonym of “broad knowledge”. In P2,
the metaphorical phrase “have time” is prevalent. It
is thematically triggered by the phrase “enjoy life”,
which stimulates people to write about time as a
(precious) possession that allows you to enjoy life.
The metaphorical expression of “spending time” is
evoked by the same conceptual metaphor. The LIFE

IS A JOURNEY metaphor triggered by P2 is instan-
tiated in the recurrent expression of stages in life.
The mention of “time” in P3 evokes the same TIME

IS A PRECIOUS POSSESSION conceptual metaphor
as in P2. Again, the by far most recurrent MRW
are the verbs give, have, and spend that objectify
time in that metaphor. In addition, the use of the
verb support as in “support communities” is di-
rectly related to the prompt (“. . . to helping their
communities”) as are the metaphorical collocations
“free time” and “dedicate time”.

In all the other prompts, trigger effects do not
occur or are not as quantitatively relevant as in P1
to P3. P4, for example, does not show any spikes in
metaphor frequencies with the most frequent MRW
(image) merely occurring 5 times. The same is true
in P5 with the terms ruining, reach, comfortable,
and advancement being mentioned 4 times each
as the most frequent MRW. A weak effect can be
observed in P6 where the prompt “The best way
to travel is in a group led by a tour guide” triggers
the metaphorical collocation to “take a trip” that
recurs 14 times across the learner texts. In P7 and
P8, the most frequent MRW are not stimulated
by the prompt, and there are similarly low token
frequencies leading to a flat frequency distribution
among the MRW. Incidentally, P8 (“Successful
people try new things and take risks rather than only
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P1: It is better to have broad knowledge of many academic subjects than to specialize in one specific
subject.

P2: Young people enjoy life more than older people do.

P3: Young people nowadays do not give enough time to helping their communities.
metaphorical
expression

# of
occur.

metaphorical
expression

# of
occur.

metaphorical
expression

# of
occur.

P1 P2 P3
“broad(er) knowledge” 60 have/-ing/has

“have time”
55 give/-s/-ing/-en

“give time”, “give help”
29

focus/-ed
“focus on a particular sub-
ject/field”

12 spend/-s/-ing
“spend time/hours/years”

14 have/-ing/has
“have time”

24

*give/-s/-ing 10 *face
“face problems / change /
responsibilities”

6 spend/-ing/-t
“spend time”

16

wide/-er 9 *get 5 support/-s/-ing/-ed
“support communities”

14

*lead/-s 7 stage
“stage of life”

4 *strong/-er/-ly 14

*spend 6 free
“free time”

9

dedicate/-s
“dedicate time”

9

Table 2: Most frequent metaphorical expressions in P1, P2, and P3.
(*) MRW does not occur verbatim in the prompt

doing what they already know how to do well”)
contains the metaphorical expression “take risks”
that recurs in the learner essays 43 times. However,
it has not been manually annotated as an MRW in
the ETS Corpus.

If we take a look at how the MRW are distributed
across the different parts of speech, it is interesting
to note that verbs are by far more often marked
as metaphors than nouns and adjectives/adverbs.
Among the 30 most frequent MRW per prompt in
the training set, 416 metaphorical verbs precede
over 198 adjectives/adverbs and 141 nouns.

Finally, the learner data poses another pecu-
liarity that is worth considering in the automatic
metaphor identification. There is a total of 99 mis-
spelled MRW across all prompts in the data (4.6%
of all MRW) as in messege, actractivity, strenght,
knowled, isolte, dangerousness, and broadn to ran-
domly pick out a few. Finding a way to factor
in the out-of-vocabulary words will increase the
performance of automatic metaphor detection.

3 Design and implementation

Our approach extends the system from Stemle
and Onysko (2018), which combines a small
set of established machine learning (ML) meth-
ods and tools. In particular, the system uses
fastText1 word embeddings from different cor-
pora in a bi-directional recursive neural network
architecture with long-term short-term memory
(LSTM BiRNN) and implements a flat sequence-
to-sequence neural network with one hidden layer
using TensorFlow+Keras (Abadi et al., 2015) in
Python. With the goals we introduced in Section 1,
it seemed sufficient to use a successful system from
the last ST instead of improving the overall system
by integrating the latest, highly successful2 devel-
opments from the field of NLP (see, e.g., Wang

1https://fasttext.cc/
2The current development of increasing the complexity

in neural network architectures by adding more processing
layers in systems comes with the trade-off of loosing in-
sights into the mechanisms of how the improvements are
achieved. See also Mikolov (2020).
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et al., 2020 for an overview).
In their experimental design Stemle and Onysko

(2018) use word embeddings from corpora such
as Wikipedia3 and BNC4 as well as from texts of
language learners (TOEFL11). This is to follow
the intuition that the use of metaphors can vary
depending on the competence of the learners and
that these differences can be helpful in training a
metaphor detection system.

For the current ST, the system was slightly ex-
tended. We

• bumped the requirements of the used tools
to current versions (in particular for Tensor-
Flow+Keras, gensim5, FastText, and scikit-
learn6),

• adapted the system to the new format of the
TOEFL data set,

• improved the use of sub-word information en-
coded in FastText word representations (we
fixed a bug that prevented the system to use
proper subword character n-gram representa-
tions in some cases), and

• added an option to integrate metadata into the
input representations for the neural network.

For the last point, we adapted the way the input
for the neural network is represented: The number
of input layers corresponds to the number of fea-
tures, i.e. for multiple features, e.g. multiple WE
models or additional PoS tags, sequences are con-
catenated on the word level such that the number
of features for an individual word grows. For the
metadata, we added an input layer with the number
of dimensions varying with the number of encoded
metadata.

We maintain the implementation in a source
code repository7. The system is available under
the APLv2 open-source license.

4 Experiments

4.1 Combining VUA and TOEFL
In our first experiment, we tried to extend the train-
ing data and combine the two available datasets.

3https://fasttext.cc/docs/en/
english-vectors.html

4https://embeddings.sketchengine.co.
uk/static/index.html

5https://radimrehurek.com/gensim/
6https://scikit-learn.org/
7https://github.com/bot-zen/

Given the discussion in Section 2, we expected
confounding effects due to the fact that the manual
classification of the All-POS- and Verb-metaphors
are different in these two sets.

First, we shuffled both datasets individually and
then combined them in three ways: A re-shuffled
combination of the two sets and two combinations
where we put one set at the beginning and the other
one at the end. For the evaluation we emulated
a 10-fold CV, with training on combinations of
the original datasets and testing on a held out part
of one of the datasets: We trained on one of our
combined sets and tested on one of 10 parts of the
uncombined dataset, which had been held out from
the training, and repeated this for all 10 parts. As
word embeddings, we used BNC and the complete
TOEFL11 data.

Table 3 shows that, most notably, the highest
recall is achieved on the Verbs task when using first
the VUA data and subsequently the TOEFL data,
and testing on the TOEFL data. We interpret that in
a way that the learning of the VUA data is mostly
’forgotten’ by the neural network, but its focus on
Verb-metaphors leaves a strong initialization bias
towards verbs.

Overall, the results of the various runs show that
the much larger VUA data dominates the learnt
properties of the model, and that the matching fo-
cus on Verb-metaphors in both datasets improves
recall.

4.2 Metadata

In this experiment, we added available metadata as
additional information to learn from. The differ-
ence is that compared to other information, such as
POS tags, this metadata applies to whole sentences
and the entire texts. Also, this experiment only
addresses the TOEFL dataset.

The available metadata are the following:

• Prompt: The prompt that triggered the pro-
duction of the respective sentence and text
(P1-P8)

• Proficiency: The proficiency of the language
learner who produced the text (medium or
high)

• L1: The language learner’s L1 (ARA, JPN,
ITA)

• Text ID: The text’s unique ID (which repre-
sents the individual language learner)
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Test on VUA Test on TOEFL
Training Verbs All-POS Verbs All-POS
Shuffled Pr 0.58 (+/- 0.03) 0.55 (+/- 0.04) 0.46 (+/- 0.09) 0.42 (+/- 0.04)

VUA + TOEFL Re 0.65 (+/- 0.03) 0.64 (+/- 0.05) 0.69 (+/- 0.07) 0.67 (+/- 0.07)
F1 0.61 (+/- 0.02) 0.59 (+/- 0.02) 0.54 (+/- 0.06) 0.52 (+/- 0.03)

Sequential Pr 0.56 (+/- 0.05) 0.55 (+/- 0.06) 0.43 (+/- 0.06) 0.44 (+/- 0.04)
1:VUA 2:TOEFL Re 0.67 (+/- 0.06) 0.64 (+/- 0.09) 0.71 (+/- 0.07) 0.68 (+/- 0.04)

F1 0.60 (+/- 0.03) 0.58 (+/- 0.03) 0.53 (+/- 0.04) 0.53 (+/- 0.03)
Sequential Pr 0.56 (+/- 0.04) 0.53 (+/- 0.06) 0.46 (+/- 0.06) 0.42 (+/- 0.05)

1:TOEFL 2:VUA Re 0.68 (+/- 0.04) 0.67 (+/- 0.08) 0.69 (+/- 0.08) 0.70 (+/- 0.06)
F1 0.61 (+/- 0.03) 0.59 (+/- 0.02) 0.55 (+/- 0.05) 0.52 (+/- 0.04)

Baseline: Pr 0.55 (+/- 0.04) 0.55 (+/- 0.03) 0.57 (+/- 0.07) 0.53 (+/- 0.06)
VUA and TOEFL Re 0.69 (+/- 0.04) 0.68 (+/- 0.04) 0.63 (+/- 0.08) 0.68 (+/- 0.06)

individually F1 0.61 (+/- 0.01) 0.61 (+/- 0.01) 0.59 (+/- 0.03) 0.59 (+/- 0.03)

Table 3: 10-fold CV comparison of training on (un)shuffled VUA and TOEFL data for the Verbs and All-POS
Tasks.

• Text length: The length (in tokens) of the com-
plete text the respective sentence belongs to

Given the discussion in Section 2, we expected
confounding effects for some of the metadata, and
we hoped to improve the results when factoring in
the metadata that showed significant effects on the
number and use of metaphors.

As word embeddings, we used only the BNC.
The input data was constructed for both tasks (All-
POS and Verbs) by adding the metadata informa-
tion for every single word in the input sequence.
Testing was done by 10-fold cross-validation.

Table 4 shows that, most notably, the overall
metadata does not improve the results in a sys-
tematic, meaningful way. Also, some metadata,
like the Text ID even considerably degrades perfor-
mance. Overall, there is no clear tendency towards
metadata being more – if at all - helpful.

The complete held-out test set was not available
at the time of writing, but we had evaluated some
combinations of metadata during the shared task
(via CodaLab) and found that the Verbs task - con-
trary to our 10-fold CV - gained slightly from the
use of metadata. An evaluation on the complete
test set would have been preferable. Additionally,
representing the metadata at the level of the en-
tire sequence instead of for each word individually
could also noticeably influence the results.

Verbs All-POS

Baseline
(no metadt.)

Pr 0.53 (+/- 0.04) 0.53 (+/- 0.04)
Re 0.64 (+/- 0.07) 0.63 (+/- 0.05)
F1 0.57 (+/- 0.02) 0.57 (+/- 0.03)

Prompt
Pr 0.50 (+/- 0.06) 0.51 (+/- 0.05)
Re 0.66 (+/- 0.10) 0.64 (+/- 0.05)
F1 0.56 (+/- 0.02) 0.56 (+/- 0.03)

Proficiency
Pr 0.51 (+/- 0.07) 0.51 (+/- 0.05)
Re 0.68 (+/- 0.09) 0.65 (+/- 0.07)
F1 0.57 (+/- 0.02) 0.57 (+/- 0.04)

L1
Pr 0.49 (+/- 0.05) 0.53 (+/- 0.06)
Re 0.68 (+/- 0.08) 0.60 (+/- 0.06)
F1 0.57 (+/- 0.02) 0.56 (+/- 0.03)

Prom.+
Prof. + L1

Pr 0.54 (+/- 0.07) 0.52 (+/- 0.06)
Re 0.62 (+/- 0.07) 0.64 (+/- 0.05)
F1 0.57 (+/- 0.03) 0.57 (+/- 0.03)

Text ID
Pr 0.42 (+/- 0.08) 0.48 (+/- 0.08)
Re 0.72 (+/- 0.08) 0.60 (+/- 0.10)
F1 0.52 (+/- 0.05) 0.52 (+/- 0.03)

Text length
Pr 0.50 (+/- 0.06) 0.53 (+/- 0.05)
Re 0.66 (+/- 0.11) 0.62 (+/- 0.05)
F1 0.56 (+/- 0.03) 0.57 (+/- 0.03)

All
Pr 0.45 (+/- 0.07) 0.44 (+/- 0.08)
Re 0.68 (+/- 0.08) 0.64 (+/- 0.08)
F1 0.54 (+/- 0.04) 0.51 (+/- 0.04)

Table 4: 10-fold CV comparison of training with differ-
ent metadata on the TOEFL dataset.
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5 Conclusion

This paper has focused on the structure of the
learner data used in the Second Shared Task of
Metaphor Identification. We aimed at exploring
possible factors that influence this kind of data
and tested whether these play a role for the auto-
mated identification using word embeddings in an
established LSTM BiRNN system from the first ST
in 2018. A descriptive investigation of the manu-
ally annotated sample of the ETS Corpus of Non-
Native Written English (TOEFL11 corpus) shows
that the factors of proficiency and especially the
essay prompt exhibit significant correlations to the
amount and type of metaphors found in the anno-
tated training set. The data also show a numerical
bias towards the annotation of verbs as metaphors
compared to other content words.

A sequential training of the bidirectional neural
network using both the VUA and the TOEFL parti-
tions of the shared task points to the different struc-
ture of the datasets, in particular towards an emerg-
ing bias of overidentifying verbal metaphors in the
neural network based classification. The hypothe-
sized influence of the metadata in the TOEFL set,
in particular the observed dependencies on profi-
ciency and the essay prompt, was not confirmed by
the results of the automated identification. While
the factors of L1, proficiency, prompt and essay
length did not influence the baseline results, the
essay ID (i.e. the individual learner) reduced the
performance of the system as did a combination of
all metadata. For the future, more tests with differ-
ent ways of modelling the metadata in the neural
network architecture and on the test set of the task
will provide further insights.
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Abstract
We present an ensemble approach for the de-
tection of sarcasm in Reddit and Twitter re-
sponses in the context of The Second Work-
shop on Figurative Language Processing held
in conjunction with ACL 20201. The ensem-
ble is trained on the predicted sarcasm proba-
bilities of four component models and on ad-
ditional features, such as the sentiment of the
comment, its length, and source (Reddit or
Twitter) in order to learn which of the com-
ponent models is the most reliable for which
input. The component models consist of an
LSTM with hashtag and emoji representations;
a CNN-LSTM with casing, stop word, punctu-
ation, and sentiment representations; an MLP
based on Infersent embeddings; and an SVM
trained on stylometric and emotion-based fea-
tures. All component models use the two
conversational turns preceding the response as
context, except for the SVM, which only uses
features extracted from the response. The en-
semble itself consists of an adaboost classifier
with the decision tree algorithm as base estima-
tor and yields F1-scores of 67% and 74% on
the Reddit and Twitter test data, respectively.

1 Introduction

In this paper, an ensemble approach for the detec-
tion of sarcasm in social media data is described.
The ensemble was designed in the context of The
Second Workshop on Figurative Language Process-
ing held in conjunction with ACL 20201. It was the
goal of the shared task to create a robust sarcasm
detection model for tweets and Reddit comments
and investigate the role of conversational context
in automatic sarcasm detection models.

Detecting sarcasm can be a challenging task, not
only for machines, but also for humans, because
sarcasm is subjective and culturally dependent, and
because an utterance on its own can be both sar-
castic and non-sarcastic (Ghosh et al., 2018; Joshi

1https://sites.google.com/view/figlang2020/

et al., 2017). Context is therefore vital for a cor-
rect interpretation of a comment on social media
(Wallace et al., 2014). For example, “Well done,
guys!” generally has a positive meaning, whereas
it is used sarcastically in the context of a social me-
dia post about the governments mismanagement.
Therefore, conversational context is used in our
approach described below to identify sarcasm.

2 Related research

In this section, recent advances and papers related
to sarcasm detection are described. The first ad-
vance is related to automatic annotation methods
where the annotators use computational methods to
obtain the labels (Joshi et al., 2017), for instance by
searching for “#sarcasm” in tweets (e.g. González-
Ibáñez et al. (2011)). Automatic labelling is often
preferred to manual labelling, because it is faster,
cheaper, allows for the creation of larger data sets,
and because the author of an utterance knows best
whether it was meant sarcastically or not. Note
that automatically annotated data can contain more
false positives and/or false negatives than manually
labeled data if the labeling method is not robust
enough. An automatic method was used to label the
data used in the present study and a more detailed
description of that data can be found in Section 3.

A second advance in the field of sarcasm detec-
tion are pattern-based features (Joshi et al., 2017).
This term refers to using linguistic patterns as fea-
tures. For example, Riloff et al. (2013) use the
pattern “presence of a positive verb and a nega-
tive situation” (e.g., “I love queueing for hours”)
as a feature. They hypothesized that this pattern
is highly indicative of sarcasm. Their approach
achieved an F1-score of 51%.

Similarly, Van Hee et al. (2018) hypothesized
that sentiment incongruity within an utterance sig-
nifies sarcasm. They did not only consider explicit
expressions of sentiment, but also attempted to
deal with sentiment implicitly embedded in world
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knowledge. To achieve this, the annotators gath-
ered all real-world concepts that carried an implicit
sentiment and labeled them with either a “positive”
or “negative” sentiment label (e.g., “going to the
dentist”, which is usually associated with a negative
sentiment). Three approaches were then proposed
that implemented these implicit sentiment labels.
None of these approaches, however, outperformed
the baseline (70% F1-score). Thus, although sar-
casm can be seen as an expression of sentiment,
this study showed that successfully implementing
sentiment in a classifier is not trivial.

A third advance in the sarcasm detection field is
using context as feature (Joshi et al., 2017). Three
types of context can be distinguished: author con-
text, e.g., (Joshi et al., 2016), conversational con-
text, e.g., (Wang et al., 2015), and topical context,
e.g., (Wang et al., 2015). Author context refers
to the name of the author of the comment. The
intuition behind using this type of context is that
one individual uses sarcasm more regularly than
another individual and can therefore improve the
performance of sarcasm detection models. Conver-
sational context, on the other hand, refers to the
conversational turns preceding (or following) the
relevant utterance. As mentioned in the introduc-
tion, this type of context can clarify whether an
utterance is sarcastic or not if that utterance can
be perceived as both. Finally, topical context is
used, because it is hypothesized that certain top-
ics (e.g., religion or politics) trigger more sarcastic
responses than other topics.

Further, previous research has shown that for
statistical models, SVM performs best (Joshi et al.,
2017, 2016; Riloff et al., 2013). Conversely, the
most successful deep learning algorithms are long-
short term memory (LSTM) networks and convo-
lutional neural networks (CNN) (Ghosh and Veale,
2016; Amir et al., 2016).

More recently, Ghosh et al. (2018) presented an
LSTM network with sentence-level attention heads
that achieved the state-of-the-art performance: they
reported F1-scores of 84% for sarcastic comments
and 83% for non-sarcastic comments. The goal of
their study was to investigate the role of conversa-
tional context in sarcasm detection and their experi-
ments suggested that conversational context signif-
icantly improves the performance of their model.

Joshi et al. (2017) provide a survey of previous
sarcasm detection studies and can be consulted for
a more extensive overview of related research.

3 Data

The training data comprises 5,000 tweets and 4,400
Reddit comments, and was annotated automatically
(Khodak et al., 2018; Ghosh et al., 2018). Each
comment or “response” is accompanied by its con-
text, i.e., an ordered list of all previous comments
in the conversation, and a binary label indicating
whether the response is sarcastic. Both the Twitter
and Reddit data are balanced.

The test data contains 1,800 tweets and the same
number of Reddit comments. Similar to the train-
ing data, the test responses are accompanied by
their conversational context, and are balanced. In
all instances, user mentions and URLs are replaced
with placeholders: “@USER” and “<URL>”, re-
spectively. All data that was used in the present
study was provided by the organizers of the work-
shop. However, the participating teams were al-
lowed to collect extra data if desired.

4 Methodology

Four component models were used to construct the
ensemble classifier. All of these models use conver-
sational context as feature, with the exception of the
SVM model described in Section 4.1.3, which fo-
cuses only on stylometric and emotion-based prop-
erties of the response. All other models use the
two conversational turns preceding the response
as context, since this was the minimum amount of
context that was provided for each response.

4.1 Component models
4.1.1 LSTM
Preliminary studies showed that non-word features
have a noticeable effect on sarcasm transparency.
For example, hashtags and emojis were used as
signifiers to modify the rest of a sentence. A bidi-
rectional LSTM model was used to recognize these
modifications in relation to the main embedded vo-
cabulary and predict binary sarcasm (Zhou et al.,
2016).

Context and response words were vectorized
using pretrained GloVe embeddings (Penning-
ton et al., 2014). Emojis were embedded us-
ing Emoji2Vec (Eisner et al., 2016). All words
were then further embedded using an RNN model,
trained on tweets from the Chirps corpus to pre-
dict hashtags (Shwartz et al., 2017); comparable to
a sentence summarization task (Jing et al., 2003),
which contributed to the Reddit task as well as
Twitter, by using base text alone.
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These 3 embedding layers were combined for
the bidirectional LSTM to iterate over. To mitigate
overfitting, dropout was applied two times and opti-
mized: (i) to the embedding layers, and (ii) within
the LSTM layers. Finally the concatenated output
was passed to a sigmoid layer for prediction.

4.1.2 CNN-LSTM
This model uses word embeddings of the response
and context pretrained with GloVe embeddings
(Pennington et al., 2014)), and punctuation, cas-
ing, sentiment and stop word features. The punc-
tuation features contain the absolute and relative
numbers of exclamation marks, quotation marks,
question marks, periods, hashtags, and at-symbols
in the response. Conversely, the casing features
comprise the absolute and relative numbers of up-
percase, lowercase and other characters (e.g. digits)
in the response. The sentiment features, obtained
with NLTK’s Vader sentiment analyzer (Bird et al.,
2009), are represented by a negative, neutral, pos-
itive, and global sentiment score of both the re-
sponse and its context. Finally, stop word features
were obtained by constructing a count vectorizer
with scikit-learn (Pedregosa et al., 2011) out of
NLTK’s English stop word list.

The response and context word embeddings
were twice fed to a sequence of a convolutional
layer with max pooling, and to a bidirectional
LSTM layer. The other feature vectors were each
passed to a dense layer. To avoid overfitting,
dropout was applied and optimized after each em-
bedding, convolutional, LSTM, and dense layer.
Finally, the outputs of all of the above were con-
catenated and passed to a sigmoid layer for predic-
tion.

4.1.3 SVM
In this approach, the response messages were rep-
resented through a combination of part-of-speech
(POS) tags (obtained using the StanfordNLP li-
brary (Qi et al., 2018)), function words (i.e., words
belonging to the closed syntactic classes2), and
emotion-based features from the NRC emotion lex-
icon (Mohammad and Turney, 2013). From this
representation, n-grams (with n from 1 to 3) were
built. Character n-gram features (with n from 1 to
3) were added as a separate feature vector. This ap-
proach captures the stylometric and emotion char-
acteristics of a textual content and is described in
detail in (Markov et al., 2020).

2https://universaldependencies.org/u/pos/

The features were weighted using the term fre-
quency (tf) weighting scheme and fed to liblinear
SVM with optimized parameters (the optimal lib-
linear classifier parameters were selected: penalty
parameter (C), loss function (loss), and tolerance
for stopping criteria (tol) (based on grid search).
The liblinear scikit-learn (Pedregosa et al., 2011)
implementation of SVM was used.

4.1.4 MLP

This model consists of simple multi-layer percep-
tron (MLP) classifier based on sentence embed-
dings from the Infersent model developed by Face-
book (Conneau et al., 2017). Infersent is trained on
natural language inference data, which is a motiva-
tion to use this model in our ensemble approach,
since it might spot the logical discrepancies that
often play a role in creating and detecting sarcasm.
Infersent works with GloVe or Fasttext word em-
beddings as input and gives a 4092-dimensional
sentence embedding. For this task we concatenated
the response and context embeddings (with GloVe)
and fed the resulting 8184-dimensional vector to
an MLP with Relu non-linearity and a sigmoid at
the end for classification. This was attempted with
different architectures among which a [8184-2048-
128-16-2] composition showed the best results.

Before they were converted to embeddings, the
responses and their context were preprocessed as
follows: hashtags were added as descriptions at the
end of the string and links were removed.

4.2 Ensemble

We used 10-fold cross-validation to train the com-
ponent models. For each fold, the predicted vali-
dation labels were stored in a dataframe. This al-
lowed us to collect predictions for all comments in
the training data without the models being trained
on the comments for which they predicted the la-
bel. These predictions were then used to train the
ensemble model, which consisted of a decision
tree classifier implemented as the base estimator
in a scikit-learn adaboost classifier. In addition
to the predicted labels, the character length of the
response and context, their source (Twitter or Red-
dit) and NLTK’s Vader sentiment scores for the
response and its two preceding turns were used as
features, so that the ensemble could learn which
component model was the most reliable and for
which input (e.g., long positive tweet as response
and short negative tweet as context).
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5 Results

In this section, the performance of the component
models and of the ensemble model are described.
The models were evaluated on the Reddit test set
and Twitter test set separately, and F1-score was
used as the official evaluation metric.

In Table 1, the 10-fold cross-validation precision,
recall, and F1-score of the component models on
the training data can be found. The ensemble itself
yields precision, recall, and F1 scores of 77.2%,
76.9% and 76.9% under 10-fold cross-validation
(Reddit and Twitter combined). Table 2 represents
an overview of the scores obtained on the held-out
evaluation set by the different component models
and the ensemble architecture.

From these results, it can be concluded that the
ensemble model has higher precision, recall, and
F1-score than the models in isolation. This sug-
gests that the ensemble does not simply predict the
same label as the overall best performing compo-
nent model, but learns which model performs best
and when. What component model is globally the
most robust, depends on the type of data (Reddit
or Twitter) and on the setting (training or test data).
Nevertheless, each component model contributes
to the results and therefore seems to capture dif-
ferent sarcasm characteristics, as evidenced by the
increase in performance when all the models are
combined through the ensemble and by an ablation
study we conducted: removing any of the compo-
nent models results in a decrease in performance.

Further, the results show that both official test
sets contain comments that are, on average, more
challenging to classify than the training data, since
the 10-fold cross-validation scores (Table 1) are
substantially higher than the scores on the official
test sets (Table 2). Moreover, it can be observed
that all models achieve lower scores on Reddit com-
ments than on Twitter comments. Since not only
recall, but also precision are lower for all models,
this does not only suggest that sarcasm is more
challenging to detect, but that it is generally more
difficult to distinguish between non-sarcastic and
sarcastic utterances in Reddit comments. One plau-
sible explanation for this imbalance is that tweets
are limited in length, whereas Reddit comments
are not. Therefore, the models may have more dif-
ficulties with interpreting the context in the longer
Reddit comments, resulting in a lower performance.
However, more research is needed to determine
why Reddit comments are more challenging to clas-

Reddit Twitter
Model Pre Rec F1 Pre Rec F1
LSTM 64.3 64.0 63.8 75.6 75.2 75.2

CNN 62.1 62.0 62.0 76.1 75.9 75.9
SVM 64.2 64.2 64.2 74.5 74.4 74.4
MLP 65.1 65.3 65.1 74.1 74.9 73.9

Table 1: Precision (%), recall (%), and F1-score (%) of
the component models on the training data under 10-
fold cross-validation.

Reddit Twitter
Model Pre Rec F1 Pre Rec F1
LSTM 63.6 63.7 63.5 67.7 68.0 67.5

CNN 59.1 59.1 59.1 67.1 67.2 67.0
SVM 62.0 62.0 62.0 66.6 66.7 66.5
MLP 60.2 61.9 58.6 68.3 68.3 68.3
Ens. 67.0 67.7 66.7 74.1 74.6 74.0

Table 2: Precision (%), recall (%), and F1-score (%) of
the models on the official evaluation data.

sify than tweets.

6 Conclusion

We described an ensemble approach for sarcasm
detection in Reddit and Twitter comments. The
model consists of an adaboost classifier with the
decision tree algorithm as base estimator and learns
the sarcasm probabilities predicted by four differ-
ent component models: an LSTM model that uses
word, emoji and hashtag representations; a model
that uses CNNs and LSTM networks to learn word
embeddings, and dense networks to learn punctu-
ation, casing, sentiment and stop word features;
an MLP based on Infersent embeddings; and an
SVM approach that captures the stylometric and
emotional characteristics of sarcastic content. All
component models (except SVM) use conversa-
tional context to make predictions, namely the two
turns preceding the response.

The sarcasm probabilities used to train the en-
semble were obtained by training the component
models using 10-fold cross-validation and saving
the labels predicted for the validation set in each
fold. In order to learn which model performs best
and for what input, the ensemble also uses the
lengths, the source and sentiment scores of the
response and context as features.

The ensemble yields F1-scores of 67% and 74%
on the Reddit and Twitter test data, respectively.
The imbalance between the Reddit and Twitter
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scores is consistent in all component models, sug-
gesting that the Reddit data is inherently more chal-
lenging to classify. However, more research on
why this is the case is needed. Future work may
also include experimenting with other component
models to improve the overall performance of the
ensemble.
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2018. We usually don’t like going to the dentist: Us-
ing common sense to detect irony on Twitter. Com-
putational Linguistics, 44(4):793–832.

Byron C. Wallace, Do Kook Choe, Laura Kertz, and
Eugene Charniak. 2014. Humans require context to
infer ironic intent (so computers probably do, too).
In Proceedings of the 52nd Annual Meeting of the
Association for Computational Linguistics (Volume
2: Short Papers), pages 512–516, Baltimore, Mary-
land, USA. Association for Computational Linguis-
tics.

Zelin Wang, Zhijian Wu, Ruimin Wang, and Yafeng
Ren. 2015. Twitter sarcasm detection exploiting a
context-based model. In Proceedings, Part I, of the
16th International Conference on Web Information
Systems Engineering — WISE 2015 - Volume 9418,
page 77–91, Berlin, Heidelberg. Springer-Verlag.

Peng Zhou, Zhenyu Qi, Suncong Zheng, Jiaming Xu,
Hongyun Bao, and Bo Xu. 2016. Text classifica-
tion improved by integrating bidirectional LSTM
with two-dimensional max pooling. In Proceedings
of COLING 2016, the 26th International Confer-
ence on Computational Linguistics: Technical Pa-
pers, pages 3485–3495, Osaka, Japan. The COLING
2016 Organizing Committee.

269



Proceedings of the Second Workshop on Figurative Language Processing, pages 270–275
July 9, 2020. c©2020 Association for Computational Linguistics

https://doi.org/10.18653/v1/P17

A Transformer Approach to Contextual Sarcasm Detection in Twitter

Hunter Gregory, Steven Li, Pouya Mohammadi, Natalie Tarn, Rachel Draelos, Cynthia Rudin
Department of Computer Science, Duke University

{hlg16, sl561, pm201, nt94, rlb61}@duke.edu, cynthia@cs.duke.edu

Abstract

Understanding tone in Twitter posts will be in-
creasingly important as more and more com-
munication moves online. One of the most dif-
ficult, yet important tones to detect is sarcasm.
In the past, LSTM and transformer architec-
ture models have been used to tackle this prob-
lem. We attempt to expand upon this research,
implementing LSTM, GRU, and transformer
models, and exploring new methods to clas-
sify sarcasm in Twitter posts. Among these,
the most successful were transformer models,
most notably BERT. While we attempted a few
other models described in this paper, our most
successful model was an ensemble of trans-
former models including BERT, RoBERTa,
XLNet, RoBERTa-large, and ALBERT. This
research was performed in conjunction with
the sarcasm detection shared task section in
the Second Workshop on Figurative Language
Processing, co-located with ACL 2020.

1 Introduction

Sarcasm detection is an important step towards
complete natural language comprehension since
a sarcastic phrase typically expresses a sentiment
contradictory to its literal meaning. Humans usu-
ally detect sarcasm with contextual clues, espe-
cially intonation, which is not available in text-
based social media data.

One challenge of sarcasm is the frequent neces-
sity of prior knowledge. Consider an example:

Context: driver tailgating a cyclist gets
instant justice
Response: maybe he tried to save gas like you
do when you tailgate a transport truck

As humans, we can discern this response is sar-
castic since we know a large car behind a small
bike would not improve aerodynamics and hence
gas mileage. This is a Herculean inference for an
algorithm. In other situations, sarcastic inference

relies on knowledge about science, sports, politics,
or movies.

A broader challenge in classifying sarcasm is
that a model trained on one dataset does not neces-
sarily generalize to another one.

Using a Twitter dataset from the Second Work-
shop on Figurative Language Preprocessing, we
tackle this difficult challenge of sarcasm detection
and its specific issues as discussed above.

2 Datasets

The workshop provided two balanced sarcasm
datasets from both Twitter and Reddit with 5,000
and 4,400 observations respectively. The work-
shop collected and labeled the Twitter data using
the hashtags #sarcastic and #sarcasm, and prepro-
cessed the data by replacing URLs and user men-
tions with placeholders. The Reddit dataset is a
subset of that from Khodak et al. (2017). Both
datasets consist of a sarcasm label, response, and
conversation context. Both the test datasets con-
tained 1800 observations.

Unfortunately, there were notable limitations in
the Twitter data. We removed 300 observations
that were duplicates (further discussed in Prepro-
cessing). Nuances in twitter data such as acronyms,
hashtags, and emojis needed to be processed. Fur-
thermore, the Twitter dataset had missing hashtags,
affecting the meaning of the response. Some tweets
also contained images in the response, but there
were no images in the data. For example, one tweet
contained “they gave me the most (#beautiful, re-
moved in the dataset) eggs for breakfast” with an
image of chickens, but without the image it would
be hard to determine its label.

There was also a considerable domain shift be-
tween training and test data for the workshop. For
all models, training and validation scores were sig-
nificantly higher than test scores.
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3 Related Works and How We Use Them

A wide variety of models have been created for sar-
casm detection. Our baseline model stems from the
work of Ghosh et al. (2018) about sarcasm analysis
using conversation context. This model involves
one LSTM reading the context and another reading
the response. While Ghosh and Veale (2017) pro-
posed a similar architecture based on bidirectional
LSTMs to detect sarcasm in Twitter, we found that
bidirectional LSTMs performed similarly to uni-
directional LSTMs. We used two different word
embedding architectures, one from a previous pa-
per trained on a separate Twitter data set and one
using CBOW with position-weights, with character
n-grams of length 5, a window of size 5 and 10 neg-
atives (Ghosh et al., 2018; Grave et al., 2018). Sen-
tence embeddings were obtained from averaging
the word embeddings. We experimented with both
word-level and sentence-level attention models, but
we found that attention-based models performed
similarly to those without (Yang et al., 2016).

The GRU architecture seemed to be a promising
alternative option to the LSTM. Exploring tasks
on audio, handwriting, and musical classification,
Greff et al. (2016) discovered that GRUs performed
the same as LSTMs. Their finding across multiple
domains suggested that GRUs would perform simi-
larly to LSTMs in the Twitter domain. Given the
small size of our dataset and the reduced parame-
ter size and complexity in GRUs, we believed this
architecture could generalize better than LSTMs.

We also experimented with transformer models,
which have been very successful for other appli-
cations such as sentiment analysis, question an-
swering, and recently even for sarcasm detection
(Devlin et al., 2019; Peters et al., 2018; Kayalvizhi
et al., 2019; Potamias et al., 2019). We experi-
mented with using pre-trained representations from
BERT as well as RoBERTa, obtained from a bidi-
rectional approach of a masked language model
and ELMo which uses a concatenation of repre-
sentations obtained from a left-to-right and a right-
to-left language model (Peters et al., 2018; Liu
et al., 2019). We applied ensemble learning us-
ing various pretrained transformer models (BERT,
RoBERTa, XLNet, RoBERTa-large, ALBERT with
no fine-tuning on the transformer weights), where
each model has a learned weighted sum for the
hidden layers that is concatenated with hand-made
features, that is then fed into a dense layer for clas-
sification similar to the work of Wang et al. (2015).

4 Methodology

4.1 Preprocessing
For the Twitter dataset, we had to perform pre-
liminary preprocessing. In the data, we removed
several exact duplicates of observations and sev-
eral almost-exact duplicates, where the context or
responses would only have minor differences in
punctuation (e.g. including or excluding a period)
or a few characters. Text in this dataset also had
an issue where a space was always placed on both
sides of an apostrophe (e.g. ”ol’ Pete isn’t happy”
would become ”ol ’ Pete isn ’ t happy”). To fix
this, we created a list of English contractions and
slang terms paired with their expanded form (e.g.
”ol’” with ”old” and ”isn’t” with ”is not”) and then
cleaned all the text using the list. We also removed
all occurrences of ”<URL>” and ”@USER” in
the text. Lastly, we expanded hashtags using the
python package ekphrasis (Baziotis et al., 2017).

For both this cleaned Twitter data and the Red-
dit data, we proceeded with the following prepro-
cessing and feature creation. We lower-cased text,
removed punctuation (including hashtag symbols),
and expanded contractions and slang terms using
our list mentioned above. For additional features,
We created most of the extra features that Ghosh
et al. (2018) used when they were feasible (e.g. did
not require paying for a dataset). These included
binary features encoding whether any word in the
response was entirely capitalized and whether the
response contained quotation marks. We also cre-
ated a ternary feature for whether zero, one, or
multiple exclamation points were used in the re-
sponse. Additionally, we developed features that
were duplicated for both the context and response.
These included a binary feature indicating if any
word in the text had unnecessary repeating letters
as well as a ternary feature for the sentiment of the
context or response (positive, negative, or neutral)
using TextBlob (Loria, 2018). In addition, we had
a binary feature for whether a positive sentiment
emoji was in the text, and similar features for nega-
tive and neutral sentiment emojis based on a table
from Kralj Novak et al. (2015).

We also created a political feature after noticing
that a large number of the sarcastic tweets were
political in nature. More specifically, from a sample
of 200 tweets that we took, we saw that 67.7% of
the political tweets were sarcastic while 31.8% of
the non-political tweets were sarcastic. We created
this feature by conducting a boolean search on the
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Word Train set Extra Set
joy 6.5% 76.9%

wonderful 6.7% 69.7%
voted 67.6% 6.0%
love 30.4% 72.7%

Table 1: Sarcasm frequencies in different corpora

response and context for key words and phrases
that we deemed to be political. These included the
names of famous politicians and words or phrases
associated with relevant political issues such as
”elections”, ”capitalists”, ”planned parenthood”,
or ”sanctuary city”. In order to reduce our false
positive rate for political classification, we were
careful to exclude words that are often political but
could easily be used in a non-political context such
as ”president” (e.g. the president of a basketball
team) or ”immigrant” (e.g. a person referencing
their life story).

After running an XGBoost model with sentence-
level response embeddings and our features, all
seemed to have relatively equal feature impor-
tances. Therefore, we proceeded with including
all of the features above in our final models.

We also thought certain words or certain top-
ics other than politics might be good predictors
of sarcasm. We calculated the frequency of sar-
casm for all k-grams and discovered certain words
(unigrams) appeared almost strictly in sarcastic or
non-sarcastic responses in the Twitter training data.
As a sanity check, we calculated the same word
frequencies for an extra Twitter dataset with over
65,000 responses gathered in the same way as the
training set (Ptáček et al., 2014). Many compar-
isons between frequencies, some displayed in Table
1, proved that the patterns in the training set were
not representative of Twitter posts as a whole.

We also found that the LDA topic models with
the best coherence were not predictive of sarcasm.
Predicting a tweet based on its top three topics with
a SVM or Logistic Regression Classifier yielded
53% training accuracy. Such low accuracy scores
suggested these features would not be likely to
generalize. Thus, we did not use topic models or
frequency-based features in our final models.

4.2 Final Models and Performance
For all of our models, we focused on classifying
the Twitter dataset and left classifying the Reddit
dataset to future works.

For our final baseline model, we used Twit-
ter embeddings (Ghosh et al., 2018), and we em-

ployed a bidirectional LSTM with sentence-level
embeddings for context and a bidirectional LSTM
with word-level embeddings for response. These
LSTMs outputted sequences, which were modi-
fied by the dimension-reducing attention scheme
proposed by Yang et al. (2016). Finally, these
outputs were concatenated with our extra features
and passed into a dense layer. Switching to unidi-
rectional LSTMs, changing the number of LSTM
units, or adding an extra dense layer yielded no im-
provement. Despite our hopes, replacing LSTMs
with GRUs also did not impact training/validation
performance.

As our two datasets have different distributions,
mainly due to differences in text structure, format-
ting, and content, training by combining the two
datasets together reduced our testing performance
on the Twitter data. This was due to some fea-
tures that are characteristic of the Reddit data, but
may not generalize to the Twitter data. In order
to fully leverage both of the given datasets for pre-
dicting sarcasm on the Twitter datasets, we utilized
a weighted binary cross entropy loss, where we
weighed each batch of Reddit data less than our
Twitter data. By doing so, the model picked up on
more universal sarcasm characteristics inherent to
both datasets, while still being tailored primarily to
the Twitter dataset. While we only tested this for
our LSTM based models, this approach could be
generalized to our other models.

We also utilized pre-trained transformer models
to create sentence-level embeddings for classifica-
tion and word-level embeddings to feed into our
LSTM model. For our testing, we chose to not fine-
tune the weights of the transformer models them-
selves, however future works may consider doing
so. Instead, we use a feature-based approach as
suggested in Devlin et al. (2019), where we extract
features from the hidden states of the pre-trained
transformer model for prediction.

Two different approaches were used to incor-
porate context into the transformer inputs. The
first approach was to concatenate the full context
and response sentences into a single input. A po-
tential downside to this method is that the con-
catenated sentences exceeded the transformer’s se-
quence length limit for certain observations, and
we were forced to remove words from the front of
the context until the string was compatible with the
transformer. The second approach was to feed the
full context and responses into the transformer sep-
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arately and concatenate the outputs. The second ap-
proach has the benefit of allowing for sentences that
are longer than the transformer’s sequence length
limit, allowing for more context to be utilized. We
also create a baseline model trained solely on the
responses. From our validation results (Table 3),
we decided to use the second approach for our final
submissions.

We obtained token representations for each of
the hidden states in the transformer model, which
were then averaged across the whole sentence to ob-
tain a sentence representation for each of the hidden
states. To determine the best way to combine these
hidden representations into a single sentence em-
bedding, we experimented with using a weighted
sum of all layers, a weighted average of the last
four layers, using only the last layer, summing all
of the layers, and concatenating the last four layers.
We obtained the best validation results from using
a weighted sum of all hidden states (Table 2), and
used this for our final model. From here, we con-
catenated our additional features to this embedding
and pass it through two dense layers for prediction.

For our final submission, we applied this method
to five separate pretrained transformer models and
ensembled their results, which boosted our F1-
macro score by a significant margin on the test
set (0.733 for a single model to 0.756). The models
we chose to ensemble were BERT-base-uncased,
RoBERTa-base, XLNet-base-cased, RoBERTa-
large, and ALBERT-base-v2 from the Huggingface
transformers library (Wolf et al., 2019).

We also developed an LSTM on a weighted sum
of the BERT hidden layer outputs. This model was
similar to the baseline LSTM. BERT outputs from
context were passed into one bidirectional LSTM,
and BERT outputs from response were passed into
another; however, these LSTMs outputted final
states instead of sequences. These results were
concatenated with the extra features and passed
into two dense layers. On the test set, this model
had an approximate 2.2% increase in F1-macro
score compared to the other LSTM baseline.

Additionally, we implemented an ensemble
learning approach in the hopes of highlighting
the strengths of the many models that we devel-
oped. We were hopeful after seeing the improve-
ment from the multiple transformers model that
this model could achieve similar success. The as-
sumption was that if we allowed models that were
extremely confident in certain observations or per-

RoBERTa BERT
Method Precision Recall F1 Precision Recall F1
Weighted sum of last
four hidden layers

0.770 0.769 0.768 0.782 0.776 0.776

Sum all layers 0.786 0.767 0.771 0.767 0.750 0.751
Last layer only 0.761 0.760 0.760 0.772 0.767 0.768
Concatenate last four layers 0.773 0.772 0.773 0.769 0.751 0.751
Weighted sum of all layers 0.764 0.774 0.773 0.785 0.776 0.778

Table 2: Macro-averaged validation scores using var-
ious methods of combining the hidden states. Best
scores for each transformer are in bold

RoBERTa BERT
Method Precision Recall F1 Precision Recall F1
Response only 0.757 0.754 0.755 0.752 0.754 0.752
Concatenated context
and response

0.791 0.762 0.765 0.776 0.761 0.762

Separate context
and response

0.764 0.774 0.773 0.785 0.776 0.778

Table 3: Macro-averaged validation scores for our
transformer architecture with varying levels of contexts

formed best on observations with certain charac-
teristics to classify on those observations while
allowing other models to classify observations in
which this was not the case. In order to imple-
ment this, we first trained and validated a multitude
of models on only half of the training data given,
returning classification probabilities on the other
fifty percent of our training data and all of the test
data. These models included the LSTM model and
BERT model embeddings passed through an SVM,
both discussed earlier, in addition to an LDA topic
model, an XGBoost model, and a Gaussian Process
Classifier, all of which seemed to perform decently
on their own (besides LDA) and implement varying
logic to the same classification problem. We chose
a 50/50 split for our first training since we wanted
to supply these initial models with enough train-
ing data to develop accurate classifications while
leaving enough data for our ensemble classifier to
train on. Once obtaining these outputs, we trained a
Logistic Regression model on the prediction prob-
abilities generated by the many models for the re-
maining 50 percent of the training set as well as the
sarcasm features that we had developed. We chose
Logistic Regression because it seemed to overfit
less than polynomial kernel SVM or decision forest,
and there has been research on the benefits of Logis-
tic Regression on accuracy for ensemble learning
(Wang et al., 2015). We then used this Logistic
Regression to predict whether the test data was
sarcastic or not. This model achieved a validation
score of 0.779 and a test score of 0.686, indicating
that the model did not generalize well. This ensem-
ble model also worsened scores of our best models,
which would achieve a higher F1-macro validation
score when trained on the entirety of our training
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dataset. However, the best transformer models and
RNN models would drop from a validation score
of above 0.703 and 0.682 to 0.667 and 0.504 re-
spectively, when trained on half of the data as done
in the ensemble model. Therefore, we believe that
the ensemble model would have achieved better
scores if it were trained on a larger data set than
the one we worked with. However, it appears that
the weighted transformers model above performed
best given our dataset.

As seen in Table 5, all our final models outper-
formed the LSTM with attention (our implemen-
tation of the baseline from Ghosh et al., 2018).
Transformer representations seemed to capture the
most relevant information for sarcasm detection,
and having context tends to improve results.

5 Error Analysis

These results, however, are far below the F1-macro
scores that were achieved in validation, which led
us to believe that our training data may have come
from a different distribution than our test data. In
order to investigate this further, we calculated dis-
tributions of our features for both the train and test
set. We found a few differences between the dis-
tributions indicating that there may be a covariate
shift between the training and test sets. We provide
a few results from this analysis in Table 4. Notably,
we see that there was a difference of .0816 in the
percentage of tweets that were political between
the test set and the training set. We also see far
less observations with quotes or fully capitalized
words in the test set than the training set. While
this may be due to a small dataset and a high vari-
ance in the distribution of tweets, it still provides
us with enough information to believe that there is
a covariate shift between the training and test sets.

As mentioned above, we also saw a large differ-
ence between our validation and test scores. For
example, we achieved a validation F1-macro score
of 0.767 for our LSTM model with attention. How-
ever, this model achieved an F1-macro score of
0.669 on the test set. Additionally, our ensemble
model went from a validation F1-macro score of
0.779 to a test F1-Macro score of 0.686. In con-
junction with the covariate shift, we believe that
our training and test set come from different distri-
butions which would greatly increase our error.

Features Train Test Difference
Contains a Capitalized Word 0.034 0.002 -0.032
Contains a Quote 0.078 .056 -0.022
Positive Emoji in Context 0.192 0.223 0.031
Political 0.397 0.315 -0.082

Table 4: Feature Distribution in Train and Test Sets

Final Models Precision Recall F1-macro
Transformer Ensemble 0.758 0.767 0.756
Solo RoBERTa Transformer 0.733 0.734 0.733
BERT embeddings + LSTM 0.695 0.704 0.692
Ensemble model 0.687 0.689 0.686
LSTM w/ attention 0.669 0.669 0.669

Table 5: Test Scores of Final Models

6 Discussion and Conclusions

This research can hopefully guide future work on
the topic of detecting sarcasm in social media. On
that note, we would like to provide a few sugges-
tions that others may find helpful in tackling the
problem and a few of the findings that resulted in
the largest improvements for our results.

First, utilizing multiple transformers and weight-
ing them by performance seems to perform far bet-
ter than a single transformer approach. Presumably,
this allows the model to contain the information
provided in each of the embeddings as opposed
to a single form of embeddings. Next, we believe
that this task requires a large amount of training
data. We believe the reason the transformers per-
formed so well was that they were pre-trained on
large datasets. The models that we trained from
scratch did not have as much training data, and we
believe that they would have performed better with
more training data. We believe that the weighted
binary cross-entropy loss function to incorporate
both datasets is a potential approach to help with
this, and a future step would be to incorporate this
into our final transformer models. Additionally, as
emojis are an incredibly prevalent form of commu-
nication on social media, as a future step, we would
like to incorporate emojis into the embedding space
of our models. Finally, sarcasm detection is a diffi-
cult task. Even for humans, it is difficult to deter-
mine whether individuals are being sarcastic online.
There are many complex variables that are difficult
to quantify when determining if a short post is sar-
castic. Therefore, capturing this notion of sarcasm
within a model is difficult as well. We hope our
techniques may be improved and expanded upon
to solve other challenging natural language tasks.
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Abstract

We present a transformer-based sarcasm detec-
tion model that accounts for the context from
the entire conversation thread for more robust
predictions. Our model uses deep transformer
layers to perform multi-head attentions among
the target utterance and the relevant context in
the thread. The context-aware models are eval-
uated on two datasets from social media, Twit-
ter and Reddit, and show 3.1% and 7.0% im-
provements over their baselines. Our best mod-
els give the F1-scores of 79.0% and 75.0% for
the Twitter and Reddit datasets respectively,
becoming one of the highest performing sys-
tems among 36 participants in this shared task.

1 Introduction

Sarcasm is a form of figurative language that im-
plies a negative sentiment while displaying a pos-
itive sentiment on the surface (Joshi et al., 2017).
Because of its conflicting nature and subtlety in lan-
guage, sarcasm detection has been considered one
of the most challenging tasks in natural language
processing. Furthermore, when sarcasm is used in
social media platforms such as Twitter or Reddit to
express users’ nuanced intents, the language is of-
ten full of spelling errors, acronyms, slangs, emojis,
and special characters, which adds another level of
difficulty in this task.

Despite of its challenges, sarcasm detection has
recently gained substantial attention because it can
bring the last gist to deep contextual understanding
for various applications such as author profiling,
harassment detection, and irony detection (Van Hee
et al., 2018). Many computational approaches have
been proposed to detect sarcasm in conversations
(Ghosh et al., 2015; Joshi et al., 2015, 2016). How-
ever, most of the previous studies use the utterances
in isolation, which makes it hard even for human to
detect sarcasm without the contexts. Thus, it’s es-
sential to interpret the target utterances along with

contextual information comprising textual features
from the conversation thread, metadata about the
conversation from external sources, or visual con-
text (Bamman and Smith, 2015; Ghosh et al., 2017;
Ghosh and Veale, 2017; Ghosh et al., 2018).

This paper presents a transformer-based sarcasm
detection model that takes both the target utterance
and its context and predicts if the target utterance
involves sarcasm. Our model uses a transformer
encoder to coherently generate the embedding rep-
resentation for the target utterance and the context
by performing multi-head attentions (Section 4).
This approach is evaluated on two types of datasets
collected from Twitter and Reddit (Section 3), and
depicts significant improvement over the baseline
using only the target utterance as input (Section 5).
Our error analysis illustrates that the context-aware
model can catch subtle nuance that cannot be cap-
tured by the target-oriented model (Section 6).

2 Related Work

Just as most other types of figurative languages are,
sarcasm is not necessarily complicated to express
but requires comprehensive understanding in con-
text as well as commonsense knowledge rather than
its literal sense (Van Hee et al., 2018). Various ap-
proaches have been presented for this task.

Most earlier works had taken the target utterance
without context as input. Both explicit and implicit
incongruity features were explored in these works
(Joshi et al., 2015). To detect whether certain words
in the target utterance involve sarcasm, several ap-
proaches based on distributional semantics were
proposed (Ghosh et al., 2015). Additionally, word
embedding-based features like distance-weighted
similarities were also adapted to capture the subtle
forms of context incongruity (Joshi et al., 2016).
Nonetheless, it is difficult to detect sarcasm by con-
sidering only the target utterances in isolation.
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Non-textual features such as the properties of the
author, audience and environment were also taken
into account (Bamman and Smith, 2015). Both the
linguistic and context features were used to distin-
guish between information-seeking and rhetorical
questions in forums and tweets (Oraby et al., 2017).
Traditional machine learning methods such as Sup-
port Vector Machines were used to model sarcasm
detection as a sequential classification task over
the target utterance and its surrounding utterances
(Wang et al., 2015). Recently, deep learning meth-
ods using LSTM were introduced, considering the
prior turns (Ghosh et al., 2017) as well as the suc-
ceeding turns (Ghosh et al., 2018).

3 Data Description

Given a conversation thread, either from Twitter or
Reddit, a target utterance is the turn to be predicted,
whether or not it involves sarcasm, and the context
is an ordered list of other utterances in the thread.
Table 1 shows the examples of conversation threads
where the target utterances involve sarcasm.1

Utterance

C1
This feels apt this morning but I don’t feel fine ...
<URL>

C2
@USER it is what’s going round in the heads of
many I know ...

T
@USER @USER I remember a few months back
we were saying the Americans shouldn’t tell us
how to vote on brexit

(a) Sarcasm example from Twitter.

Utterance
C1 Promotional images for some guy’s Facebook page
C2 I wouldn’t let that robot near me
T Sounds like you don’t like science, you theist sheep

(b) Sarcasm example from Reddit.

Table 1: Examples of the conversation threads where
the target utterances involve sarcasm. Ci: i’th utterance
in the context, T: the target utterance.

The Twitter data is collected by using the hashtags
#sarcasm and #sarcastic. The Reddit data
is a subset of the Self-Annotated Reddit Corpus that
consists of 1.3 million sarcastic and non-sarcastic
posts (Khodak et al., 2017). Every target utterance
is annotated with one of the two labels, SARCASM
and NOT_SARCASM. Table 2 shows the statistics
of the two datasets provided by this shared task.
1Note that the target utterance can appear at any position of
the context although its exact position is not provided in this
year’s shared task data.

Notice the huge variances in the utterance lengths
for both the Twitter and the Reddit datasets. For the
Reddit dataset, the average lengths of conversations
as well as utterances are significantly larger in the
test set than the training set that potentially makes
the model development more challenging.

NC AU AT
TRN 5,000 4.9 (±3.2) 140.4 (±112.8)
TST 1,800 4.2 (±1.9) 128.5 (±78.8)

(a) Twitter dataset statistics.

NC AU AT
TRN 4,400 3.5 (±0.8) 45.8 (±17.3)
TST 1,800 5.3 (±2.0) 93.6 (±57.8)

(b) Reddit dataset statistics.

Table 2: Statistics of the two datasets provided by the
shared task. TRN: training set, TST: test set, NC: # of
conversations, AU: Avg # of utterances per conversation
(including the target utterances) and its stdev, AT: Avg
# of tokens per utterance and its stdev.

4 Approach

Two types of transformer-based sarcasm detection
models are used for our experiments:

a) The target-oriented model takes only the tar-
get utterance as input (Section 4.1).

b) The context-aware model takes both the target
utterance and the context utterances as input
(Section 4.2).

These two models are coupled with the latest trans-
former encoders e.g., BERT (Devlin et al., 2019),
RoBERTa (Liu et al., 2020), and ALBERT (Lan
et al., 2019), and compared to evaluate how much
impact the context makes to predict whether or not
the target utterance involves sarcasm.

4.1 Target-oriented Model
Figure 1a shows the overview of the target-oriented
model. Let W = {w1, . . . , wn} be the input target
utterance, where wi is the i’th token in W and n is
the max-number of tokens in any target utterance.
W is first prepended by the special token c repre-
senting the entire target utterance, which creates
the input sequence Ito = {c} ⊕ W . Ito is then
fed into the transformer encoder, which generates
the sequence of embeddings {ec} ⊕ Ew, where
Ew = {ew1 , . . . , ewn } is the embedding list for W
and (ec, ewi ) are the embeddings of (c, wi) respec-
tively. Finally, ec is fed into the linear decoder to
generate the output vector oto that makes the binary
decision of whether or not W involves sarcasm.
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(b) Context-aware model (Section 4.2)

Figure 1: The overview of our transformer-based target-oriented and context-aware models.

4.2 Context-aware Model
Figure 1b shows the overview of the context-aware
model. Let Li be the i’th utterance in the context.
Then, V = L1 ⊕ · · · ⊕ Lk = {v1, . . . , vm} is the
concatenated list of tokens in all context utterances,
where k is the number of utterances in the context,
v1 is the first token in L1 and vm is the last token
in Lk. The input sequence Ito from Section 4.1 is
appended by the special token s representing the
separator between the target utterance and the con-
text, and also V , which creates the input sequence
Ica = Ito ⊕ {s} ⊕ V . Then, Ica gets fed into the
transformer encoder, which generates a sequence
of embeddings {ec} ⊕ Ew ⊕ {es} ⊕ Ev, where
Ev = {ev1, . . . , evm} is the embedding list for V ,
and (es, evi ) are the embeddings of (s, vi) respec-
tively. Finally, ec is fed into the linear decoder to
generate the output vector oca that makes the same
binary decision to detect sarcasm.

5 Experiments

5.1 Data Split
For all our experiments, a mixture of the Twitter
and the Reddit datasets is used. The Twitter train-
ing set provided by the shared task consists of 5,000
tweets, where the labels are equally balanced be-
tween SARCASM and NOT_SARCASM (Table 2).
We find, however, 4.82% of them are duplicates,
which are removed before data splitting. As a re-
sult, 4,759 tweets are used for our experiments.
Labels in the Reddit training set are also equally
balanced and no duplicate is found in this dataset.

Twitter Reddit
TRN DEV TRN DEV

SARCASM 2,020 239 1,973 227
NOT_SARCASM 2,263 237 1,987 213

Table 3: Statistics of the data split used for our experi-
ments, where 10% of each dataset is randomly selected
to create the development set.

5.2 Models
Three types of transformers are used for our exper-
iments, that are BERT-Large (Devlin et al., 2019),
RoBERTa-Large (Liu et al., 2020), and ALBERT-
xxLarge (Lan et al., 2019), to compare the perfor-
mance among the current state-of-the-art encoders.
Every model is run three times and their average
scores as well as standard deviations are reported.
All models are trained on the combined Twitter +
Reddit training set and evaluated on the combined
development set (Table 3).

5.3 Experimental Setup
After an extensive hyper-parameter search, we set
the learning rate to 3e-5, the number of epochs to
30, and use different seed values, 21, 42, 63, for the
three runs. Additionally, based on the statistics of
each dataset, we set the maximum sequence length
to 128 for the target-oriented models while it is set
to 256 for the context-aware models by considering
the different lengths of the input sequences required
by those approaches.

5.4 Results
The baseline scores are provided by the organizers,
that are 60.0% for Reddit and 67.0% for Twitter us-
ing the single layer LSTM attention model (Ghosh
et al., 2018). Table 4 shows the results achieved by
our target-oriented (Section 4.1) and the context-
aware (Section 4.2) models on the combined devel-
opment set. The RoBERTa-Large model gives the
highest F1-scores for both the target-oriented and
context-aware models. The context-aware model
using RoBERTa-Large show an improvement of
1.1% over its counterpart baseline so that this model
is used for our final submission to the shared task.
Note that it may be possible to achieve higher per-
formance by fine-tuning hyperparameters for the
Twitter and Reddit datasets separately, which we
will explore in the future.
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P R F1
B-L 77.3 (±0.6) 79.9 (±0.8) 78.6 (±0.1)
R-L 73.4 (±0.6) 88.5 (±1.4) 80.2 (±0.5)
A-XXL 76.1 (±1.4) 83.3 (±2.3) 79.5 (±0.2)

(a) Results from the target-oriented models (Section 4.1).

P R F1
B-L 76.3 (±1.0) 82.7 (±1.6) 79.4 (±0.5)
R-L 77.3 (±3.8) 86.1 (±4.0) 81.3 (±0.2)
A-XXL 76.5 (±3.3) 82.7 (±3.1) 79.4 (±2.2)

(b) Results from the context-aware models (Section 4.2).

Table 4: Results on the combined Twitter+Reddit devel-
opment set. B-L: BERT-Large, R-L: RoBERTa-Large,
A-XXL: ALBERT-xxLarge.

Table 5 shows the results by the RoBERTa-Large
models on the test sets. The scores are retrieved by
submitting the system outputs to the shared task’s
CodaLab page.2 The context-aware models sig-
nificantly outperform the target-oriented models
on the test sets, showing improvements of 3.1%
and 7.0% on the F1 scores for the Twitter and the
Reddit datasets, respectively. The improvement on
Reddit is particularly substantial due to the much
greater lengths of the conversation threads and ut-
terances in the test set compared to the ones in
the training set (Table 2). As the final results, we
achieve 79.0% and 75.0% for the Twitter and Red-
dit datasets respectively that mark the 2nd places
for both datasets at the time of the submission.

P R F1
Twitter 75.5 (±0.7) 76.4 (±0.6) 75.2 (±0.8)
Reddit 67.9 (±0.5) 69.2 (±0.7) 67.4 (±0.5)

(a) Results from the target-oriented RoBERTa-Large models.

P R F1
Twitter 78.4 (±0.6) 78.9 (±0.3) 78.3 (±0.7)
Reddit 74.5 (±0.6) 74.9 (±0.5) 74.4 (±0.7)

(b) Results from the context-aware RoBERTa-Large models.

Table 5: Results on the test sets from CodaLab.

6 Analysis

For a better understanding in our final model, errors
from the following three situations are analyzed
(TO: target-oriented, CA: context-aware):

• TwCc: TO is wrong and CA is correct.

• TcCw: TO is correct and CA is wrong.

• TwCw: Both TO and CA are wrong.
2https://competitions.codalab.org/
competitions/22247

Table 6 shows examples for every error situation.
For TwCc, TO predicts it to be NOT_SARCASM. In
this example, it is difficult to tell if the target utter-
ance involves sarcasm without having the context.
For TcCw, CA predicts it to be NOT_SARCASM. It
appears that the target utterance is long enough to
provide enough features for TO to make the correct
prediction, whereas considering the extra context
may increase noise for CA to make the incorrect
decision. For TwCw, both TO and CA predict it to
be NOT_SARCASM. This example seems to require
deeper reasoning to make the correct prediction.

Utterance
C1 who has ever cared about y * utube r * wind .

C2

@USER Back when YouTube was beginning it was a
cool giveback to the community to do a super polished
high production value video with YT talent . Not the
same now . The better move for them would be to do like
5-6 of them in several categories to give that shine .

T
@USER @USER I look forward to the eventual annual
Tubies Awards livestream .

(a) Example when TO is wrong and CA is correct.

Utterance

C1

I am asking the chairs of the House and Senate committees
to investigate top secret intelligence shared with NBC
prior to me seeing it.

C2

@USER Good for you, sweetie! But using the legislative
branch of the US Government to fix your media grudges
seems a bit much.

T
@USER @USER @USER you look triggered after someone
criticizes me, are conservatives skeptic of ppl in power?

(b) Example when TO is correct and CA is wrong.
Utterance

C1

If I could start my #Brand over, this is what I would
emulate my #Site to look like .. And I might, once my
anual contract with #WordPress is up . Even tho I don’t
think is very; I can’t help but to find ... <URL> <URL>

C2 @USER There is no design on it except for links ?

T

@USER It’s the of what #Works in this current #Mindset
of #MassConsumption; wannabe fast due to caused by, and
being just another and. is the light, bringing color back
to this sad world of and.

(c) Example when both TO and CA are wrong.

Table 6: Examples of the three error situations. Ci: i’th
utterance in the context, T: the target utterance.

7 Conclusion

This paper explores the benefit of considering rel-
evant contexts for the task of sarcasm detection.
Three types of state-of-the-art transformer encoders
are adapted to establish the strong baseline for
the target-oriented models, which are compared
to the context-aware models that show significant
improvements for both Twitter and Reddit datasets
and become one of the highest performing models
in this shared task.

279



All our resources are publicly available at Emory
NLP’s open source repository: https://github.

com/emorynlp/figlang-shared-task-2020
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