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Introduction

Welcome to the AACL-IJCNLP 2020 Student Research Workshop (SRW)!

Held in conjunction with The 1st Conference of the Asia-Pacific Chapter of the Association for
Computational Linguistics (AACL) and the 10th International Joint Conference on Natural Language
Processing conference (IJCNLP), the AACL-IJCNLP 2020 SRW is the first SRW offered in the Asia-
Pacific area, and is joining its older siblings: the ACL SRW, the NAACL SRW and the EACL SRW.

SRW is a workshop for student researchers in computational linguistics and natural language processing.
The SRW aims to provide student researchers the opportunity to present their work and receive
constructive feedback and mentorship by experienced members of the ACL community.

Following the tradition established by previous SRWs, this year’s submissions were organized into two
tracks: research papers and thesis proposals.

• Research papers: Papers in this category can describe completed work, or work in progress with
preliminary results. For these papers, the first author must be a current graduate or undergraduate
student.

• Thesis proposals: This category is appropriate for advanced students who have decided on a thesis
topic and wish to get feedback on their proposal and broader ideas for their continuing work.

We received a total of 47 submissions: 38 research papers and 9 thesis proposals. We accepted 22
research papers and two thesis proposals, resulting in an overall acceptance rate of 51%. We were
delighted that submissions were diverse not only in topics but also in terms of the student demographics.

Following previous SRWs, we provided two mentoring programs for participants. The first program
was the pre-submission mentoring program which offered students the opportunity to get feedback by
a mentor prior to submitting their work for review. Eleven papers participated in the pre-submission
mentoring program. In addition, we offered a post-accept mentoring program for accepted papers. In
the post-accept mentoring program, a mentor was assigned to each accepted paper to help the student
authors with the preparation of camera-ready submission and the presentation materials.

In addition to keeping up with SRW traditions, we also introduced new program features to the SRW:
the SRW Keynote and an SRW Best Paper Award. We believe that these features add value to the
workshop and we hope that they will be carried over to all future SRWs.

We would like to thank the 11 pre-submission mentors and the 24 post-acceptance mentors for dedicating
their time and effort to help the student researchers with their paper in various stages. We would also like
to thank the members of the program committee for their in-depth review and constructive feedback for
each submitted paper.

Many thanks to our faculty advisors, Lun-Wei Ku and Vincent Ng, who provided tremendous help and
guidance through the preparation of this workshop. Special thanks to Shruti Rijhwani for her support
and great advice. We are also indebted to Emily M. Bender who accepted our invitation to give the first
SRW keynote.

We would also like to thank the organizers of the AACL-IJCNLP conference for their support. Finally,
we would like to thank all the student participants who have submitted their work to the workshop.

We hope you enjoy the AACL-IJCNLP 2020 SRW!
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Keynote Talk

Societal impacts of NLP:
How and when to integrate them into your research

(and how to make time for that)

Emily M. Bender
Professor, University of Washington

Abstract

In March 2020, the ACL adopted the ACM’s Code of Ethics and, beginning with EMNLP 2020,
ACL conferences have included ethical considerations in the review process. In this talk, I will put
these developments into historical perspective, talk about the kinds of risks that give rise to them,
and explore positive steps that all NLP researchers can take to increase the chances that our time,
effort and creativity are put towards work that is helpful for people, especially those who have
been subject to marginalization.

Bio

Dr. Emily M. Bender is a professor of linguistics at the University of Washington where she is the
faculty director of the professional MS program in computational linguistics. Her research interests
include the interaction of linguistics and NLP and the societal impact of language technology
and how transparent documentation can help mitigate the effects of bias and the potential for
trained systems to perpetuate systems of oppression. She is also actively working on how to best
incorporate training on ethics and societal impact into NLP curricula.
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