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Abstract 

This paper focuses on the user experience (UX) of a 

simultaneous interpretation system for face-to-face 

conversation between two users. To assess the UX of 

the system, we first made a transcript of the speech of 

users recorded during a task-based evaluation 

experiment and then analyzed user speech from the 

viewpoint of UX. 

In a task-based evaluation experiment, 44 tasks 

out of 45 tasks were solved. The solved task ratio was 

97.8%. This indicates that the system can effectively 

provide interpretation to enable users to solve tasks. 

However, we found that users repeated speech due to 

errors in automatic speech recognition (ASR) or 

machine translation (MT). Users repeated clauses 1.8 

times on average. Users seemed to repeat themselves 

until they received a response from their partner users.  

In addition, we found that after approximately 

3.6 repetitions, users would change their words to 

avoid errors in ASR or MT and to evoke a response 

from their partner users.  

1. Introduction 

This paper focuses on user experience (UX) of our 

simultaneous interpretation system ([1], Figure 1), 

which is a variation of a speech-to-speech translation 

(S2ST) system. 

The goal of this paper is to assess whether users 

are satisfied with the whole conversation process 

when they use the simultaneous interpretation system 

and to evaluate whether the system provides 

interpretation of a quality sufficient for users to 

obtain information from speakers of other languages. 

To assess the UX, we analyzed the transcription 

of recorded speech during a task-based evaluation 

experiment. The simultaneous interpretation system 

consists of several modules: automatic speech 

recognition (ASR), sentence boundary detection 

(SBD), machine translation (MT), and user interface 

(UI). However, from the viewpoint of a user, the 

whole  system  is  one  application.   This  is  why  we 

 
Figure 1: Our simultaneous interpretation system 

 and  users 

 

chose a task-based evaluation experiment when trying 

to assess UX. 

Section 2 introduces related work. Section 3 

introduces the system that we developed and used for 

the evaluation experiment. Section 4 describes the 

evaluation experiment. In section 5, we analyze a 

transcript of speech recorded during the evaluation 

experiment and also explore some methods to detect 

whether users are satisfied with the whole experience 

of using our system. Section 6 provides a summary of 

this paper. 

2. Related Work 

Many studies have targeted S2ST ([2], [3], and [4]). 

In the early stage of S2ST technology studies, 

systems were restricted to certain topics and speech 

styles. Recently, systems that can incrementally 

interpret utterances have been developed ([5], [6]). 

Some of them are commercially available [8]. Some 

complex applications are targeted by S2ST systems, 

such as lecture interpretation [9]. 

Most previous studies of S2ST systems have 

evaluated these systems in terms of recognition, 

translation accuracy and time efficiency. For example, 

one simultaneous interpretation system reportedly 

shortened by 20% the time needed for interpretation 



without an accompanying decrease in quality [7].  

 When developing a simultaneous interpretation 

system, it is important to evaluate the precision of the 

interpretation and its time efficiency. In addition, it is 

important to consider the experience of users during 

actual use of the system. 

Many systems implicitly expect that users will 

speak rather clearly and fluently. However, those 

users who are interested in receiving information (e.g., 

information about shopping), rather than in 

conversation with the other speaker, do not pay much 

attention to learning how to use the system. We 

observed this habit in the conversation of users 

during task-based evaluation. 

Because simultaneous interpretation systems 

will soon be put to practical use, it is important to pay 

attention to the UX for the system. It has not been 

sufficiently discussed what kind of support and UX 

the system provides. There are few reports on the UX 

for simultaneous interpretation systems. Here, we 

focus on the number of repetitions of speech. In the 

experiment that we discuss in section 4, users 

repeated similar utterances until the ASR system 

recognized their speech correctly or until the other 

speaker responded. We also counted how many times 

a user would repeat something before changing the 

spoken words to avoid ASR or MT errors and obtain 

correct interpretation results and a response from the 

other user. This means that errors in the ASR or MT 

system interrupt conversation and decrease user 

satisfaction. 

This paper discusses the UX of the simultaneous 

interpretation system as measured by repetition of 

qualitatively identical speech. This paper proposes a 

guiding principle for developing a practical system of 

simultaneous interpretation. We developed our own 

simultaneous interpretation system and evaluated it in 

terms of conversation goal achievement. We also 

transcribed speech recorded during the task-based 

experiment and analyzed how the users spoke. 

 

3. System Architecture 

We introduce our simultaneous interpretation system 

here to clarify the experimental conditions. The 

simultaneous interpretation system comprises ASR, 

SBD, MT, and UI components. Figure 2 illustrates 

the simultaneous interpretation process. The server 

side engines of the ASR, SBD, and MT components 

communicate with the UI application, which works as 

a client terminal through the Internet. 

First, the system recognizes the user’s 

spontaneous speech, segmented by 200 ms of pause, 

 
Figure 2: Schematic diagram of speech production 

 

 

 
Figure 3: Schematic diagram of speech production 

 

 

and then the system continuously outputs a 

transcribed text. Second, the client terminal UI 

application gathers several speech segments and 

sends them to the SBD module. Segments are 

gathered only when the pause between them are 

shorter than 500 ms. The SBD module detects a 

sentence boundary to split the text into segments 

suitable for translation. Next, the SBD module 

examines each segment to see whether it needs to be 

translated. Segments are translated in the order of 

their speech. This procedure enables the system to 

start the MT process without waiting for the end of 

the whole speech by a speaker and to interpret users’ 

utterances after only a short delay for the original 

user’s utterance. In addition, when a user presses a 

button for text-to-speech (TTS), the TTS engine 

synthesizes a voice sound for the translation result.  

Figure 3 shows an example of the process. The 

original speech “Excuse me, I lost <pause> a bag at 

the train station” contains a pause longer than 200 ms 

between “lost” and “a.” Therefore, the ASR engine 

regards them as separate speech segments of “excuse 

me i lost” and “a bag at the train station”. Next, the 



UI application gathers these ASR results and sends 

them for SBD. The SBD module examines the whole 

string “excuse me i lost a bag at the train station” and 

finds a boundary suitable for translation. In the 

example, SBD found a boundary between “me” and 

“lost.” The system finally outputs the interpretation 

result for “excuse me” and “i lost a bag at the train 

station.” The rest of this section briefly introduces 

ASR, SBD, MT and UI, in that order. 

3.1. ASR 

To achieve accurate speech recognition under noisy 

environmental conditions, we carefully select the 

acoustic features for voice activity detection [10] and 

acoustic modeling [11]. The language model is 

trained with a large-scale text corpus collected from 

the web and a bilingual corpus that we developed for 

the travel domain. 

The ASR dictionary contains 200,000 Japanese 

words and 30,000 English words. These entries are 

selected according to frequency of appearance in the 

corpus. In addition, we registered words specific to 

Kawasaki City in Kanagawa Prefecture, Japan (e.g., 

names of sightseeing spots, transport facilities, etc.), 

where we conducted the experiment described in 

section 4. 

We configure the ASR module to output a 

recognition result for every speech section separated 

by a 200 ms pause. Because of variety in user speech 

style, the speech segments processed by ASR are not 

always appropriate for translation. We introduce an 

SBD method to provide input text for MT. 

3.2. SBD 

Among the many works on SBD, [12] is to our 

knowledge the newest report on SBD for 

simultaneous interpretation systems. The authors 

there prepare parallel corpora and create a phrase 

table using a statistical MT (SMT) tool. They realize 

SBD by using the phrase table.  

In contrast, our SBD is realized by a rather 

simple process. We first prepared monolingual 

corpora for Japanese and English. For Japanese, we 

set sentence boundaries by references to a set of 

manually developed rules; for English, we regarded 

punctuation as indicative of boundaries. Next, we 

used CRF++ [13], a machine-learning tool based on 

conditional random fields, and created a 

discrimination process to find sentence boundaries. 

Through these processes, we obtained monolingual 

SBD modules for three languages. For Japanese, we 

added a rule-based filler detector, and sentences that 

consist of only fillers are deleted as semantically null. 

3.2.1. Detection model 

Sentence boundaries are detected in two steps. In the 

first step, the system performs morphological analysis 

on the results from ASR and obtains word 

segmentation and also part-of-speech (POS) tags on 

Japanese and English. Then, fillers and other 

redundant parts are removed using simple pattern 

matching to POS. 

In the second step, machine-learning-based 

classifiers detect sentence boundaries. Sentence 

boundary detection is treated as a labeling task for 

each word [14]. We prepare spontaneous speech 

corpus in which words at the beginning of a sentence 

have “B” labels and other words have “I” labels. We 

use CRF++ [13] and create a discrimination model 

for the labeling. For the learning features, we use the 

surface form of two morphemes before and after each 

morpheme for Japanese and English. 

3.2.2. Training corpus 

To create Japanese and English sentence boundary 

detectors, we used two different corpora: for Japanese, 

140,000 sentences from “Corpus of Spoken Japanese 

(CSJ) [15]”, and for English, 110,000 sentences from 

WIT3 [16] data including transcriptions of TED talks. 

These corpora do not contain any tags denoting 

a suitable unit for translation. We regarded a 

punctuation mark as a boundary marker in English. 

For Japanese, we regarded a clause to be a suitable 

unit for translation [17] and prepared simple rules to 

find clause boundaries in the training corpus. 

3.2.3. Detection performance 

We evaluated precision and recall of boundary 

detection on test sets. The test sets had been ideally 

segmented into 244 Japanese sentences and 1664 

English sentences. We regarded punctuation as 

definitive segment boundaries. Table 1 shows 

detection accuracy. In this table, we calculate the 

precision and recall values as follows: 
 

Precision= 

No. of correctly estimated sentence boundaries 

No. of estimated sentence boundaries 

 

Recall= 

No. of correctly estimated sentence boundaries 

No. of periods in original corpus 

□ 

 

 

 

 



Table 1: Segment detection accuracy 

 Precision Recall F-value 

Japanese 0.739 0.672 0.705 

English 0.720 0.809 0.763 

 

3.3. MT 

3.3.1. Forest-driven rule-based MT 

Rule-based machine translation (RBMT) has been 

used in commercial systems for a long time. A well-

developed RBMT engine outputs a better translation 

and covers a larger domain than other types of 

systems. However, commercial MT systems are 

usually designed for use on grammatically written 

language, and they sometimes fails to process 

ungrammatically spoken language. 

We introduce a forest-driven parsing mechanism 

([18], Figure 4) into RBMT. It parses input sentences 

by generalized LR parsing, which can accept 

ungrammatical chunks by using an original context-

free grammar to capture the clause structure and deal 

with various ambiguities. The parser then generates 

possible syntax structures as a forest and transfers the 

best structure to the target language structure 

according to syntactic and semantic preferences. 

3.3.2. Hybrid MT 

SMT can generate natural translation results for 

restricted and specific domains. RBMT, however, can 

translate an input sentence robustly, but the result 

sometimes lacks fluency. 

We viewed these strengths and weaknesses as 

complementary, and so we used SMT and RBMT 

engines together to form a hybrid MT engine. 

Specifically, when the probability of an SMT result 

falls below a specified threshold, the RBMT result is 

selected instead as the final result of the hybrid MT 

engine [18]. This engine selection is made for each 

segment produced by SBD.  

We used phrase-based SMT [19]. For Japanese-

English and English-Japanese SMT, we trained the 

engine with a travel domain corpus consisting of 

220,000 sentence pairs developed by ourselves and 

20,000 sentence pairs distributed by the Advanced 

Language Information Forum [20]. 

3.3.3. Translation quality 

We evaluated engines both automatically and 
manually (Table 1). We used the IWSLT 2004 corpus 

[20] as a test set. For automatic evaluation, 500 

sentence pairs were used; the first 100 of these 

 
Figure 4: Process flow of forest driven RBMT 

 
Table 2: Detailed Translation Quality (data of 

IWSLT) 
  Adequacy Fluency BLEU RIBES 

J

E 

  

  

RBMT 3.93 3.69 20.64 0.575 

SMT 3.90 4.12 33.97 0.650 

Hybrid 4.01 3.89 28.54 0.631 

E

J 

  

  

RBMT 4.15 3.94 22.21 0.755 

SMT 4.25 4.29 34.28 0.807 

Hybrid 4.30 4.25 32.27 0.790 

 

sentence pairs were used for manual evaluation. 

We used BLEU [21] and RIBES [22] for 

automatic evaluation. We also manually evaluated 

fluency and adequacy metrics [23]. Table 2 shows the 

evaluation results. We assumed that adequacy of 

manual translation reflects correctness of meaning, 

and we chose the hybrid engine for our simultaneous 

interpretation system. 

3.4. UI 

We developed a translation system whose user 

interface runs on a tablet with the Android operating 

system. In the task-based assessment, a “host” and a 

“guest” share a terminal display and communicate 

with each other through the system.  

Figure 5 shows the user interface. A user starts 

speaking after pressing the “speak” button. While the 

user continues to speak, it is not necessary to hold the 

button. When the user presses the button a second 

time, the system processes it as an explicit signal that 

speech is concluded. 

Until the speech recognition result is finalized, a 

recognition candidate is shown in gray. When the 

translation result is finalized, the system displays the 

ASR and MT text. In Figure 6, the speak button for 

the English speaker is placed on the right hand side, 

and the button for the Japanese speaker on the left.  



 
Figure 5: User interface of Client Application 

 

 
Figure 6: Experiment situation and the evaluation 

process of Solved Task Ratio 

 

For interpretation from English to Japanese, the 

English speaker presses the speak button (1) and says 

something, such as “Is there any money exchange 

shop near here?” After this, the ASR result “is there 

any money exchange shop near here” is shown on the 

display (2). Then, the MT result “近くに両替所はあ

りますか [Chikaku ni ryougaejo wa arimasu ka]” is 

shown (3). For Japanese to English, the speak button, 

ASR result, and MT results are on the opposite side. 

4. Task-based Evaluation Experiment 

We conducted a task-based evaluation experiment in 

the Toshiba Customer Service Evaluation Center. 

This experiment is in addition to a previous 

evaluation experiment conducted in a tourist 

information center in Chiba City in Chiba Prefecture, 

Japan [1]. In this section, we discuss the parts of this 

prior experiment that relate to the analysis in section 

5. 

4.1. Tasks 

The tasks in the evaluation experiments were as 

follows. We prepared these tasks on the assumption 

that the conversation is being held in a tourist 

information center. The previous experiment [1] was 

Table 3: English Speaking Participants 

English 

Speaking 

Participant 

Sex Years 

 in Japan 

Place of Birth 

A M 3 Los Angels 

B F 3 Hawaii 

C F 3 Arizona 

D M 3 California 

E M 3 South Carolina 

 

Table4: Japanese Speaking Participants 

Japanese 

Speaking 

Participant 

Sex Place of Birth 

A F Okayama 

B F Kanagawa 

C F Tokyo 

D F Kanagawa 

E M Tokyo 

 

conducted in Chiba City. This additional experiment 

was held in Kawasaki City in Kanagawa Prefecture. 

Therefore, we modified some of the tasks to make 

them appropriate to Kawasaki City. We added 2 tasks 

to the 8 tasks in [1], and now we have the following 

10 travel tasks. 

 
(1) Ask whether you can book any local tours here. 

(2) Ask whether you can get to Tokyo Disneyland 

by train without changing trains. 

(3) Ask how much the fare is from Kawasaki 

Station to Hamamatsucho Station by train. 

(4) Ask how to get to a money exchange shop near 

here. 

(5) Now you would like to know the bus route and 

its schedule in Kawasaki City. Ask how you 

can get this information. 

(6) Ask what is the best souvenir from Japan. Ask 

about its features and how to get to a store 

where you can buy it. 

(7) Ask your partner to recommend a sightseeing 

spot and how to get there. Decide whether you 

will go according to your interest. 

(8) Imagine what you would like to try in Japan 

and ask where you can experience it around 

here. 

(9) Ask how to get downtown from here. Assume 

that you will have dinner there or go shopping. 

(10) You lost your bag on the train. Ask what you 

should do to find it. 

4.2. Participants and collected data 

The data collected for the analysis in section 5 

includes conversation logs and transcriptions of five 

English-speaking participants (Table 3) and of five 



Japanese-speaking participants (Table 4). The labels 

A to E were given to the five pairs of people who had 

conversations through the system. 

4.3. Solved Task Ratio 

The solved task ratio indicates the proportion of tasks 

achieved out of all tasks. In this paper, we focus on 

45 tasks for which speech was successfully recorded. 

Of these, 44 tasks were solved. Therefore, we had a 

solved task ratio of 97.8%. 

5. Analysis of UX 

The solved task ratio confirms that our simultaneous 

interpretation system can almost always help users to 

obtain information from speakers of a different 

language. However, we would like to ascertain 

whether users were satisfied with the whole process 

of conversation through our system. In other words, 

we would like to find a way to assess the UX of our 

simultaneous interpretation system.  

5.1. UX for our system 

It would be ideal if users would say each thing only 

once and this speech would be perfectly interpreted 

by our system. However, since ASR, SBD, and MT 

do not perform perfectly, users sometimes need to 

repeat themselves until the partner speaker can 

understand the interpretation result and respond. It is 

clear that less frequent repetition is preferable; 

however, we would still like to determine how many 

repetitions users will tolerate before experiencing 

stress. In other words, we would like to know what 

level of performance is needed so that our system 

does not put stress on users. 

5.2. Statistics from transcript and system log 

To assess the UX of the conversation process, we 

transcribed the 45 conversations from the evaluation 

experiment and manually analyzed them. 

Since spoken language includes parts smaller than 

clauses, we define here the relationship between 

“speech,” “clause,” and “intention of the clause.” A 

“speech” indicates the words from a transcript of the 

users’ voices, terminated by a pause of 200 ms. When 

spoken slowly, one clause will spread into several 

speeches, so we manually detected a clause chunk by 

hand from the transcription. For example, as shown in 

Figure 7, when a user says, “I want to go,” and 

pauses for 200 ms before saying “on a tour,” the 

speaker uttered two “speeches” but only one 

“clause.” We recorded 1330 speeches during the 45 

conversations and manually chunked the speech into 

 
Figure 7: unit of “a speech sound” and “an utterance” 

 

 
Figure 8: an example of repeated utterances 

 
Table 5: Change of intention after repeated failure of 

interpretation 

 

clauses. This gave 1018 clauses in the 45 

conversations. The “intention of a clause” indicates 

the intended meaning of a clause. 

5.3. Repeated clauses 

We counted how many times clauses were repeated 

before being understood by the partner speaker. 

Figure 9 illustrates how we counted the number of 

repetitions for each clause. In the example, utterances 

of the same letter are regarded as repetition to express 

the original intention of the speaker. In this analysis, 

a question asked by the partner speaker to clarify an 

unclear interpretation result caused by an 

interpretation error is also regarded as a repeated 

utterance.  

Number of 

repetition 

Transcription of 

utterances 

ASR result 

1 Where can I eat 

Yakiniku? 

where can i am eat 

your key to do it 

2 What is a good 

Yakiniku 

restaurant? 

what is a good jockey 

to restaurant 

- OK. Where can I 

get great Sushi? 

ok our can i get great 

sushi 



 
Figure 9: Number of repeated clauses for 578 intention 

 

Figure 10 shows the number of intentions that 

were expressed through multiple, distinct clauses or 

through more than two repetitions. We found that 381 

intentions were expressed through a clause without 

repetition; 102 intentions were expressed through a 

clause repeated once. The total number of intentions 

across the 45 conversations was 578. 

To assess whether the number of repetitions was 

too large, we used another measure. As shown in 

Table 5, the speaker originally wished to eat 

“yakiniku,” which is a Japanese-style grilled meat. 

However, the word “yakiniku” was not recognized 

well and so was not interpreted to get the response 

from the partner speaker. The speaker changed to 

asking about “sushi” instead; this was successfully 

recognized and interpreted, and the partner speaker 

responded. The speaker did not return to the original 

intention of “yakiniku” again. In this example, an 

ASR error caused the interpretation error, but in some 

other cases, the ASR succeeded and MT caused an 

interpretation error. 

In the 45 conversations, there were 6 intentions 

that were changed due to repeated utterances. The 

speaker changed intentions after an average of 3.6 

interpretation errors (as indicated by lack of response 

from the partner speaker). 

6. Conclusions 

We introduced our simultaneous interpretation 

system for face-to-face conversation between two 

people, and we also analyzed the transcription of the 

speech and the system log in the experiment. This 

new version of our system has a revised SBD module. 

In the new system, several speeches are first 

combined together and then the system finds a 

suitable unit for translation. 

We also evaluated the system by a task-based 

experiment. The evaluation experiment showed a 

solved task ratio of 97.8% across 45 tasked-based 

conversations. However, we found that users repeated 

each utterance 1.8 times on average. 

From analysis of the transcripts and the system 

log, we found that after approximately 3.6 

interpretation errors, users would change what they 

said to avoid interpretation error and receive a 

response from the partner user. For future work, we 

would like to improve our system to reduce user 

speech repetition. 
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