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1 EM algorithm: Estimating the
parameters

We use the EM algorithm (Dempster et al., 1977)
to estimate our split and deletion model parame-
ters. For an efficient implementation of EM algo-
rithm, we follow the work of Yamada and Knight
(2001) and Zhu et al. (2010); and build training
graphs (Figure 1) from the pair of complex and
simple sentences pairs in the training data. Ya-
mada and Knight (2001) used it for a syntax based
translation model whereas Zhu et al. (2010), later,
used it to learn a tree based translation model for
sentence simplification.
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Figure 1: An example training graph

Our EM algorithm (as depicted in Algorithm 1,
2 and 3) starts with building training graphs from
the training data. Each training graph represents
a complex-simple sentences pair and consists of
two types of nodes: major nodes (M-nodes) and
operation nodes (O-nodes). An M-node contains
the DRS representationDc of complex sentencec
and the associated simple sentence(s)si while O-
nodes determines split and deletion operations on
their parent M-node. Only root M-node is con-

Algorithm 1 EM Algorithm
Construct training graph for each (complex,
simple) sentence(s) pairs in the training data.
Initialize all probability tables using the uni-
form distribution.
for multiple iterationsdo

Reset all count tables to zero
for each training graphdo

Calculate Inside (β) Probabilities
Calculate Outside (α) Probabilities
Update count for each operation features
in each O-noden of the training graph:
count = count+ (αn ∗ βn/βroot)

end for
end for

sidered for split operations. For example, given
the root M-node(Dc, (s1, s2)), multiple success-
ful split O-nodes will be created, each one further
creating two M-nodes(Dc1, s1) and(Dc2, s2). For
the training pair(c, s), the root M-node(Dc, s) is
followed by a single split O-node producing an
M-node (Dc, s) and counting all split candidates
in Dc for failed split. The M-nodes created after
split operations are then tried for multiple deletion
operations of relations, modifiers and OW respec-
tively. Each deletion candidate creates a deletion
O-node marking successful or failed deletion of
the candidate and a result M-node. The deletion
process continues on the result M-node until there
is a deletion candidate left to process. The govern-
ing criteria of the supervised construction of the
training graph is that at each step it tries to min-
imize the Levenshtein edit distance between the
complex and the simple sentences.

We initialize our probability with the uniform
distribution, i.e., 0.5 because all our features are
binary. The EM algorithms iterates over training
graphs; estimating inside and outside probabilities
and counting model features from O-nodes and



Algorithm 2 Calculate Inside (β) Probability
for each noden from the bottom to the root of
training graphdo

if noden is a final M-nodethen
βn = 1

else ifnoden is an O-nodethen
βn =

∏

n′∈child(n)

βn′

else
βn =

∑

n′∈child(n)

p(oper|n) ∗ βn′

end if
end for

Algorithm 3 Calculate Outside (α) Probability
for each noden from the root to the bottom of
training graphdo

if noden is the root M-nodethen
αn = 1

else ifnoden is an O-nodethen
αn = p(oper|parentn) ∗ αparentn

else
αn =

∑

n′∈parent(n)

αn′

∏

n′′∈child(n′)
n′′ 6=n

βn′′

end if
end for

updating our probability tables. The outside prob-
ability of the root M-node is 1 as it is the starting
point. We assume that our supervised construction
of the training graph is perfect and hence all final
M-nodes have been assigned the inside probability
of 1. EM algorithm (as depicted in Algorithm 1, 2
and 3) iterates over training graphs and exercises
all possible paths. We refer the reader to (Yamada
and Knight, 2001) for more detail. Few examples
including boxer graphs and corresponding training
graphs are provided as the supplementary material
(examples/training).

2 Decoding

We explore the decoding graph similar to the train-
ing graph but in a greedy approach always pick-
ing the choice with maximal probability. Given a
complex input sentencec, a split O-node will be
selected corresponding to the decision of whether
to split and where to split. Next, deletion O-nodes
are selected indicating whether or not to drop each
of the deletion candidate. The DRS associated
with the final M-nodeDfin is then mapped to a
simplified sentences′fin which is further simpli-

fied using the phrase-based machine translation
system to produce the final simplified sentence
ssimple. Few examples including boxer graphs
and corresponding decoding graphs are provided
as the supplementary material (examples/test).
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