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Introduction to *SEM 2012

In the summer of 2011, the idea of having a joint conference covering two ACL Special Interest Groups,
namely SIGLEX and SIGSEM, was born. Traditionally, the SIGLEX has been concerned with issues
of the lexicon and computational lexical semantics, while SIGSEM has been engaged with issues of
computational modeling of semantics. The need for an umbrella conference on semantics was growing
not only because of the many recent exciting developments in the field of computational linguistics,
but also because of the growing number of shared tasks and workshops, of which many show points of
contact with semantics in its various forms.

We name just three of these exciting and promising developments. First, Recognizing Textual
Entailment, which started as a shared task, has established itself as an active area of research in
semantics. Second, following syntactic parsing, robust, broad-coverage systems for shallow (and
reasonably deep) semantics have been developed over the last years and are still being improved as
observed in the SemEval competitions. And third, statistical semantics has emerged as a hot topic,
in particular distributional approaches. All of these research directions touch upon both lexical and
modeling aspects. Progress in either of these fields needs input from both.

At the same time, we clearly recognized that the current venues for publishing research and meeting
fellow semanticists wasn’t satisfactory. SIGSEM organizes a successful biennial workshop (recently
rechristened as a conference) on computational semantics, IWCS, which however sees a small number
of lexically-oriented researchers attending, and moreover has been geographically restricted since it
started in 1994. SIGLEX, on the other hand, has organized the widely attended SemEval evaluation
exercises organized by active communities of researchers, but has not been very successful in attracting
computational modeling semanticists from the SIGSEM community. Hence, we came to the conclusion
that the time is ripe for a more synergistic effort where we combine our events.

An explosion of emails followed between SIGLEX & SIGSEM board members and not long after
*SEM came to the world. The organizational tasks were carefully split between members of SIGLEX
and SIGSEM to ensure optimal collaboration and exchange of ideas. The conference is coordinated by
one person — the general chair — with the idea to let this position alternate by a SIGLEX and SIGSEM
representative in future editions of *SEM. For the first edition of *SEM, NAACL in Montreal seemed a
natural choice. As a satellite event of a larger event *SEM could benefit from the organizational know-
how of ACL experts and we could leverage the NAACL community presence as a way of popularizing
our ideas.

*SEM received 79 long and 29 short papers. Three long papers were withdrawn leaving 76 long papers.
We accepted 21 long and 13 short papers. These numbers translate in acceptance rates of 27.6% (long)
and 44.8% (short papers).

*SEM is also hosting a shared task on Resolving the Scope and Focus of Negation, organized by Roser
Morante and Eduardo Blanco. 10 teams participated, together submitting 14 runs. The task and system
descriptions papers for this event are included in these proceedings.

In addition, *SEM is hosting the last edition of SemEval, whose proceedings are published in an
accompanying volume. The proceedings include 8 task description papers and 56 system description
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papers.

*SEM took a tremendous effort to conceive. It would not have been possible without the vision of the
CL community at large but the NAACL executive board chaired by Rebecca Hwa (through December
2011), the ACL business manager Priscilla Rasmussen, and the NAACL 2012 General Chair Jennifer
Chu-Carrol as well as the ACL executive board as chaired by Kevin Knight, all allowed for it to come
to reality so quickly. We are deeply grateful for the vote of confidence and support from the various
semantics workshop organizers from previous years like RTE, MWE, DISCO and GEMS for rallying
their subcommunities to support our initiative.

There are many individuals to thank for their contributions to the conference program. First and
foremost, we would like to thank the authors who submitted their work to *SEM. We are deeply
indebted to the area chairs and the reviewers for their hard work. The area chairs (Timothy Baldwin,
Marco Baroni, Johan Bos, Philipp Cimiano, Ido Dagan, Christiane Fellbaum, Carlos Ramisch) and
reviewers did a fantastic job. They enabled us to select an exciting program and to provide valuable
feedback to the authors.

We are very grateful to Sara Barcena, who designed the *SEM logo. We would like to thank Roberto
Basili in his role as sponsorship chair. We also would like to thank Priscilla Rasmussen who provided a
reliable and fast human interface with the local organization. Suresh Manandhar and Deniz Yuret (chairs
of the task committee) ensured a smooth integration with the shared task and SemEval activities. Roser
Morante and Eduardo Blanco organized the shared task. Finally, Yuval Marton, the publication chair,
did an amazing job in putting the proceedings together. No hanging word or dangling footnote escaped
his attention.

Finally, last but not least, we would like to acknowledge sponsors from both the academic and industrial
worlds. The logo design for *+SEM is sponsored by the Groningen Meaning Bank Project of the
University of Groningen. *SEM is supported by the European project INSEARCH (FP7 262491) and,
in particular, by its contributing partners of the Department of Enterprise Engineering of the University
of Rome, Tor Vergata (Italy) and CiaoTech s.r.l.

We hope this will be the first of an exciting series of conferences.

Eneko Agirre (General Chair)
Johan Bos (PC chair)
Mona Diab (PC chair)
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Introduction to SemEval

The Semantic Evaluation (SemEval) series of workshops focus on the evaluation of semantic analysis
systems with the aim of comparing systems that can analyse diverse semantic phenomena in text.
SemEval provides an exciting forum for researchers to propose challenging research problems in
semantics and to build systems/techniques to address such research problems. This volume contains
papers accepted for presentation at the SemEval-2012 International Workshop on Semantic Evaluation
Exercises. SemEval-2012 is co-organized with the *Sem The First Joint Conference on Lexical and
Computational Semantics. SemEval-2012 immediately follows the North American Chapter of the
Association for Computational Linguistics - Human Language Technologies (NAACL HLT) 2012
conference.

SemEval-2012 included the following 8 tasks for evaluation:

e English Lexical Simplification

e Measuring Degrees of Relational Similarity

e Spatial Role Labeling

e Evaluating Chinese Word Similarity

e Chinese Semantic Dependency Parsing

e Semantic Textual Similarity

e COPA: Choice Of Plausible Alternatives An evaluation of commonsense causal reasoning

e Cross-lingual Textual Entailment for Content Synchronization

This volume contains both Task Description papers that describe each of the above tasks and System
Description papers that describe the systems that participated in the above tasks. A total of 8 task
description papers and 56 system description papers are included in this volume. Task 6 on “Semantic
Textual Similarity” was the most successful task attracting over half of the total submissions.

We are indebted to all program committee members for their high quality, elaborate and thoughtful
reviews. The papers in this proceedings have surely benefited from this feedback.

We are grateful to *SEM 2012 and NAACL-HLT 2012 conference organizers for local organization
and the forum. We most gratefully acknowledge the support of our sponsors, the ACL Special Interest
Group on the Lexicon (SIGLEX) and the ACL Special Interest Group on Computational Semantics
(SIGSEM).

Welcome to SemEval-2012!

Suresh Manandhar and Deniz Yuret
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Casting Implicit Role Linking as an Anaphora Resolution Task

Carina Silberer*
School of Informatics
University of Edinburgh
Edinburgh, UK
c.silberer@ed.ac.uk

Abstract

Linking implicit semantic roles is a challeng-
ing problem in discourse processing. Unlike
prior work inspired by SRL, we cast this prob-
lem as an anaphora resolution task and embed
it in an entity-based coreference resolution
(CR) architecture. Our experiments clearly
show that CR-oriented features yield strongest
performance exceeding a strong baseline. We
address the problem of data sparsity by apply-
ing heuristic labeling techniques, guided by
the anaphoric nature of the phenomenon. We
achieve performance beyond state-of-the art.

1 Introduction

A widespread phenomenon that is still poorly stud-
ied in NLP is the meaning contribution of unfilled
semantic roles of predicates in discourse interpreta-
tion. Such roles, while linguistically unexpressed,
can often be anaphorically bound to antecedent ref-
erents in the discourse context. Capturing such im-
plicit semantic roles and linking them to their an-
tecedents is a challenging problem. But it bears im-
mense potential for establishing discourse coherence
and for getting closer to the aim of true NLU.
Linking of implicit semantic roles in discourse
has recently been introduced as a shared task in
the SemEval 2010 competition Linking Events and
Their Participants in Discourse (Ruppenhofer et al.,
2009, 2010). The task consists in detecting un-
filled semantic roles of events and determining an-
tecedents in the discourse context that these roles

* The work reported in this paper is based on a Master’s
Thesis conducted at Heidelberg University (Silberer, 2011).

Anette Frank

Department of Computational Linguistics

Heidelberg University
Heidelberg, Germany
frank@cl.uni-heidelberg.de

can be understood to refer to. In (1), e.g., the pred-
icate jealousy introduces two implicit roles, one for
the experiencer, the other for the object of jealousy
involved. These roles can be bound to Watson and
the speaker (/) in the non-local preceding context.

(1) Watson won’t allow that I know anything of art but
that is mere jealousy because our views upon the
subject differ.

(2) IReader Was sitting reading in the chairpjgce-

In contrast to implicit roles that can be discourse-
bound to an antecedent as in (1), roles can be inter-
preted existentially, as in (2), with an unfilled TEXT
role of the READING frame that cannot be anchored
in prior discourse. The FrameNet paradigm (Fill-
more et al., 2003) that was used for annotation in
the SemEval task classifies these interpretation dif-
ferences as definite (DNI) vs. indefinite (INI) null
instantiations (NI) of roles, respectively.

2 Implicit Role Reference: A Short History

Early studies. The phenomenon of implicit role re-
ference is not new. It has been studied in a number
of early approaches. Palmer et al. (1986) treated un-
filled semantic roles as special cases of anaphora and
coreference resolution (CR). Resolution was guided
by domain knowledge encoded in a knowledge-
based system. Similarly, Whittemore et al. (1991)
analyzed the resolution of unexpressed event roles
as a special case of CR. A formalization in DRT was
fully worked out, but automation was not addressed.

Later studies emphasize the role of implicit role
reference in a frame-semantic discourse analysis.
Fillmore and Baker (2001) provide an analysis of

First Joint Conference on Lexical and Computational Semantics (*SEM), pages 1-10,
Montréal, Canada, June 7-8, 2012. (©)2012 Association for Computational Linguistics



a newspaper text that indicates the importance of
frames and roles in establishing discourse coher-
ence. Burchardt et al. (2005) offer a formalization
of the involved factors: the interplay of frames and
frame relations with factors of contextual contigu-
ity. The work includes no automation, but suggests a
corpus-based approach using antecedent-role coref-
erence patterns collected from corpora.

Tetreault (2002), finally, offers an automated anal-
ysis for resolving implicit role reference. The small-
scale study is embedded in a rule-based CR setup.

SemEval 2010 Task 10: Linking Roles. Trig-
gered by the SemEval 2010 competition (Ruppen-
hofer et al., 2010), research on resolving implicit
role reference has gained momentum again, in a field
where both semantic role labeling (SRL) and coref-
erence resolution have seen tremendous progress.
However, the systems that participated in the NI-
only task on implicit role resolution achieved mod-
erate success in the initial subtasks: (i) recog-
nition of implicit roles and (ii) classification as
discourse-bound vs. existential interpretation (DNI
vs. INI). Yet, (iii) identification of role antecedents
was bluntly unsuccessful, with around 1% F-score.
Ruppenhofer et al. clearly relate the task to
coreference resolution. The participating systems,
though, framed the task as a special case of SRL.
Chen et al. (2010) participated with their SRL sys-
tem SEMAFOR (Das et al., 2010). They cast the task
as one of extended SRL, by admitting constituents
from a larger context. To overcome the lack and
sparsity of syntactic path features, they include lex-
ical association and similarity scores for semantic
roles and role fillers; classical SRL order and dis-
tance features are adapted to larger distances.
VENSES++ by Tonelli and Delmonte (2010) is
a semantic processing system that includes lexico-
semantic processing, anaphora resolution and deep
semantic resolution components. Anaphora resolu-
tion is performed in a rule-based manner; pronom-
inals are replaced with their antecedents’ lexical
information. For role linking, the system applies
diverse heuristics including search for predicate-
argument structures with compatible arguments, as
well as semantic relatedness scores between poten-
tial fillers of (overt and implicit) semantic roles.
More recently Tonelli and Delmonte (2011) recur

2

to a leaner approach for role binding, estimating a
relevance score for potential antecedents from role
fillers observed in training. They report an F-score
of 8 points for role binding on SemEval data. How-
ever, being strongly lexicalized, their trained model
seems heavily dependent on the training data.

Ruppenhofer et al. (2011) use semantic types for
identifying DNI role antecedents, reporting an error
reduction of 14% on Chen et al. (2010)’s results.

The poor performance results in the SemEval task
clearly indicate the difficulty of resolving implicit
role reference. A major factor seems to relate to data
sparsity: the training set covers only 245 DNI anno-
tations linked to an antecedent.

Linking implicit arguments of nominals. Ger-
ber and Chai (2010) (G&C henceforth) investigate a
closely related task of argument binding, tied to the
linking of implicit arguments for nominal predicates
using the PropBank role labeling scheme. In con-
trast to the SemEval task, which focuses on a verbs
and nouns, their system is only applied to nouns and
is restricted to 10 predicates with substantial training
set sizes (avg: 125, median: 103).

G&C propose a discriminative model that selects
an antecedent for an implicit role from an extended
context window. The approach incorporates some
aspects relating to CR that go beyond the SRL-
oriented SemEval systems: A candidate represen-
tation includes information about all the candidates’
coreferent mentions (determined by automatic CR),
in particular their semantic roles (provided by gold
annotations) and WordNet synsets. Patterns of se-
mantic associations between filler candidates and
implicit roles are learned for all mentions contained
in the candidate’s entity chain. They achieve an F-
score of 42.3, against a baseline of 26.5.

Gerber (2011) presents an extended model that in-
corporates strategies suggested in Burchardt et al.
(2005): using frame relations as well as coreference
patterns acquired from large corpora. This model
achieves an F-score of 50.3 (baseline: 28.9).

3 Casting Implicit Role Linking as an

Anaphora Resolution Task

3.1 Implicit role = anaphora resolution

Recent models for role binding mainly draw on tech-
niques from SRL, enriched with concepts from CR.



In this paper, we explicitly formulate implicit role
linking as an anaphora resolution task. This is in
line with the predominant conception in early work,
and also highlights the close relationship with zero
anaphora (Kameyama, 1985). Computational treat-
ments of zero anaphora (e.g., Imamura et al. (2009))
are in fact employing techniques well-known from
SRL. Recent work by lida and Poesio (2011), by
contrast, offers an analysis of zero anaphora in a
CR architecture. Further support comes from psy-
cholinguistic studies in Garrod and Terras (2000),
who establish commonalities between implicit role
reference and other types of anaphora resolution.
The contributions of our work are as follows:

1. We cast implicit role binding as a CR task, us-
ing an entity-mention model and discriminative
classification for antecedent selection.

ii. We examine the effectiveness of model features
for classical SRL vs. CR features to clarify the
nature of this special phenomenon.

iii. We automatically acquire heuristically labeled
data to address the sparse data problem.

i. An entity-mention model for anaphoric role
resolution. In our model implicit roles that are
discourse-bound (i.e. classified as DNI) are treated
as anaphoric, similar to zero anaphora: the implicit
role will be bound to a discourse antecedent.

In line with recent research in CR, we adopt an
entity-mention model, where an entity is represented
by all mentions pertaining to a coreference chain
(see i.a. Rahman and Ng (2011), Cai and Strube
(2010)). Our model is based on binary classifier de-
cisions that take as input the anaphoric role and an
entity candidate from the preceding discourse. The
final classification of a role linking to an entity is ob-
tained by discriminative ranking of the binary clas-
sifiers’ probability estimates. Details on the system
architecture are given in Section 3.2.

ii. SRL vs. CR: Analysis of feature sets. The
linking of implicit semantic roles represents an inter-
esting mixture of SRL and CR that displays excep-
tional characteristics of both types of phenomena.
In contrast to classical SRL, the relation between
a predicate’s semantic role and a candidate role filler

— being realized outside the local syntactic context —
cannot be characterized by syntactic path features.
But similar to SRL we can compute a semantic class
type expected by the role and determine which can-
didate is most appropriate to fill the semantic role.

Anaphoric binding of unfilled roles also diverges
from classical CR in that the anaphoric element is
not overtly expressed. This excludes typical CR fea-
tures that refer to overt realization, such as agree-
ment or string overlap. Again, we can make use of a
semantic characterization of role fillers to determine
the role’s most appropriate antecedent entity in the
discourse. This closely relates to semantic class fea-
tures employed in CR (e.g., Rahman and Ng (2011)).

Thus, semantic association features are important
modeling aspects, but they do not contribute to clari-
fying the nature of the phenomenon. We will include
additional properties that are considered characteris-
tic for CR, such as the semantics of an entity (as op-
posed to individual mentions), or salience properties
of antecedents (cf. Section 4.3). Thus, the model we
propose substantially differs from prior work.

We classify the features of our models as SRL vs.
CR features, plus a mixture class that relates to both
phenomena. We examine which type of features is
most effective for resolving implicit role reference.

iii. Heuristic data acquisition. In response to the
sparse data problem encountered with the SemEval
data set and the general lack of annotated resources
for implicit role binding, we experiment with tech-
niques for heuristic data acquisition. The strategy
we apply builds on our working hypothesis that im-
plicit role reference is best understood as a special
case of (zero) anaphora resolution.

We process manually annotated coreference data
sets that are jointly labeled with semantic roles.
From these we extract entity chains that contain
anaphoric pronouns that fill a predicate’s semantic
role. We artificially delete the pronoun’s role label
and transfer it to its closest antecedent in its chain.
In this way, we convert the example to an instance
that is structurally similar to one involving a locally
unfilled semantic role that is bound to an overt an-
tecedent. An example is given below: in (3.a) we
identify a pronoun that fills the SPEAKER role of the
frame STATEMENT. We transfer this role label to its
closest antecedent (3.b).



(3) a. Riadyy spoke in his 21-story office building
on the outskirts of Jakarta. [...] The timing of
hisj speaker Statements;qtement 1S important.

b. Riadyj; spoke in hisy speaker 21-story office
building on the outskirts of Jakarta. [...] The tim-
ing of ) statements;qtement 1S important.

Clearly such artificially created annotation instances
are only approximations of naturally occurring cases
of implicit role binding. But we expect to acquire
numerous data points for relevant features: semantic
class information for the antecedent entity, the pred-
icate’s frame and roles and coherence properties.

3.2 System Architecture

Our approach is embedded in an architecture for su-
pervised CR using an entity-mention model. The
main processing steps of the system include: (1) en-
tity detection, (2) instance creation with feature ex-
traction and (3) classification. As we are focusing
on the resolution of implicit DNI roles, we assume
that the text is already augmented with standard CR
information (we make use of gold data and automati-
cally assigned coreference chains). Accordingly, the
description of modules focuses exclusively on the
resolution of DNIs.

(1) Entity Detection. We first collect the entire
entity set £ mentioned in the discourse. This set
forms the overall set of candidates to consider for
DNI linking. For each DNI d}, to be linked, a subset
of candidates &, C & is chosen as candidate search
space for resolving dj. We experiment with differ-
ent strategies for constructing &, (cf. Section 4).

(2) Instance Creation. The next step consists in
the creation of (training) instances for classification
including the extraction of features for all instances.
An instance inste; dy, consists of the active DNI
dy, its frame and a candidate entity e; € &. In-
stance creation follows an entity-based adaption of
the standard procedure of Soon et al. (2001), which
has been applied by Yang et al. (2004, 2008). Pro-
cessing the discourse from left to right, for each DNI
dy, instances Zj, are created by processing &£ from
right to left according to each entity’s most recent
mention, starting with the entity closest to di. Note
that, as entities instead of mentions are considered,
only one instance is created for an entity which is
mentioned several times in the search space.

In training, the instance creation stops when the
correct antecedent, i.e. a positive instance, as well as
at least one negative instance have been found.!

(3) Classification. From the acquired training in-
stances we learn a binary classifier that predicts for
an instance inste; d, whether it is positive, i.e. en-
tity e; is a correct antecedent for DNI dj. Fur-
ther, the classifier provides a probability estimate for
inst., 4, being positive. We obtain classifications
for all instances in Z;. Among the positive classified
instances, we select the antecedent e with the high-
est estimate. That is, we apply the best-first strategy
(Ng and Cardie, 2002). In case of a tie, we choose
the antecedent which is closer to the target. If no
instance is classified as positive, dj, is left unfilled.

4 Data and Experiments

4.1 SEMEVAL 2010 task and data set

We adhere to the SemEval 2010 task by Ruppen-
hofer et al. (2009) as test bed for our experiments.
The main focus of our work is on part (iii), the iden-
tification of antecedents for DNIs. Subtasks (i) and
(ii), the recognition and interpretation of NIs will be
only tackled to enable comparison to the participat-
ing systems of the SemEval NI-only task.

The SemEval task is based on fiction stories by
A. C. Doyle, one story as training data and another
two chapters as test set, enriched with coreference
and FrameNet-style frame annotations. Information
about the training section is found in Table 1. The
test data comprise 710 NIs (349 DNIs, 361 INIs), of
which 259 DNIs are linked.

4.2 Heuristic data acquisition

Since the training data has a critically small amount
of linked DNIs, we heuristically labeled training
data on the basis of data sets with manually anno-
tated coreference information: OntoNotes 3.0 (Hovy
et al., 2006), as well as ACE-2 (Mitchell et al., 2003)
and MUC-6 (Chinchor and Sundheim, 2003).
OntoNotes 3.0 was merged with gold SRL an-
notations from the CoNLL-2005 shared task. By
means of SemLink-1.1 (Loper et al., 2007) and a
mapping included in the SemEval data, these Prop-
Bank (PB, Palmer et al. (2005)) annotations were

'We additionally impose several restrictions, e.g., a valid
candidate must not already fill another role of the active frame.



#ent avg avg #frames #rame#DNI #DNI
#ent/doc size types types
SemEval 141 141 9 1,370 317 245 155

ONotes 7899 23 3
ACE-2 3564 11
MUC-6 1841 15

12,770 258 2,220 270
4 58204 757 4,265 578
3 20,140 654 997 310

corpus  coref semantic roles

ONotes manual manual PB CoNLLOS, ported to FN
ACE-2 manual automatic FN (Semafor)

MUC-6 manual automatic FN (Semafor)

Table 1: SemEval vs. heuristically acquired data

mapped to their FrameNet (FN) counterparts, if ex-
istent. For the ACE-2 and MUC-6 corpora, we used
Semafor (Das and Smith, 2011) for automatic anno-
tation with FN semantic roles. From these data sets
we acquired heuristically annotated instances of role
linking using the strategy explained in 3.1.

Table 1 summarizes the resulting training data.
The heuristically labeled data extends the manually
labeled DNI instances by an order of magnitude.

4.3 Model parameters

Entity sets £;,;. For definition of the set of can-
didate entities to consider for DNI linking, g,
we determined different parameter settings with re-
strictions on the types, distances and prominence of
candidate antecedents. For instance, unlike in noun
phrase CR, antecedents for a DNI can be realized by
a wide range of constituents other than NPs, such as
prepositional (PP), adverbial (ADVP), verb phrases
(VP) and even sentences (S) referring to proposi-
tions.

These settings, stated in Table 2, were inferred by
experiments on the training data and by examining
its statistics: AllChains is motivated by the fact that
72% of the DNIs are linked to referents with non-
singleton chains. On the other hand, the majority of
DNI antecedents — not only non-singletons, but also
phrases of a certain type or terminals that overtly
fill other roles — are located in the current and the
two preceding sentences (69.6%), which motivates
SentWin. However, antecedents are also located far
beyond this window span which is probably due to
the nature of the SemEval texts, with prominent en-
tities being accessible over longer stretches of dis-
course. Chains+Win is designed by taking into ac-

AllChains This set contains all the entities repre-
sented by non-singleton coreference chains that
were introduced in the discourse up to the cur-
rent DNI position, assuming that this way only
more salient entities are considered.

SentWin Comprises constituents with a certain
phrase type? or terminals that overtly fill a role,
occurring within the current or the preceding
two sentences.

Chain+Win This set comprises SentWin plus all
entities mentioned at least five times up to the
current DNI position (i.e. salient entities).

Table 2: Entity set settings Eg,,;
count all previous observations.

Training data sets. We made use of different mix-
tures of training data: SemEval plus different exten-
sions using the heuristically acquired data summa-
rized in Table 1.

4.4 Feature sets: SRL, mixed and CR-oriented

Table 3 lists the most important features used for
training our models. Features 1-13 were used in the
best model and are ordered by their strength based
on feature ablation experiments (cf. Section 5). All
features are marked for their general type; the last
column marks features employed by G&C.3

Below we give some details for selected features.

Feat. 1: Prominence. We first compute average
prominence of an entity e (Eq. 2) by summing over
the size (= nb. of mentions) of all entities e in a win-
dow w* of preceding sentences and dividing by the
nb. of entities £/ in w. Prominence of e (Eq. 1) is
set to the difference between its size in w and the
average prominence score.’ The final feature value
records the relative rank of e’s prominence score
compared to the scores of the other candidates.

prom(e,w) = #mentions(e,w) — avg prom(w) (1)

> ec iy #mentions(e,w)
Bl

avg prom(w) = 2)
The phrase type must be NPB, S, VP, SBAR, or SG.
3~ marks features that are similar to G&C features. Note
that their only CR features are distance features.
*We set w = 2 based on experiments on the training data.
>This prominence score was proposed by Dolata (2010)
within an entity grid approach to role linking.



nr feature type  G&C

1 prominence prominence score of the entity in the current discourse position CR -

2 pos.dist_mention  PoS or phrase type of the most recent explicit mention (CR) -
concatenated with sentence distance to the target

3 dist_mentions minimum distance between DNI and entity in mentions CR -

4 dist_sentences minimum distance between DNI and entity in sentences CR +

5 vnroles_dni.entity the counterparts of the DNI in VerbNet (VN, Kipper et al. (2000)) mixed +
concatenated with the VN roles the entity already instantiates

6 roles_dni.entity concatenation of the DNI with the FN roles the entity already instantiates mixed ~

7 semType_dni.entity semantic type of the DNI concatenated with mixed -
the semantic types of the roles the entity already instantiates

8 avgDist_sentences average sentence distance between the entity and the DNI CR +

9 sp-supersense agreement of the selectional preferences for the DNI mixed -
and the most frequent supersense of the entity

10 function (target) grammatical function of the target SRL -

11 wnss_ent.st_dni pointwise mutual information between the entity’s WN supersense ss and mixed -
the DNI's FN semantic type st: pmi(ss, st) = loga P(ss|st)/P(ss)

12 nbRoles_dni.entity like feature 5, but with NomBank arguments 0 and 1 mixed ~

13 frame.dni

frame name concatenated with the DNI

SRL -

Table 3: Best features used for training. Feat. 11 was computed on the FN dataset and the SemEval training data.

Feat. 9: SelPrefs. We compute selectional prefer-
ences following the information-theoretic approach
of Resnik (1993, 1996). Similar to Erk (2007), we
used an adapted version which we computed for se-
mantic roles by means of the FN database rather than
for verb argument positions. The WordNet classes
over which the preferences are defined are WordNet
lexicographer’s files (supersenses).

The selectional association values A(dni, ss) of
the DNI’s selectional preferences are retrieved for
the supersense ss of each candidate antecedent’s
head. As for Feat. 1, we define a candidate’s fea-
ture value by its rank in the ordered list of these As.

4.5 Experiments

Evaluation measures. We adopt the precision (P),
recall (R) and F} measures in Ruppenhofer et al.
(2010). A true positive is a DNI which has been
linked to the correct entity as given by the gold data.

Classifiers and feature selection. For DNI link-
ing, we use BayesNet (Cooper and Herskovits,
1992) as classifier, implemented in Weka (Witten
and Frank, 2000).° For each parameter combination,
we perform feature selection by means of leave-one-
out 10-fold cross-validation on the SemEval train-
ing data with successively removing/determining the

®We experimented with different learners and selected the
algorithm that performed best for the different subtasks.

best features. The resulting models M; are then eval-
uated on the SemEval test data in different setups:

Expl1: Linking DNIs. Expl evaluates our models
on the DNI linking task proper (NI-only step (iii)).
This setting uses the gold coreference, SRL and DNI
information in the test data.

Exp2: Full Nl-only. For benchmarking on the
SemEval task, we perform the complete NI-only
task. Here, the test data is only enriched w/ SRL la-
beling. Each frame fin the test corpus is processed,
involving the following steps:

(i) Recognition of Nls is performed by consulting
the FN database’ and determining the FN core roles
that are unfilled. From this NI set, roles that are
conceptually redundant or competing with f’s overt
roles are rejected as they don’t need to or must not
be linked, respectively.

(i1) For predicting the interpretation of an NI, we
use LibSVM (Chang and Lin, 2001) as classifier
which further assigns each NI a probability estimate
of the NI being definite. We use a small set of fea-
tures: the FN semantic type of the NI and a boolean
feature indicating whether the target is in passive
voice and the agent (object) not realized. Further,
we use a statistical feature which gives the relative

"We used the FrameNetAPI by Reiter (2010).



model add. entity frame | DNI Linking (%)
data set anno. P R F
My - AllChains gold | 25.6 25.1 25.3
M;  ON2-10 Chains+Win proj | 30.8 25.1 27.7
M;, ON2-24 AllChains  proj | 35.6 20.1 25.7
Mi» ON2-24 SentWin proj | 23.3 224 228
M, MUC Chains+Win auto | 26.1 24.3 25.3
M3 ACE AllChains auto | 24.0 21.2 22.5
Prom - Chains+Win  — 20.5 20.5 20.5

Table 4: Expl: Best performing models for different en-
tity and data settings. Test data contain gold CR chains.

frequency of the role’s realization as DNI and INI,
respectively, in the training data.

(iii) DNI linking is performed for each of f’s pre-
dicted DNIs Dy in descending order of their prob-
ability estimates. If an antecedent e,, can be de-
termined for a predicted DNI, the role is labeled
as such and linked to e,,. As the DNI’s role has
been filled now, competing or redundant DNIs are
removed from D; before moving to the next pre-
dicted DNI. Only DNIs for which an antecedent is
found are labeled as such.

Exp2 is evaluated on both gold coreference an-
notation and automatically assigned coreference
chains, using the CR system of Cai et al. (2011).

5 Evaluation and Results

5.1 Expl: DNI linking evaluation

Table 4 shows the best performing models for DNI
linking for each parameter setting®. We compare
them to a strong baseline Prom (last row) that links
each DNI to the antecedent candidate with highest
prominence score. Its F}-score is beaten by the other
models, with a gain of 7.2 points for model M. The
high performance of the baseline can be taken as ev-
idence that salience factors are crucial for this task.
The best performing model M; (27.7 F}) uses
about a fifth of the ON data with Chains+Win. When
using SentWin as entity set, F; drops to 18.5 (not
shown). The best performing model using SentWin
(Mjr) performs 4.9 points below M;. Hence, re-
liance on the Chains+Win set seems beneficial. Per-
formance of the AllChains setting varies over the

8We consider the 3 types of entity sets and different train-
ing setups + additional data (Section 4.3); additional data with
gold, projected or automatic frame annotations. The ON data
was also evaluated with roughly a fifth of ON to evaluate the
effect of different amounts of data of the same type of data.

Features | P(%) R (%) F1(%)
all 30.8 25.1 27.7
~1-48 (CR) 216 81 118
- 10,13 (SRL) 31.0 259 282
-5-7,9,11-12 (mixed) 20.6 20.5 20.5

Table 5: Results of ablation study.

different data sets: the strongest model is My with-
out additional data. An explanation could be the dif-
ferent data domains (story vs. news), leading to a
different nature (length and number) of the entities.
In general, the models seem to profit from heuris-
tically labeled training data. We note strong gains
(up to 10 pts) in precision for 3 of these 5 best mod-
els, compared to My. Finally, we observe higher
performance when using additional data with gold/
projected semantic frame annotations (M7, My/).

Analysis of the best model. Table 5 states the re-
sults for M; when leaving out one of the feature
types at a time. The serious drop of F} from 27.7%
to 11.8% when omitting CR features clearly demon-
strates that this feature type has by far the greatest
impact on the task performance. Rejection of the
mixed features decreases F) to a score equal to the
prominence baseline, whereas leaving out the SRL-
features even slightly increases F. The weakness of
Feature 13 could still be attributed to data sparsity.

5.2 Exp2: Full NI-only evaluation

Table 6 lists the results for the full NI-only task ob-
tained with the presented models with different addi-
tional training data sets (lines 2-5). When perform-
ing all three steps, the Fj-score of the best model
M; drops to 10.1% (-17.6 pts, col. 10) under us-
age of automatic coreference annotations in the test
data (i.e. under the real task conditions). When us-
ing gold coreference annotations, the Fj-score is
at 18.1% (col. 11), which can be seen as an upper
bound for our current models on this task. The dif-
ference of 9.6 points between only performing DNI
linking (Table 4) and the full NI-only task reflects
the fact that recognizing (step i) and interpreting
(step ii) NIs bear difficulties on their own.”
Comparison of our models with the two SemEval

“When not performing step (iii), NI recognition achieves
77.6% recall and 67% relative precision.



Null Instantiations (%)

model add. entity frame | recogn. interpret. (precision) DNI Linking (%)

data set anno. recall relative absolute P R F, | Fi(crf)
M, - AllChains gold 58 68 40| 60 89 7.1 12.5
M; ON2-10 Chains+Win  proj 56 69 381 92 112 10.1 18.1
M, MUC Chains+Win  auto 52 70 36| 7.0 85 7.6 11.0
M3 ACE AllChains auto 56 68 38| 59 81 638 11.3
\Y Y ACE Chains+Win  auto 56 68 38| 69 97 80 9.5
SEMAFOR - 63 55 35 1.40
VENSES++ - 8 64 5 1.21
T&D - 54 75 40 | 13.0 6.0 8

Table 6: Exp2 results obtained for our models (lines 1-5) and comparable systems (lines 6-8). Column 5 gives the
score for correctly recognized NIs. Cols. 6 and 7 report precision for correctly interpreted NIs on the basis of the
correctly recognized (relative) vs. all gold NIs to be recognized (absolute). The scores in the last column (F;(crf))

were obtained with gold CR annotations.

task participants'? (lines 7-8) shows that our models
clearly outperform these systems — with a gain of
+5.7 and +8.89 points in F}-score in DNI linking.!!
Compared to Tonelli and Delmonte (2011)
(T&D), M; has a higher Fj-score in linking of
+2.1 points. In contrast to our method, their link-
ing approach is (admittedly) heavily lexicalized and
strongly tailored to the domain of the used data.

6 Conclusion

We cast the problem of linking implicit semantic
roles as a special case of (zero) anaphora resolution,
drawing on insights from earlier work and parallels
observed with zero anaphora. Our results strongly
support this analysis: (i) Feature selection clearly
determines CR-related features as strongest support
for DNI linking. (ii) Our models beat a strong base-
line using a prominence score to determine DNI ref-
erence. (iii) We devise a method for heuristically la-
beling training data that simulates implicit role refer-
ence. Using this data we obtain system performance
beyond state-of-the-art, with high gains in precision.

While these findings clearly corroborate our con-
ceptual approach, overall performance is still mea-
ger. Comparison to G&C’s setting suggests that
training data is a serious issue. We addressed the

0The Fy-scores are from http://semeval2.fbk.eu/
semeval2.php?location=Rankings/rankingl0.html

"'Moreover, note that Ruppenhofer et al. describe a weaker
evaluation, that judges DNI linkings as correct if the span of the
linked referent contains the gold referent. Further, they consider
14 linked INIs in the test data, although linking INIs conflicts
with the definition of INIs.

problem of training set size using heuristic data ac-
quisition. The nature of semantic role annotations
may be another problem, as FrameNet-style roles do
not generalize well. Finally, implicit roles pertaining
to nominalizations tend to be more local than those
pertaining to verbs!? and might be less diverse.

Our model is closer in spirit to G&C than the Se-
mEval systems, but differs by being embedded in
an entity-based CR architecture using discriminative
antecedent selection. Also, we address a more prin-
cipled issue, by exploring the nature of the task using
a qualitative feature analysis. Our system compares
favorably to related work. Benchmarking against
the SemEval participants and T&D shows clear im-
provements. Also, T&D’s model is closely tied to
domain data, while ours is enhanced with out-of-
domain data. Exact comparison to G&C needs to be
conducted on the same data set and labeling scheme.

In sum, within the chosen setting we can show
that implicit role reference is best modeled as a spe-
cial case of anaphora resolution. We observe that
models trained on cleaner data perform better than
on larger, but more noisy data sets. Thus, it is es-
sential to further enhance the quality of heuristically
labeled data. Applying the classifiers for steps (i)
and (ii) as a filter could help to better constrain the
data to the target phenomenon.
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Dolata for his help with salience and coherence features,
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'2This is confirmed by analysis of the SemEval vs. NomBank
corpus of G&C.
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Abstract

We present a novel adaptive clustering model
for coreference resolution in which the expert
rules of a state of the art deterministic sys-
tem are used as features over pairs of clus-
ters. A significant advantage of the new ap-
proach is that the expert rules can be eas-
ily augmented with new semantic features.
We demonstrate this advantage by incorporat-
ing semantic compatibility features for neutral
pronouns computed from web n-gram statis-
tics. Experimental results show that the com-
bination of the new features with the expert
rules in the adaptive clustering approach re-
sults in an overall performance improvement,
and over 5% improvement in F; measure for
the target pronouns when evaluated on the
ACE 2004 newswire corpus.

1 Introduction

Coreference resolution is the task of clustering a
sequence of textual entity mentions into a set of
maximal non-overlapping clusters, such that men-
tions in a cluster refer to the same discourse entity.
Coreference resolution is an important subtask in
a wide array of natural language processing prob-
lems, among them information extraction, question
answering, and machine translation. The availabil-
ity of corpora annotated with coreference relations
has led to the development of a diverse set of super-
vised learning approaches for coreference. While
learning models enjoy a largely undisputed role in
many NLP applications, deterministic models based
on rich sets of expert rules for coreference have been
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shown recently to achieve performance rivaling, if
not exceeding, the performance of state of the art
machine learning approaches (Haghighi and Klein,
2009; Raghunathan et al., 2010). In particular, the
top performing system in the CoNLL 2011 shared
task (Pradhan et al., 2011) is a multi-pass system that
applies tiers of deterministic coreference sieves from
highest to lowest precision (Lee et al., 2011). The
PRECISECONSTRUCTS sieve, for example, creates
coreference links between mentions that are found
to match patterns of apposition, predicate nomina-
tives, acronyms, demonyms, or relative pronouns.
This is a high precision sieve, correspondingly it is
among the first sieves to be applied. The PRONOUN-
MATCH sieve links an anaphoric pronoun with the
first antecedent mention that agrees in number and
gender with the pronoun, based on an ordering of the
antecedents that uses syntactic rules to model dis-
course salience. This is the last sieve to be applied,
due to its lower overall precision, as estimated on
development data. While very successful, this de-
terministic multi-pass sieve approach to coreference
can nevertheless be quite unwieldy when one seeks
to integrate new sources of knowledge in order to
improve the resolution performance. Pronoun reso-
lution, for example, was shown by Yang et al. (2005)
to benefit from semantic compatibility information
extracted from search engine statistics. The seman-
tic compatibility between candidate antecedents and
the pronoun context induces a new ordering between
the antecedents. One possibility for using compat-
ibility scores in the deterministic system is to ig-
nore the salience-based ordering and replace it with
the new compatibility-based ordering. The draw-

First Joint Conference on Lexical and Computational Semantics (*SEM), pages 11-19,
Montréal, Canada, June 7-8, 2012. (©)2012 Association for Computational Linguistics



back of this simple approach is that now discourse
salience, an important signal in pronoun resolution,
is completely ignored. Ideally, we would want to
use both discourse salience and semantic compat-
ibility when ranking the candidate antecedents of
the pronoun, something that can be achieved natu-
rally in a discriminative learning approach that uses
the two rankings as different, but overlapping, fea-
tures. Consequently, we propose an adaptive cluster-
ing model for coreference in which the expert rules
are successfully supplemented by semantic compat-
ibility features obtained from limited history web n-
gram statistics.

2 A Coreference Resolution Algorithm

From a machine learning perspective, the determin-
istic system of Lee et al. (2011) represents a trove
of coreference resolution features. Since the de-
terministic sieves use not only information about a
pair of mentions, but also the clusters to which they
have been assigned so far, a learning model that uti-
lized the sieves as features would need to be able
to work with features defined on pairs of clusters.
We therefore chose to model coreference resolu-
tion as the greedy clustering process shown in Algo-
rithm 1. The algorithm starts by initializing the clus-
tering C with a set of singleton clusters. Then, as
long as the clustering contains more than one clus-
ter, it repeatedly finds the highest scoring pair of
clusters (Cj, C;). If the score passes the threshold
T = f(0,0), the clusters C;, C; are joined into one
cluster and the process continues with another high-
est scoring pair of clusters.

Algorithm 1 CLUSTER(X,f)
Input: A set of mentions X = {z1,x2,..., 2 };
A measure f(C;, C;) = wl®(C;, Cj).
Output: A greedy agglomerative clustering of X.
: fori =1tondo

1
3: C «— {Ci}lgign
4: (C, Cj) « argmax f(p)
pEP(C)
while |C| > 1 and f(C;,C;) > 7 do
replace C;, C; in C' with C; U C
7. (C;,Cj) « argmax f(p)
peP(C)

AN

8: return C

The scoring function f(C;j,C;) is a linearly
weighted combination of features ®(Cj;, C;) ex-
tracted from the cluster pair, parametrized by a
weight vector w. The function P takes a cluster-
ing C' as argument and returns a set of cluster pairs
(Cs, Cj) as follows:

P(C)={(C:,Cj) | Ci,C;€C, C;#C;U{(0,0)}

P(C) contains a special cluster pair ((), ), where
®((,0) is defined to contain a binary feature
uniquely associated with this empty pair. Its cor-
responding weight is learned together with all other
weights and will effectively function as a clustering
threshold 7 = f(0,0).

Algorithm 2 TRAIN(C,T)
Input: A dataset of training clusterings C;
The number of training epochs T'.
Output: The averaged parameters w.
1: w0
2: fort =1to 71 do
32 forallC € Cdo
4
5

w < UPDATE(C,w)
: return w

Algorithm 3 UPDATE(C,w)
Input: A gold clustering C = {C},Cy, ...,Cp };
The current parameters w.
Output: The updated parameters w.
. X—CiUCyU..UC,, = {1‘1,7;2, ,xn}

2: fori =1tondo
3: . OZ <_A{:L‘Z}
: O —{Cihi<i<n
while |C| > 1 do
<C’i,éj> = argmax w’ ®(p)
peP(C)

7: B i— :{<Ck,Cl> (S P(C) ‘ g(C’k,C'l|C’) >

9(Ci, C51C)}
8: if B # () then

(C’k, C’l) = argmax WTCD(p)
peEB

10: W<—W—|—(I)(ék,él) —@(CZ',CJ‘)
1 if (C;, C;) = (0,0) then

12: return w

13:  replace C‘i, C'j in C with C’i U C’j

14: return w

AN A
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Algorithms 2 and 3 show an incremental learning
model for the weight vector w that is parametrized
with the number of training epochs 7" and a set of
training clusterings C' in which each clustering con-
tains the true coreference clusters from one docu-
ment. Algorithm 2 repeatedly uses all true cluster-
ings to update the current weight vector and instead
of the last computed weights it returns an averaged
weight vector to control for overfitting, as originally
proposed by Freund and Schapire (1999). The core
of the learning model is in the update procedure
shown in Algorithm 3. Like the greedy clustering of
Algorithm 1, it starts with an initial system cluster-
ing C that contains all singleton clusters. At every
step in the iteration (lines 5-13), it joins the high-
est scoring pair of clusters (C’Z, C’j>, computed ac-
cording to the current parameters. The iteration ends
when either the empty pair obtains the highest score
or everything has been joined into only one cluster.
The weight update logic is implemented in lines 7—
10: if a more accurate pair (C’k, él> can be found,
the highest scoring such pair is used in the percep-
tron update in line 10. If multiple cluster pairs obtain
the maximum score in lines 6 and 9, the algorithm
selects one of them at random. This is useful es-
pecially in the beginning, when the weight vector is
zero and consequently all cluster pairs have the same
score of 0. We define the goodness g(Cy, C;|C) of a
proposed pair (Cy,, C;) with respect to the true clus-
tering C' as the accuracy of the coreference pairs that
would be created if C’k and C’l were joined:

{(x7y)€ékXél ‘ ElCZGC : xvyecl}

= il [

(1)
It can be shown that this definition of the goodness
function selects a cluster pair (lines 7-9) that, when
joined, results in a clustering with a better pairwise
accuracy. Therefore, the algorithm can be seen as
trying to fit the training data by searching for param-
eters that greedily maximize the clustering accuracy,
while overfitting is kept under control by comput-
ing an averaged version of the parameters. We have
chosen to use a perceptron update for simplicity, but
the algorithm can be easily instantiated to accommo-
date other types of incremental updates, e.g. MIRA
(Crammer and Singer, 2003).
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3 Expert Rules as Features

With the exception of mention detection which is
run separately, all the remaining 12 sieves men-
tioned in (Lee et al., 2011) are used as Boolean fea-
tures defined on cluster pairs, i.e. if any of the men-
tion pairs in the cluster pair (C;, C’j> were linked
by sieve k, then the corresponding sieve feature
®;,(C;,C;) = 1. We used the implementation from
the Stanford CoreNLP package' for all sieves, with a
modification for the PRONOUNMATCH sieve which
was split into 3 different sieves as follows:

o ITPRONOUNMATCH: this sieve finds an-
tecedents only for neutral pronouns it.

o ITSPRONOUNMATCH: this sieve finds an-
tecedents only for neutral possessive pronouns
its.

o OTHERPRONOUNMATCH: this is a catch-all
sieve for the remaining pronouns.

This 3-way split was performed in order to enable
the combination of the discourse salience features
captured by the pronoun sieves with the semantic
compatibility features for neutral pronouns that will
be introduced in the next section. The OTHER-
PRONOUNMATCH sieve works exactly as the orig-
inal PRONOUNMATCH: for a given non-neutral pro-
noun, it searches in the current sentence and the pre-
vious 3 sentences for the first mention that agrees in
gender and number with the pronoun. The candi-
date antecedents for the pronoun are ordered based
on a notion of discourse salience that favors syntac-
tic salience and document proximity (Raghunathan
et al., 2010).

4 Discourse Salience Features

The IT/SPRONOUNMATCH sieves use the same im-
plementation for finding the first matching candi-
date antecedent as the original PRONOUNMATCH.
However, unlike OTHERPRONOUNMATCH and the
other sieves that generate Boolean features, the neu-
tral pronoun sieves are used to generate real valued
features. If the neutral pronoun is the leftmost men-
tion in the cluster C; from a cluster pair (Cy, C}),
the corresponding normalized feature is computed
as follows:

"http://nlp.stanford.edu/software/corenlp.shtml



. Let S; = (S},S%,..,57) be the sequence
of candidate mentions that precede the neutral
pronoun and agree in gender and number with
it, ordered from most salient to least salient.

2. Let A; C C’l be the set of mentions in the clus-
ter C; that appear before the pronoun and agree
with it.

3. For each mention m € A;, find its rank in the
sequence S;:

rank(m,S;) =k<m=25; (2

4. Find the minimum rank across all the mentions
in A; and compute the feature as follows:

1
q)it/8(0i7 ;) = (ngéigi rank(m, Sj)>
(3)

If A; is empty, set @it/s(@, C'J) =0.

The discourse salience feature described above is by
definition normalized in the interval [0, 1]. It takes
the maximum value of 1 when the most salient men-
tion in the discourse at the current position agrees
with the pronoun and also belongs to the candidate
cluster. The feature is O when the candidate cluster
does not contain any mention that agrees in gender
and number with the pronoun.

5 Semantic Compatibility Features

Each of the two types of neutral pronouns is associ-
ated with a new feature that computes the semantic
compatibility between the syntactic head of a candi-
date antecedent and the context of the neutral pro-
noun. If the neutral pronoun is the leftmost mention
in the cluster C; from a cluster pair (C;, C;) and ¢;
is the pronoun context, then the new normalized fea-
tures U, /S(C'i, C']) are computed as follows:

1. Compute the maximum semantic similarity be-
tween the pronoun context and any mention in
C; that precedes the pronoun and is in agree-
ment with it:

M; = max comp(m, c;)
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2. Compute the maximum and minimum seman-
tic similarity between the pronoun context and
any mention that precedes the pronoun and is
in agreement with it:

M, = max comp(m,c;)
mESj
mey = min comp(m,c;)

mGSj

3. Compute the semantic compatibility feature as
follows:

A M; —mgy

Wi /6(Ci, C) = 4)

My — mgay
To avoid numerical instability, if the over-
all maximum and minimum similarities are

very close (Mg — < le—4) we set
Wi5(Ci, Cj) = 1.

Mall

Like the salience feature ®;;/,, the semantic com-
patibility feature W;;/, is normalized in the interval
[0,1]. TIts definition assumes that we can compute
comp(m, c;j), the semantic compatibility between a
candidate antecedent mention m and the pronoun
context ¢;. For the possessive pronoun its, we ex-
tract the syntactic head h of the mention m and re-
place the pronoun with the mention head h in the
possessive context. We use the resulting possessive
pronoun context pc;(h) to define the semantic com-
patibility as the following conditional probability:
comp(m,c;) = log P(pcj(h)|h) (3)
log P(pc;(h)) —log P(h)

To compute the n-gram probabilities P(pc;(h)) and
P(h) in Equation 6, we use the language mod-
els provided by the Microsoft Web N-Gram Cor-
pus (Wang et al., 2010), as described in the next sec-
tion.

Figure 1 shows an example of a possessive neu-
tral pronoun context, together with the set of can-
didate antecedents that agree in number and gender
with the pronoun, from the current and previous 3
sentences. Each candidate antecedent is given an in-
dex that reflects its ranking in the discourse salience
based ordering. We see that discourse salience does
not help here, as the most salient mention is not
the correct antecedent. The figure also shows the



In 1946, the nine justices dismissed a case(7) involving
the apportionmentg) of congressional districts. That
viewjs) would slowly change. In 1962, the couris
abandoned ifs[5] cautionyy). Finding remedies to the
unequal distribution[y) of political power() was indeed

within ifs constitutional authority.

[3]1 P(court’s constitutional authority | court)
~ exp(—5.91)

[5]1 P(court’s constitutional authority | court) (*)
~ exp(—5.91)

[7]1 P(case’s constitutional authority | case)
~ exp(—8.32)

[2] P(power’s constitutional authority | power)
~ exp(—9.30)

[8] P(app-nt’s constitutional authority | app-nt)
~ exp(—9.32)

[4] P(caution’s constitutional authority | caution)
~ exp(—9.39)

[1] P(dist-ion’s constitutional authority | dist-ion)
~ exp(—9.40)

[6] P (view’s constitutional authority | view)
~ exp(—9.69)

The letter(s) appears to be an attempts) to calm the
concerns of the current American administration7). “1
confirm my commitment|y) to the points made therein,”
Aristide said in the letter[z], “confident that they will
help strengthen the ties between our two nations where
democracy3) and peacepy will flourish.” Since 1994,
when it sent 20,000 troops to restore Aristide to power,

the administration ...

[7]1 P(administration sent troops | administration)
~ exp(—6.00)

[2] P(letter sent troops | letter)
~ exp(—6.57)

[5] P(letter sent troops | letter)
~ exp(—6.57)

[4] P(peace sent troops | peace)
~ exp(—17.92)

[6] P(attempt sent troops | attempt)
~ exp(—8.26)

[3] P(democracy sent troops | democracy)
~ exp(—8.30)

[1] P(commitment sent troops | commitment)
~ exp(—8.62)

Figure 1: Possessive neutral pronoun example.

compatibility score computed for each candidate an-
tecedent, using the formula described above. In this
example, when ranking the candidate antecedents
based on their compatibility scores, the top ranked
mention is the correct antecedent, whereas the most
salient mention is down in the list.

When the set of candidate mentions contains pro-
nouns, we require that they are resolved to a nominal
or named mention, and use the head of this mention
to instantiate the possessive context. This is the case
of the pronominal mention [5] in Figure 1, which
we assumed was already resolved to the noun court
(even if the pronoun [5] were resolved to an incor-
rect mention, the noun court would still be ranked
first due to mention [3]). This partial ordering be-
tween coreference decisions is satisfied automati-
cally by setting the semantic compatibility feature
U, /S(C’i, C’j) = 0 whenever the antecedent cluster

C; contains only pronouns.

A similar feature is introduced for all neutral
pronouns if appearing in subject-verb-object triples.
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Figure 2: Neutral pronoun example.

The new pronoun context pc;(h) is obtained by
replacing the pronoun if in the subject-verb-object
context ¢; with the head h of the candidate an-
tecedent mention. Figure 2 shows a neutral pro-
noun context, together with the set of candidate an-
tecedents that agree in number and gender with the
pronoun, from an abridged version of the original
current and previous 3 sentences. Each candidate
antecedent is given an index that reflects its ranking
in the discourse salience based ordering. Discourse
salience does not help here, as the most salient men-
tion is not the correct antecedent. The figure shows
the compatibility score computed for each candidate
antecedent, using Equation 6. In this example, the
top ranked mention in the compatibility based order-
ing is the correct antecedent, whereas the most most
salient mention is at the bottom of the list.

To summarize, in the last two sections we de-
scribed two special features for neutral pronouns:
the discourse salience feature ®;;/, and the seman-
tic compatibility feature ;.. The two real-valued



Candidate mentions Original context

N-gram context

capital, store, GE, side, offer

with its corporate tentacles reaching

GE’s corporate tentacles

AOL, Microsoft, Yahoo, product

its substantial customer base

AOL’s customer base

regime, Serbia, state, EU, embargo

meets ifs international obligations

Serbia’s international obligations

company, secret, internet, FBI

it was investigating the incident

FBI was investigating the incident

goal, team, realm, NHL, victory

something it has not experienced since

NHL has experienced

Onvia, line, Nasdaqg, rating

said Tuesday it will cut jobs

Onvia will cut jobs

coalition, government, Italy

but it has had more direct exposure

Italy has had direct exposure

Pinochet, arrest, Chile, court

while it studied a judge ’s explanation

court studied the explanation

Table 1: N-gram generation examples.

features are computed at the level of cluster pairs as
described in Equations 3 and 4. Their computation
relies on the mention level rank (Equation 2) and se-
mantic compatibility (Equation 6) respectively.

6 Web-based Language Models

We used the Microsoft Web N-Gram Corpus? to
compute the pronoun context probability P(pc;(h))
and the candidate head probability P(h). This
corpus provides smoothed back-off language mod-
els that are computed dynamically from N-gram
statistics using the CALM algorithm (Wang and Li,
2009). The N-grams are collected from the tok-
enized versions of the billions of web pages indexed
by the Bing search engine. Separate models have
been created for the document body, the document
title and the anchor text. In our experiments, we
used the April 2010 version of the document body
language models. The number of words in the pro-
noun context and the antecedent head determine the
order of the language models used for estimating the
conditional probabilities. For example, to estimate
P(administration sent troops | administration), we
used a trigram model for the context probability
P(administration sent troops) and a unigram model
for the head probability P(administration). Since
the maximum order of the N-grams available in the
Microsoft corpus is 5, we designed the context and
head extraction rules to return N-grams with size
at most 5. Table 1 shows a number of examples
of N-grams generated from the original contexts, in
which the pronoun was replaced with the correct an-
tecedent. To get a sense of the utility of each con-
text in matching the right antecedent, the table also

Zhttp://web-ngram.research.microsoft.com
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shows a sample of candidate antecedents.

For possessive contexts, the N-gram extraction
rules use the head of the NP context and its clos-
est premodifier whenever available. Using the pre-
modifier was meant to increase the discriminative
power of the context. For the subject-verb-object
N-grams, we used the verb at the same tense as in
the original context, which made it necessary to also
include the auxiliary verbs, as shown in lines 4-7 in
the table. Furthermore, in order to keep the gener-
ated N-grams within the maximum size of 5, we did
not include modifiers for the subject or object nouns,
as illustrated in the last line of the table. Some of
the examples in the table also illustrate the limits of
the context-based semantic compatibility feature. In
the second example, all three company names are
equally good matches for the possessive context. In
these situations, we expect the discourse salience
feature to provide the additional information neces-
sary for extracting the correct antecedent. This com-
bination of discourse salience with semantic com-
patibility features is done in the adaptive clustering
algorithm introduced in Section 2.

7 Experimental Results

We compare our adaptive clustering (AC) approach
with the state of the art deterministic sieves (DT)
system of Lee et al. (2011) on the newswire portion
of the ACE-2004 dataset. The newswire section of
the corpus contains 128 documents annotated with
gold mentions and coreference information, where
coreference is marked only between mentions that
belong to one of seven semantic classes: person, or-
ganization, location, geo-political entity, facility, ve-
hicle, and weapon. This set of documents has been
used before to evaluate coreference resolution sys-



System | Mentions P R F,
DT Gold, all 88.1 73.3 80.0
AC Gold, all 88.7 735 804
DT Gold, neutral | 82.5 51.5 634
AC Gold, neutral | 83.0 52.1 64.0
DT Auto, neutral | 84.4 349 49.3
AC Auto, neutral | 86.1 40.0 54.6

Table 2: B3 comparative results on ACE 2004.

tems in (Poon and Domingos, 2008; Haghighi and
Klein, 2009; Raghunathan et al., 2010), with the best
results so far obtained by the deterministic sieve sys-
tem of Lee at al. (2011). There are 11,398 annotated
gold mentions, out of which 135 are possessive neu-
tral pronouns its and 88 are neutral pronouns if in
a subject-verb-object triple. Given the very small
number of neutral pronouns, in order to obtain re-
liable estimates for the model parameters we tested
the adaptive clustering algorithm in a 16 fold cross-
validation scenario. Thus, the set of 128 documents
was split into 16 folds, where each fold contains 120
documents for training and 8 documents for testing.
The final results were pooled together from the 16
disjoint test sets. During training, the AC’s update
procedure was run for 10 epochs. Since the AC al-
gorithm does not need to tune any hyper parameters,
there was no need for development data.

Table 2 shows the results obtained by the two sys-
tems on the newswire corpus under three evaluation
scenarios. We use the B version of the precision
(P), recall (R), and F; measure, computed either on
all mention pairs (all) or only on links that contain at
least one neutral pronoun (neutral) marked as a men-
tion in ACE. Furthermore, we report results on gold
mentions (Gold) as well as on mentions extracted
automatically (Auto). Since the number of neutral
pronouns marked as gold mentions is small com-
pared to the total number of mentions, the impact
on the overall performance shown in the first two
rows is small. However, when looking at corefer-
ence links that contain at least one neutral pronoun,
the improvement becomes substantial. AC increases
F; with 5.3% when the mentions are extracted auto-
matically during testing, a setting that reflects a more
realistic use of the system. We have also evaluated
the AC approach in the Gold setting using only the
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original DT sieves as features, obtaining an F; of
80.3% for all mentions and 63.4% — same as DT —
for neutral pronouns.

By matching the performance of the DT system in
the first two rows of the table, the AC system proves
that it can successfully learn the relative importance
of the deterministic sieves, which in (Raghunathan
et al., 2010) and (Lee et al., 2011) have been manu-
ally ordered using a separate development dataset.
Furthermore, in the DT system the sieves are ap-
plied on mentions in their textual order, whereas the
adaptive clustering algorithm AC does not assume
a predefined ordering among coreference resolution
decisions. Thus, the algorithm has the capability to
make the first clustering decisions in any section of
the document in which the coreference decisions are
potentially easier to make. We have run experiments
in which the AC system was augmented with a fea-
ture that computed the normalized distance between
a cluster and the beginning of the document, but this
did not lead to an improvement in the results, lend-
ing further credence to the hypothesis that a strictly
left to right ordering of the coreference decisions is
not necessary, at least with the current features.

The same behavior, albeit with smaller increases
in performance, was observed when the DT and AC
approaches were compared on the newswire section
of the development dataset used in the CoNLL 2011
shared task (Pradhan et al., 2011). For these exper-
iments, the AC system was trained on all 128 docu-
ments from the newswire portion of ACE 2004. On
gold mentions, the DT and AC systems obtained a
very similar performance. When evaluated only on
links that contain at least one neutral pronoun, in a
setting where the mentions were automatically de-
tected, the AC approach improved the F; measure
over the DT system from 58.6% to 59.1%. One rea-
son for the smaller increase in performance in the
CoNLL experiments could be given by the different
annotation schemes used in the two datasets. Com-
pared to ACE, the CoNLL dataset does not include
coreference links for appositives, predicate nomi-
nals or relative pronouns. The different annotation
schemes may have led to mismatches in the training
and test data for the AC system, which was trained
on ACE and tested on CoNLL. While we tried to
control for these conditions during the evaluation
of the AC system, it is conceivable that the differ-



System | Mentions | P R F, ‘
DT Auto, its | 86.0 469 60.7
AC Auto, its | 91.7 47.5 62.6

Table 3: B3 comparative results on CoNLL 2011.

ences in annotation still had some effect on the per-
formance of the AC approach. Another cause for
the smaller increase in performance was that the
pronominal contexts were less discriminative in the
CoNLL data, especially for the neutral pronoun it.
When evaluated only on links that contained at least
one possessive neutral pronoun its, the improvement
in F; increased at 1.9%, as shown in Table 3.

8 Related Work

Closest to our clustering approach from Section 2
is the error-driven first-order probabilistic model of
Culotta et al. (2007). Among significant differences
we mention that our model is non-probabilistic, sim-
pler and easier to understand and implement. Fur-
thermore, the update step does not stop after the
first clustering error, instead the algorithm learns and
uses a clustering threshold 7 to determine when to
stop during training and testing. This required the
design of a method to order cluster pairs in which the
clusters may not be consistent with the true coref-
erence chains, which led to the introduction of the
goodness function in Equation 1 as a new scoring
measure for cluster pairs. The strategy of contin-
uing the clustering during training as long as a an
adaptive threshold is met better matches the training
with the testing, and was observed to lead to better
performance. The cluster ranking model of Rahman
and Ng (2009) proceeds in a left-to-right fashion and
adds the current discourse old mention to the highest
scoring preceding cluster. Compared to it, our adap-
tive clustering approach is less constrained: it uses
only a weak, partial ordering between coreference
decisions, and does not require a singleton cluster at
every clustering step. This allows clustering to start
in any section of the document where coreference
decisions are easier to make, and thus create accu-
rate clusters earlier in the process.

The use of semantic knowledge for coreference
resolution has been studied before in a number of
works, among them (Ponzetto and Strube, 2006),
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(Bengtson and Roth, 2008), (Lee et al., 2011), and
(Rahman and Ng, 2011). The focus in these studies
has been on the semantic similarity between a men-
tion and a candidate antecedent, or the parallelism
between the semantic role structures in which the
two appear. One of the earliest methods for using
predicate-argument frequencies in pronoun resolu-
tion is that of Dagan and Itai (1990). Closer to our
use of semantic compatibility features for pronouns
are the approaches of Kehler et al. (2004) and Yang
et al. (2005). The last work showed that pronoun
resolution can be improved by incorporating seman-
tic compatibility features derived from search engine
statistics in the twin-candidate model. In our ap-
proach, we use web-based language models to com-
pute semantic compatibility features for neutral pro-
nouns and show that they can improve performance
over a state-of-the-art coreference resolution system.
The use of language models instead of search engine
statistics is more practical, as they eliminate the la-
tency involved in using search engine queries. Web-
based language models can be built on readily avail-
able web N-gram corpora, such as Google’s Web 1T
5-gram Corpus (Brants and Franz, 2006).

9 Conclusion

We described a novel adaptive clustering method
for coreference resolution and showed that it can
not only learn the relative importance of the origi-
nal expert rules of Lee et al. (2011), but also ex-
tend them effectively with new semantic compati-
bility features. Experimental results show that the
new method improves the performance of the state
of the art deterministic system and obtains a sub-
stantial improvement for neutral pronouns when the
mentions are extracted automatically.
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Abstract words by using a knowledge base such as Word-

Net or Roget (e.g., (Leacock and Chodorow, 1998;
This paper explores the hypothesis that se-  Lesk, 1986; Jarmasz and Szpakowicz, 2003; Peder-
mantic relatedness may be more reliably in-  sen et al., 2004)), or to calculate the similarity be-
ferred by using a multilingual space, as com-  tween the word distributions in very large corpora
pared to the typical monolingual representa- (g . (Landauer et al., 1991; Lin, 1998; Gabrilovich
tion. Through evaluations using several state- 54 \arkovitch, 2007)). With almost no exception,
of-the-art semantic relatedness systems, ap- th thods h b lied | t
plied on standard datasets, we show that a gse metno S ave been app '_e on one language a
multilingual approach is better suited for this @ time — English, most of the time, although mea-
task, and leads to improvements of up to 47%  sures of relatedness have also been explored on lan-

with respect to the monolingual baseline. guages such as German (Zesch et al., 2007), Chinese
(Lietal., 2005), Japanese (Kazama et al., 2010), and
others.

1 Introduction In this paper, we take a step further and ex-

h,%Iore a joint multilingual semantic relatedness met-

Semantic relatedness is the task of quantifying t hich ; i lated
strength of the semantic connection between tex.c: WhiCh aggregates semantic relatedness Scores
easured on several different languages. Specifi-

tual units, be they words, sentences, or document®

For instance, one may want to determine how s&?—é”y’ in our method, in order to measure the re-

mantically related are two words such as and atedness of two textual units, we first determine

automobile, or two pieces of text such agove an- their relgtednes§ in multiple languages, and conse-
imals and| own a pet. It is one of the main tasks qguently infer a final relatedness score by averaging

explored in the field of natural language processinéhe scores calculated in the individual languages.
as it lies at the core of a large number of applica- Our hypothesis is that a multilingual representa-
tions such as information retrieval (Ponte and Croftion can enrich the relatedness space and address
1998), query reformulation (Metzler et al., 2007 elevant issues such gslysemy(i.e., find that two
Yih and Meek, 2007; Sahami and Heilman, 20069ccurrences of the same word in language L1 rep-
Broder et al., 2008), image retrieval (Leong and Miresent two different meanings because of different
halcea, 2009; Goodrum, 2000), plagiarism detectiofianslations in language L2) asginonymyi.e., find
(Hoad and Zobel, 2003; Shivakumar and Garcidhat two words in language L1 are related because
Molina, 1995; Broder et al., 1997; Heintze, 1996they have the same translation in language L2). We
Brin et al., 1995; Manber, 1994), information flowshow that by measuring relatedness in a multilingual
(Metzler et al., 2005), sponsored search (Broder &Pace, we are able to improve over a traditional re-
al., 2008), short answer grading (Mohler and Mihallatedness measure that relies exclusively on a mono-
cea, 2009a; Pulman and Sukkarieh, 2005; Mitchelingual representation.
et al., 2002), and textual entailment (Dagan et al., Through experiments using several state-of-the-
2005). art measures of relatedness, applied on a multilin-
The typical approach to semantic relatedness is tual space including English, Arabic, Spanish, and
either measure the distance between the constitudddmanian, we aim to answer the following research
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questions: (1) Does the task of semantic relatednetsa new language provided that a large corpus in that

benefit from a multilingual representation, as comlanguage is available.

pared to a monolingual one? (2) Does the translation

quality affect the results? and (3) Do the findings

hold for different relatedness datasets? Multilingual natural language processing. Also
The paper is organized as follows. First, wegelevant is the work done on multilingual text pro-

overview related work on word and text related-cessing, which attempts to improve the performance

ness, and on multilingual natural language proces¢f different natural language processing tasks by

ing. We then briefly describe three corpus-baseiitegrating information drawn from multiple lan-

measures of relatedness, and present several w@idpges. For instance, (Cohn and Lapata, 2007) ex-

and text datasets that have been used in the pastlere the use of triangulation for machine transla-

evaluate relatedness. We then present evaluatioif@n, where multiple translation models are learned

and experiments addressing each of the three rgsing multilingual parallel corpora. The model was

search questions, and discuss our findings. found especially beneficial for languages where the
training dataset was small, thus suggesting that this
2 Related Work method may be particularly useful for languages

with scarce resources. (Davidov and Rappoport,
Semantic relatedness.The approaches for seman-2009) experiment with the use of multiple languages
tic relatedness that have been considered to dateenhance an existing lexicon. In their experiments,
can be grouped into knowledge-based and corpugsing three source languages and 45 intermediate
based. Knowledge-based methods derive a measulsaguages, they find that the multilingual resources
of relatedness by utilizing lexical resources and orean lead to significant improvements in concept ex-
tologies such as WordNet (Miller, 1995) to meapansion. (Banea et al., 2010) explore the use of
sure definitional overlap (Lesk, 1986), term disparallel multilingual corpora to improve subjectivity
tance within a graphical taxonomy (Leacock andlassification in a target language, finding that the
Chodorow, 1998), term depth in the taxonomy as ase of multilingual representations for subjectivity
measure of specificity (Wu and Palmer, 1994), andnalysis improves over the monolingual classifiers.
others. The application of such measures to a lasimilarly, (Banea and Mihalcea, 2011) investigate
guage other than English requires the availability othe use of multilingual contexts for word sense dis-
the lexical resource in that language; furthermoreambiguation. By leveraging on the translations of
even though taxonomies such as WordNet (Millethe annotated contexts in multiple languages, a mul-
1995) are available in a number of langudgéiseir tilingual thematic space emerges that better disam-
coverage is still limited, and often times they are nobiguates target words.
publicly available. For these reasons, in multilingual
settings, these measures often become untractable. )

On the other side, corpus-based measures Fmal[y, there are two lines gf work that explqre
such as Latent Semantic Analysis (LSA) (Lan_semantlc dlstance§ in a multilingual space. F|r§t,
dauer et al, 1991), Explicit Semantic Analy-(Besancon and Rajman, 2002) examine the notion
sis (ESA) (Gabrilovich and Markovitch, 2007)1that the distances betvyeen dopument vectors Wlthln
Salient Semantic Analysis (SSA) (Hassan and M@ language _correlate Wlt_h the distances between their
halcea, 2011), Pointwise Mutual Information (PM)COrrésponding vectors in a parallel corpus. These
(Church and Hanks, 1990), PMI-IR (Turney, 2001)f|nd|ngs prov_lde clues about the possibility of reli-
Second Order PMI (Islam and Inkpen, 2006), Hyable semantic knowledge transfer across language
perspace Analogues to Language (HAL) (Burgeskgoundarles. Second, (Hassan and Mlhalcga, 2009)
etal., 1998) and distributional similarity (Lin, 1998)ProPose a framework to compute semantic relat-
employ probabilistic approaches to decode the s§4ness between two words in different languages,
mantics of words. They consist of unsupervise@Y considering Wlklped_la articles in multiple lan-
methods that utilize the contextual information an@u@9es. The method differs from the one proposed
patterns observed in raw text to build semantic prd?€'e: as we aggregate relatedness over monolingual

files of words, and thus they can be easily transferretP@ces rather than measuring cross-lingual related-
ness, and we do not specifically use the inter-wiki

*http://www. il c.uva. nl/Eur oWor dNet / links between Wikipedia pages.
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3 Measures of Text Relatedness method seeks to determine the semantic relatedness
i . of words by measuring the distance between their
In this work, we focus on corpus-based metricgqncept-based profiles, where a profile consists of

because of their unsupervised nature, their flexiso_occurring salient concepts found within a given
bility, scalablllg{, and porta_k?lllty to different lan- \yindow size in a very large corpus.
guages. Specifically, we utilize three popular mod-

els, LSA (Landauer et al., 1991), ESA (Gabrilovichy Datasets

and Markovitch, 2007), and SSA (Hassan and Mi-

halcea, 2011). In these models, the semantic profile® evaluate the representation strength of a multilin-
of aword is expressed in terms of the explicit (ESA)9ual semantic relatedness model we employ several
implicit (LSA), or salient (SSA) concepts. All three standard word-to-word and text-to-text datasets. For
models are trained on the Wikipedia 2010 corporgach of these datasets, we make use of their repre-
corresponding to the four languages of interest (Erfentation in the four languages of interest.

glish, Arabic, Spanish, Romanian). 41 Word Relatedness

Explicit Semantic Analysis. ESA (Gabrilovich W fruct il | d-t q

and Markovitch, 2007) uses encyclopedic knowlaet cs[)nsbru_(lzd_ our mu tlhlngua V\éor 'IO:[WC?r

edge in an information retrieval framework to gen- atasets burding upon hree word refatedness
atasets that have been widely used in the past.

erate a semantic interpretation of words. Since er% : .
P ubenstein and Goodenough(Rubenstein and

cyclopedic knowledge is typically organized into .
concepts (or topics), each concept is described ug_qodenough, 1965)RG6S) conS|s§s of 65 word
pairs ranging from synonymy pairs (e.gar -

ing definitions and examplesES A relies on the bile) t letel lated d
distribution of words inside the encyclopedic de"{0mo0 ¢) to completely unrelated words (e.g.,
oon - string). The participating terms in all the

scriptions. It builds semantic representations for" technical tated by 51 h
a given word using a word-document associatiof)a''> aré nhon-technical houns annotatea by v

where each document represents a Wikipedia articl@.an judges on a scale from 0 (unrelated) to 4 (syn-

In this vector representation, the semantic interpr -f?yms)- .
tation of a text can be modeled as an aggregation lller-Charles (Miller aqd (;harles, 1991MC.30)
the semantic vectors of its individual words. IS a subset 0RRG:65, consisting of 30 word pairs an-

] ) notated for relatedness by 38 human subjects, using
Latent Semantic Analysis. In LSA (Landauer et the same 0 to 4 scale.

al., 1991), term-context associations are captured lWordSimiIarity—BSS (Finkelstein et al., 2001)
means of a dimensionality reduction operated by @VS353, also known as Finkelstein-353, consists
singular value decomposition (SVD) on the term-byyf 353 word pairs annotated by 13 human experts,
context matrixT, where the matrix is induced from g, 5 scale from 0 (unrelated) to 10 (synonyms).
alarge corpus. This reduction entails the abstractigfypijje containing thel/ C30 set, it poses an addi-
of meaning by collapsing similar contexts and disjonal degree of difficulty by also including phrases

counting noisy and irrelevant ones, hence transmm@e.g.,“Wednesday news’ proper names and tech-
ing the real world term-context space into a wordpjcal terms.

latent-concept space which achieves a much deepefry enaple a multilingual representation, we use
and concrete semantic representation of words.  he multilingual datasets introduced by (Hassan and
Salient Semantic Analysis. SSA (Hassan and Mihalcea, 2009), which are based upbhC'30 and
Mihalcea, 2011) incorporates a similar semantiél’S353. These multilingual datasets are built us-
abstraction and interpretation of words, by usinghng manual translations, following the same guide-
salient concepts gathered from encyclopedic knowlines adopted for the generation and the annotation
edge, where a concept is defined as an unambigof their original English counterparts. These manu-
ous word or phrase with a concrete meaning, whically translated collections, available in Arabic, Span-
can afford an encyclopedic definition. The linksish, and Romanian, allow us to infer an upper bound
available between Wikipedia articles, obtained eifor the multilingual semantic relatedness model.
ther through manual annotation by the Wikipedia Moreover, in order to provide a more realistic
users or using an automatic annotation process, aeenario, where manual translations are not avail-
regarded as clues or salient features within the teable, we also create multilingual datasets by auto-
that help define and disambiguate its context. Thisatically translating the three English datasets into
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Arabic, Spanish and RomanidrSimilar to how the measured a.64.
manually translated datasets were created by provid-First, we construct a multilingual, manually trans-
ing the bilingual speakers with one word pair at dated text-to-text relatedness dataset based on the
time, for the automatic translation each word pair istandardLi30 corpus® Native speakers of Spanish,
processed as a single query to the translation engirRomanian and Arabic, who were also highly profi-
Thus, the co-occurrence metrics derived from largeient in English, were asked to translate the entries
corpora are able to play a role in providing a disdrawn from the English collection. They were pre-
ambiguated translation instead of defaulting to theented with one sentence at a time, and asked to pro-
most frequently used sense if the words were to béde the appropriate translation into their native lan-
processed individually. This allows for the embedguage. Since we had five Spanish, two Arabic, and
ded word pair relatedness to be transferred to oth@go Romanian translators, an arbitrator (native to the
languages as well. language) was charged with merging the candidate
translations by proposing one sentence per language.
Furthermore, to test the abstraction of semantics
We use three standard text-to-text datasets. from the choice of underlying language, we asked
Lee50 (Lee and Welsh, 2005) is a compilation ofthree different Spanish human experts to re-score the
50 documents collected from the Australian BroadSpanish text-pair translations on the same scale used
casting Corporation’s news mail service. Each dodn the construction of the English collection. The
ument is scored by ten annotators on a scale fromcbrrelation between the relatedness scores assigned
(unrelated) to 5 (alike) based on its semantic relatedturing this experiment and the scores assigned to the
ness to all the other documents. The users’ annotariginal English experiment was77 — 0.86, indi-
tion is then averaged per document pair, resulting icating that the translations provided by the bilingual
2,500 document pairs annotated with their similaritjudges were correct and preserved the semantics of
scores. Since it was found that there was no signifhe original English text-pairs. As was the case
icant difference between annotations given a diffeffor the manually constructed word-to-word datasets
ent order of the documents in a pair (Lee and Welslpreviously described, the metrics obtained on the
2005), the evaluations are carried out on only 122&anually translated.i30 dataset will also act as an
document pairs after ignoring duplicates. upper bound for the text-to-text evaluations.
Li30 (Li et al., 2006) is a sentence pair similar- Finally, for a more sensible scenario where the
ity dataset obtained by replacing each of fR@€65 text fragments do not require manual translations
word-pairs with their respective definitions extractedn order to compute their semantic relatedness, we
from the Collins Cobuild dictionary (Sinclair, 2001). create a multilingual version of the three English
Each sentence pair was scored between 0 (unrelatefdtasets by employing statistical machine translation
to 4 (alike) by 32 native English speakers, and theio translate the texts into the other three languages.
annotations were averaged. Due to the skew in th&ach text pair was processed through two separate
scores toward low similarity sentence-pairs, they setueries to the translation engine, since the two text
lected a subset of 30 sentences from the 65 senterfe®gments contain sufficient information to prompt
pairs to maintain an even relatedness distribution. an in-context translation on their own.
AG400 (Mohler and Mihalcea, 2009b) is a domain
specific dataset from the field of computer sciencdy Framework
used to evaluate the application of semantic relat-
edness measures to real world applications such ¥ generat&'sA, LSA andESA vectorial models
short answer grading. We employ the version prd©r English, Romanian, Arabic, and Spanish, using
posed by (Hassan and Mihajcea’ 2011) which Coﬁhe same Wlklpedla 2010 versions for all the Sys-
sists of 400 student answers along with the corrdems (e.g., theSSA, LSA and ESA relatedness
sponding questions and correct instructor answerdieasures for Spanish are all trained on the same
Each student answer was graded by two judges érPanish Wikipedia version).
a scale from 0 (completely wrong) to 5 (perfect an- We construct a multilingual model by considering
swer). The correlation between human judges wag Wword- or text-pair from a source language along

4.2 Text Relatedness

2For all the automatic translations we used the Google ®Dataset is available for download ht t. csci . unt.
Translate service. edu/ i ndex. php?P=r esear ch/ downl oads
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with its translations in the other languages. To eval- Then, the correlation between the gold standard
uate this multilingual model in a way that reducedlistribution G and the generated scores can be cal-
the bias that may arise from choosing one languageilated as follows:
over the other, we do the following: we start from a 1
source language and generate all the possible combEorrelc, (D, G) = Z Correl.,(D;, G),
nations of this language with the available language |Chl ci€Ch
set{ar,en,es,ro}. Within each combination, we 4
average the monolingual model scores for the larwhereCorrel can stand for Pearson)( Spearman
guages in this combination with respect to the targép), or their harmonic mean.j, as also reported in
word- or text-pair into a final relatedness score.  (Hassan and Mihalcea, 2011).

For example, let us consider Spanish as the source )
language, then the possible combinations of the laf- Evaluations

guages that include the source language will bg, this section we revisit the questions formulated in
{{es}, {es,ar}, {es,ro}, {es,en}, {es,ar,en}t, the introduction, and based on different experiment
{es,ar,ro}, {6_376”77“0}’ ~and {es, ar,en,ro}}. setups following the framework introduced in Sec-
For each possible combination, we aggregate thg,, 5 e provide an answer to each one of them.

scores of the languages in that combination. InthiB the task of i lated benefit
setting, a combination of size (cardinality) one will 0e€s the task ol semantic reiatedness benet

_ o o -
always be the source language and will serve as t}g: emthazeThurlggngggaﬁ?crertsai:t?c:Ir:)gés mvgge?:awamel
baseline. For every combination (e.d.es,ar}), ’ y

we average the individual monolingual relatednesésﬁl.l’.ESA| and%SA IOT (()jur manu&l})l())/ C%I;;f[?r)ggted
scores for a given word- or text-pair in this set. multiingual word relatedness( ’ )

Finally, to calculate the overall correlation ofand text relatedness dataselig {0), as described in

these generated multilingual models (one system p§|eg“°rr‘e4'1 lots the correlation scores achieved
combination size) with the human scores, we av- 'gu p : Iev

erage the correlation scores achieved over all t gross all the languages against the golc_j_ stan-
ard and then averaged across all the multilingual

: g_atasets. The figure shows a clear and steady im-
tions of the same size (e.q¢s, ro}, {es, en}). This Frovement (25% - 28% with respect to the mono-
in effect allows us to observe the cumulative perfor.—Ingual base"?‘e) achieved when more Iangugges are
mance irrespective of language choice, as we exte (_)rporated into the relatedness model. It is worth
the multilingual model to include more languages. ?otlng th"?‘t .bOth the Pegrson and Spearman corfela—
Formally, let V' be the number of languages, ions exhibit the same |mprovement pattern, which
be the set of all language combinations of sizand ﬁggfgrgzsoi;\gmg?;séi ttr;]"i; ratacllgtlgg r?;:;eslsgr%iagrise
¢: be one of the possible combinations of size fact that this trend is visible across all the systems
. supports the idea that a multilingual representation
Cn = {ci | leil = n,0 <i < (n)} (1) constitutes a better model for determining semantic
relatedness. Furthermore, we notice thatA is the
then the relatedness of a word- or text-paifrom  pest performing system under these settings, with a
the datasef” under this combination can be repreécorrelation improvement of approximate|y 15%.

sented as: To further analyze the role of the multilingual
. 1 , model and to explore whether some languages ben-
Sime; (p) = EZSWU(P) () eiit from using this abstraction more than others,
e we plot the correlation scores achieved by the indi-

gVvidual languages averaged over all the systems and
the datasets in Figure 2. We notice a sharp rise in
I. To evaluate the performance of the muItiIinguaperform"’lnce associated W'tr:) the addition of more
model, letD; be the generated relatedness distribd@nguages to the Arabic (42%) and the Romanian

tion for the dataseP using the combination;: (47%) models, and a slower rise for Spanish (23%).
The performance of English is also affected, but on

D, = {(p, Sim.,(p)) | p € P}. (3) a smaller scale (4%) when compared to the other

whereSim;(p) is the relatedness score of the wor
or text-pairp in the monolingual model of language
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Figure 1: Manual translation - average correlatipn ( Figure 2: Manual translation - average correlatipn (
r, p) obtained from incorporating scores from models in-, p) obtained by supplementing a source language with
other languages scores from other languages

languages. Not surprisingly, this correlates with th@rovement (12% - 35% with respect to the mono-
size of each corpus, where Arabic and Romanian ali@gual baseline) similar to the observed pattern in
the smallest, while English is the largest. the corresponding manual evaluations (Figure 1).
The results support the notion that resource poot/hile the overall achieved performance f615A
languages can benefit from languages with richdras dropped (from: = 0.793 to x = 0.71) when
and larger resources, such as English or Spanigtompared to the manual settings, we are still able
Furthermore, incorporating additional languages tt improve over the baseling.(= 0.635). LSA
English also leads to small improvements, which inseems to experience the highest relative improve-
dicates that the benefit, while disproportionate, ig1ent (35%), which might be due to its ability to
mutual. handle noise in these automatic settings. Over-
all Pearson and Spearman correlations exhibit the

Does the quality of translations affect the results? . t patt hich s th
As a natural next step, we investigate the role playe%"’Irne Improvement pattern, wnich supports the no-
on that even with the possibility of introducing

by the manual translations in the performance of thitO! . :
multilingual model. Since the previous evaluation oise through miss-translations, the models overall

require the availability of the word- or text-pairs enefit from the additional clues provided by the

in multiple languages, we attempt to see if we CanTItllmguIaI ret;?]res?fntattlop. N fic t lati
eliminate this restriction by automating the trans- 0 explore the efiect of automalic transiation on

lation process using statistical machine translatio“1e individual languages, we plot the correlation

(MT). Therefore, for a multilingual model employ- scores achieved via-vis a reference language, and

ing automated settings, the manual models propos,{é‘?ﬁer"’}g;a gvofrta” tthe_ Sf.temsfn.d the_agltorr;atlﬁ_ally
previously constitute an upper bound. ranslated datasets in Figure 4, in a similar fashion

We use the Google MT engifi¢o translate our to\l/:\;gur:etiZ. the similar rise in performan i
multilingual datasets into the target languages, ( € notice the simiiar fise in pertormance asso

es, ar, andro). We then repeat all the evaluationsCiated with the addition of more languages to the

I 0 i 0
using the newly constructed datasets. Arabic (20%) and the Romanian (37%) models, and

i i 0 i 0
Figure 3 shows the correlation scores achiev hSeIOeV\;firc?z?tLoer e?uptgrr:zt[]ic(%rGaﬁIZ':i]gnEnuga:IIisth i(s8£/)-.
across all the languages and averaged across all 'E d Y

e ! :
multilingual datasets constructed using automati{:r::;;%rotnhigrigctéag%\J’\?gdeovvygieet?ri igt/%rpn?atft
translation. We again see a clear and steady im- P

when compared to the manual translations (Figure
“This API is now offered as a paid service; Microsoft or2). A S|m|Ia_r behavior is also observed in Spanish
Babelfish automatic translation services are publicly availableand Romanian but on a lower scale.
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Figure 3: Automatic translation - average correlatipn ( Figure 4: Automatic translation - average correlatign (
r, p) obtained from incorporating scores from models in-, p) obtained by supplementing a source language with
other languages scores from other languages

A very interesting consideration is that Englishgiven language with information coming from mul-
experiences a stronger improvement when using atiple languages with no manual effort.
tomatic translations (8%) compared to manual tran% - .
lations (4%). This can be attributed to the trans=© 24" findings hold for different relatedness
lation engine quality in transferring English text todatasets?At last, encouraged by the small perfor-

other languages and to the fact that the statisticql2Nc€ d|ffer'ence betvyeen the use of manual ver-
translation (when accurate) can lead to a transl us automatic translations, we seek to explore how

tion that makes use of more frequently used word is multilingual model behaves under the different
which contribute to more robust relatedness medaradigms dictated by word relatedness versus text
latedness scenarios. Since our previous experi-

sures. When presented with a word pair, humalf i trained t llecti f hich
judges may provide a translation influenced by th1€Nts were constrained to collections Tor which we

form/root of the word in the source language, whictf/SC had @ manual translation, we perform a larger

may not be as commonly used as the output of %c;alg evaclluaﬁlotn dby 'g'ugéng a(;Jttorr][atlcl:atllydtrans-
MT system. For example, when presented with th ed word relatednessi(565) and text relatedness

pair “coast - shore,” a Romanian translator may b EFE50 andAG400) datasets into all the languages
tempted to provide “coat as a translation candi- In our language set, and repeat all the word-to-word

date for the first word in the pair, as it resembles th@nd text-to-text evaluations. _ _
English word in form. However, the Romanian word Table 1 shows the correlation scores achieved us-

is highly ambiguous, and in an authoritative Romald automatic translations on the word relatedness
nian dictionary its primary sense is that of rib, fol- datasets. Most models on most datasets benefit from
lowed by side, slope, and ultimately coast. Thus, #1€ multiingual representation (as shown by the fig-
MT system using a statistical inference may provid&"es in bold). Specifically, th&'SA model has an
a stronger translation such a&tn” that is far less improvement iy of 26% for WS353 and 15% for
ambiguous, and whose primary meaning is the on® C'30. This improvement is most evident in the
intended by the original pair. case of the largest dataset5353, where all the
Overall, the trend is positive and follows theMultilingual models exhibit a consistent and strong

pattern previously observed on the manually corR€rformance. .
structed datasets. This suggests that an automaticTable 2 reports the results obtained for the text
translation, even if more noisy, is beneficial and prol:elatedness datasets using automatic translation.

vides a way to reinforce semantic relatedness in While the ESA performance suffers in the multi-
lingual model, it is overshadowed by the improve-
*http: //dexonline.ro/ definitielcoasta ment experienced bfSA andSSA. The multilin-
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r P 0
Models || MC30 | RG65 | WS353 | MC30 | RG65 | WS353 || MC30 | RG65 | WS353
ESA,, | 0.645 | 0.644 | 0.487 | 0.742 | 0.768 | 0.525 || 0.690 | 0.701 | 0.506
ESA,, || 0.723 | 0.741 | 0.515 | 0.766 | 0.759 | 0.519 || 0.744 | 0.75 | 0.517
LSA,, | 0.509 |0.450 | 0.435 | 0.525 | 0.499 | 0.436 || 0.517 | 0.473 | 0.436
LSA,, || 0538 | 0.566 | 0.487 | 0.484 | 0.569 | 0.517 || 0.510 | 0.567 | 0.502
SSA,., |[0.771 | 0.824 | 0543 | 0.688 | 0.772 | 0.553 | 0.727 | 0.797 | 0.548
SSA, || 0.873 | 0.807 | 0.674 | 0.803 | 0.795 | 0.713 || 0.836 | 0.801 | 0.693

Table 1: Automatic translationr p, ;. correlations on the word relatedness datasets using imgitdl models.

r p 0
Models || LI30 | LEE50 | AG400 || LI30 | LEE50 | AG400 || LI30 | LEE50 | AG400
ESA., |[0.792]0.756 | 0.434 | 0.797| 0.48 | 0.392 || 0.795| 0.587 | 0.412
ESA,, || 0.776] 0.648 | 0.382 | 0.742| 0.339 | 0.358 || 0.759| 0.445 | 0.369
LSA,, | 0.829]/0.776 |0.400 || 0.824| 0.523 | 0.359 | 0.826| 0.625 | 0.379
LSA,, | 0.856| 0.765 | 0.46 | 0.855| 0.502 | 0.404 | 0.856| 0.606 | 0.43

SSA., | 0.840| 0.744 | 0520 || 0.843] 0.371 | 0.501 | 0.841| 0.495 | 0.510
SSA, || 0.829]0.743 | 0539 | 0.87 | 041 |0.521 | 0.849|0.528 | 0.53

Table 2: Automatic translationr p,  correlations on the text relatedness datasets using mgital models.

gual model reports some of the best scores in treemantic relatedness requires us to employ cogni-
literature, such as a correlationsof= 0.856 and tive processes that are in large part independent of
p = 0.87 for L130 achieved byLSA andSSA, re- the language that we speak, it comes at no surprise
spectively. Not surprisinglys'S A is still a top con- that using relatedness clues originating from more
tender, achieving the highest scores fifFr400 and than one language allows for a better identification
L130. In AG400, SSA reports au of 0.53 which  of relationships between texts. While efficiency may
represents 4% improvement over the EnglishSA  be a concern, it is worth noting that the method is
model (x = 0.51) and al6% improvement over the highly parallelizable, as the individual relatedness
best knowledge-based systelftC' (1 = 0.457). measures obtained before the aggregation step can
It is important to note that the evaluation in Ta-be calculated in parallel.
bles 1 and 2 are restricted to data translated from En- Ngaply, all the relatedness measures that we ex-

glish into a target language. English, as a resourcgarimented with exhibited the same improvement
rich language, has an extensive and robust monoligrang. \While this framework allows languages with
gual model, yet it can still be enhanced with addizcarce electronic resources, such as Romanian and
tional clues originating from other languages. ACarabic, to obtain very large improvements in seman-
cordingly, we only expected small improvements i rejatedness as compared to the monolingual mea-
these two experiments, unlike the cases where Weres improvements are also noticed for languages

start from resource-poor languages such as ROM@iin richer resources such as English.
nian or Arabic (see Figures 2 and 4).
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In recent years, Wikipedia has been used as a
source of world knowledge in many natural lan-
guage processing applications.
tasks such as text categorization, information e
traction, information retrieval, question answering,
word sense disambiguation, semantic relatedne
and named entity recognition have been shown @
benefit from the semi-structured text of Wikipedia.
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Identifying Interlingual Linksin Wikipedia
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Abstract

Wikipedia is a Web based, freely available
multilingual encyclopedia, constructed in a
collaborative effort by thousands of contribu-
tors. Wikipedia articles on the same topic in
different languages are connected via interlin-
gual (or translational) links. These links serve
as an excellent resource for obtaining lexical
translations, or building multilingual dictio-
naries and semantic networks. As these links
are manually built, many links are missing
or simply wrong. This paper describes a su-
pervised learning method for generating new
links and detecting existing incorrect links.
Since there is no dataset available to evaluate
the resulting interlingual links, we create our
own gold standard by sampling translational
links from four language pairs using distance
heuristics. We manually annotate the sampled
translation links and used them to evaluate the
output of our method for automatic link detec-
tion and correction.
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on the size of Wikipedia. Currently, the English
Wikipedia alone has four million articles. However,
the combined Wikipedias for all other languages
greatly exceed the English Wikipedia in size, yield-
ing a combined total of more than 10 million arti-
cles in more than 280 languagesThe rich hyper-
link structure of these Wikipedia corpora in different
languages can be very useful in identifying various
relationships between concepts.

Wikipedia articles on the same topic in different
languages are often connected through interlingual
links. These links are the small navigation links
that show up in the “Languages” sidebar in most
Wikipedia articles, and they connect an article with
related articles in other languages. For instance,
the interlingual links for the Wikipedia article about
"Football” connect it to 20 articles in 20 different
languages. In the ideal case, a set of articles con-
nected directly or indirectly via such links would all
describe the same entity or concept. However, these
links are produced either by polyglot editors or by
automatic bots. Editors commonly make mistakes
by linking articles that have conceptual drift, or by
rlér]king to a concept at a different level of granularity.
For instance, if a corresponding article in one of the

A diverse set é?nguages does not exist, a similar article or a more
)general article about the concept is sometimes linked

Instead. Various bots also add new interlingual links
Qr attempt to correct existing ones. The downside of
bot is that an error in a translational link created
y editors in Wikipedia for one language propagates

Most approaches that use the world knowledge eﬁg Wikipedias in other languages. Thus, if a bot in-

coded in Wikipedia are statistical in nature an

éroduces a wrong link, one may have to search for

therefore their performance depends significantly http://en.wikipedia.org/wiki/Wikipedia:Sizef Wikipedia
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Language Code Articles  Redirects Users
English en 4,674,066 4,805,557 16,503,562
French fr 3,298,615 789,408 1,250,266
German  de 3,034,238 678,288 1,398,424
Italian it 2,874,747 319,179 731,750
Polish pl 2,598,797 158,956 481,079
Spanish  es 2,587,613 504,062 2,162,925
Dutch nl 2,530,250 226,201 446,458
Russian ru 2,300,769 682,402 819,812
Japanese jp 1,737,565 372,909 607,152
Chinese  c¢n 1,199,912 333,436 1,171,148

Table 1: Number of articles, redirects, and users for thentop Wikipedia editions plus Chinese. The total number
of articles also includes the disambiguation pages.

the underlying error in a different language versiomumber of articles) and the quality (potential errors
of Wikipedia. are quickly corrected within the collaborative envi-
The contributions of the research described in thigonment) of this online resource.
paper are two-fold. First, we describe the construc- The basic entry in Wikipedia is aarticle (or
tion of a dataset of interlingual links that are autopage, which defines and describes an entity or an
matically sampled from Wikipedia based on a set oévent, and consists of a hypertext document with hy-
distance heuristics. This dataset is manually anngerlinks to other pages within or outside Wikipedia.
tated in order to enable the evaluation of method§he role of the hyperlinks is to guide the reader to
for translational link detection. Second, we describpages that provide additional information about the
an automatic model for correcting existing links andentities or events mentioned in an article. Articles
creating new links, with the aim of obtaining a moreare organized inteategories which in turn are or-
stable set of interlingual links. The model’'s paramganized into category hierarchies. For instance, the
eters are estimated on the manually labeled dataseticle automobileis included in the categoryehi-
using a supervised machine learning approach. cle, which in turn has a parent category nanmed-
The remaining of this paper is organized as folehing and so forth.
lows: Section 2 briefly describes Wikipedia and Each article in Wikipedia is uniquely referenced
the relevant terminology. Section 3 introduces ouby an identifier, consisting of one or more words
method of identifying a candidate set of translationadeparated by spaces or underscores and occasionally
links based on distance heuristics, while Section 4 parenthetical explanation. For example, the article
introduces the methodology for building a manuallyfor bar with the meaning ofcounter for drinks” has
annotated dataset. Section 5 describes the machthe unique identifiebar (counter)
learning experiments for detecting or correcting in- Wikipedia editions are available for more than
terlingual links. Finally, we present related work in280 languages, with a number of entries vary-
Section 6, and concluding remarks in Section 7. ing from a few pages to three millions articles or
more per language. Table 1 shows the nine largest
2 Wikipedia Wikipedias (as of March 2012) and the Chinese

Wikipedia, al ith th ber of articl d ap-
Wikipedia is a free online encyclopedia, represent- Kipedia, along wi © numberot articles and ap

. : : roximate number of contributofs.
ing the outcome of a continuous collaborative effor .

: . The ten languages mentioned above are also the
of a large number of volunteer contributors. Virtu-

ally any Internet user can create or edit a Wikipedicli"mgu"’lges used in our experiments. Note that Chi-

webpage, and this “freedom of contribution” has a  2yp://meta.wikimedia.org/wiki/Lisbf_Wikipedias
positive impact on both the quantity (fast-growing¢GrandTotal
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Relation Exists Via
SYMMETRY
en=Ball de=Ball Yes -
en=Hentriacontane it=Entriacontano No -
TRANSITIVITY
en=Deletion (phonology) fr=Amissement Yes nl=Deletie (taalkunde)

en=Electroplating fr=Galvanoplastie No -
REDIRECTIONS

en=Gun Dog de=Schiesshund Yes de=Jagdhund

en=Ball de=Ball No -

Table 2: Symmetry, transitivity, and redirections in Wigha

nese is the twelfth largest Wikipedia, but we decided  Link Total number Newly added
to include it at the cost of not covering the tenth type of links links
largest Wikipedia (Portuguese), which has close DL 26,836,572 -
similarities with other languages already covered RL 26,836,572 1,277,760
(e.g., French, Italian, Spanish). DP)/RP, 25,763,689 853,658
Relevant for the work described in this paper are  DP3/RP; 23,383,535 693,262
theinterlingual links which explicitly connect arti- DPyJRPy, 21,560,711 548,354

cles in different languages. For instance, the Englisp ble 3: Number of links identified in Wikinedi di
article forbar (unit) is connected, among others, to' 2'¢ 2 NUMber oTinks identiied in Wikipedia, as di-
rect, symmetric, or transitional links. The number of

_the Itqllan art'(_;lebar (unia di misurajand the Pol- newly added links, not known in the previous set of links,
ish articlebar (jednostka) On average, about half of i5 5150 indicated (e.gp P,/RP; adds 693,262 new links
the articles in a Wikipedia version include interlin-not found by direct or symmetric links, or by direct or
gual links to articles in other languages. The numbeeverse paths of length two).

of interlingual links per article varies from an aver-

age of five in the English Wikipedia, to ten in the

Spanish Wikipedia, and as many as 23 in the Arabigases in Wikipedia where these properties fail due

Wikipedia. to missing interlingual links. The table also shows
examples where the editors link an article from one

3 Identifying Interlingual Linksin language to a redirect page in another language.
Wikipedia In order to generate a normalized set of inter-

] ] ] ) o . lingual links between Wikipedias, we replace all the
The interlingual links connecting Wikipedias in dif- . jirect pages with the corresponding original arti-
ferent languages should ideally be symmetric an&es, so that each concept in a language is repre-
transitive. The symmetry property indicates that ifgtaq by one unique article. We then identify the

there is an interlingual linkl, — A between two  ¢4)10ing four types of simple interlingual paths be-
articles, one in language and one in language,  yyeen articles in different languages:
then the reverse linkd, «— Ag should also exist

in Wikipedia. According to the transitivity property, DL: Directlinks A, — Ag between two articles.
the presence of two linkd, — AgandAg — A,
indicates that the linki, — A, should also exist
in Wikipedia, wherea, (3 and+y are three different  p, p . pjrect, simple paths of lengthbetween two
languages. While these properties are intuitive, they o ijag

are not always satisfied due to Wikipedia’s editorial

policy that accredits editors with the responsibility RPy: Reverse, simple paths of lengthbetween
of maintaining the articles. Table 2 shows actual  two articles.

RL: Reverse linksA,, < Ag between two articles.
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en=Ball

it=Palla(sport) fr=Boule(solide)

fr=Ballon(sport)

Figure 1: A small portion of the multilingual Wikipedia
graph.

Figure 1 shows a small portion of the Wikipedia
graph, connecting Wikipedias in four languages:
English, German, Italian, and French. Correspond-
ingly, Table 4 shows a subset of the direct linkg,
reverse linksR L, direct translation path® P, and
reverse translation patl®P; of lengthsk = 2, 3, 4
for the graph in the figure.

Using these distance heuristics, we are able to
extract or infer a very large number of interlingual
links. Table 3 shows the number of direct links ex-
tracted from the ten Wikipedias we currently work
with, as well as the number of paths that we add by
enforcing the symmetry and transitivity properties.

4 Manual Evaluation of the Interlingual
Links

The translation links in Wikipedia, whether added
by the Wikipedia editors (direct links), or inferred by
the heuristics described in the previous section, are
not guaranteed for quality. In fact, previous work (de
Melo and Weikum, 2010b) has shown that a large
number of the links created by the Wikipedia users
are incorrect, connecting articles that are not transla-
tions of each other, subsections of articles, or disam-
biguation pages. We have therefore decided to run
a manual annotation study in order to determine the
quality of the interlingual links. The resulting anno-

Table 4: A subset of the direct Iinks, reverse Iinks, an(ﬂation can serve both as a go|d standard for evaluat-
inferred direct and reverse paths for the graph in Figure

iﬁg the quality of predicted links, and as supervision
for a machine learning model that would automati-
cally detect translation links.



Language pair o 1 2 3 4 translations of each other.

(English, German) 46 8 29 2 110

(English, Spanish) 22 19 19 13 123 1: Concepts that are remotely related and are not
(ltalian, French) |30 7 19 7 132 translations of each other.

(Spanish, Italian) | 21 8 17 13 136

. 0: Completely unrelated concepts or links be-
Table 6: Number of annotations on a scale of 0-4 foreach  veen an article and a portion of another arti-

pair of languages cle.

From the large pool of links directly available in To determlne the quality of the annotathns,
we ran an inter-annotator study for the (English-

Wikipedia or inferred automatically through sym- sh) | : h h
metry and transitivity, we sampled and then man>Panish) language pair. The two annotators had a

ually annotated 195 pairs of articles for each OF’earson correlation of 70%, which indicates good
pagreement. We also calculated their agreement

four language pairs: (English, German), (English; h ing th : ¢ 4i |
Spanish), (Italian, French), and (Spanish, Italiany.v en grouping the ratings from 0 to 4 in only two

The four language pairs were determined based &ﬁtegories: 0. 1, and 2 were mappechiotransia-

the native or near-native knowledge available in thion. whereas 3 and 4 were mappedtfansiation

group of annotators in our research group. The sarﬁ)-n this coa_rse scale, the annotators agre_ed 84% of
pling of the article pairs was done such that it cov!he time, with a kappa value of 0.61, which once

ers all the potentially interesting cases obtained b?,galn indicate good agreement.. ] ] ]
combining the heuristics used to identify interlin- | "€ @nnotations are summarized in the right side

gual links. The left side of Table 5 shows the com®f Table 5. For each quality rating, the table shows

bination of heuristics used to select the article pairdh® number of links annotated with that rating. Note

For each such combination, and for each languad@t this is a summary over the annotations of five
pair, we randomly selected 15 articles. Furthermor@nnotators, corresponding to the four language pairs,
we added 15 randomly selected pairs for the highe&F Well @s an additional annotation for (English,
quality combination (Case 1). Spanish).

For each language pair, the sampled links were Notsurprisingly, the links that are “supported” by
annotated by one human judge, with the exception &! the heuristics considered (Case 1) are the links
the (English, Spanish) dataset, which was annotat¥ith the highest quality. These are interlingual links
by two judges so that we could measure the intethat are present in Wikipedia and that can also be
annotator agreement. The annotators were asked/féerred through transitive path heuristics. Interest-

check the articles in each link and annotate the linl9ly. links that are only guaranteed to have a direct
on a scale from 0 to 4, as follows: link (DL) and no reverse link (RL) (Case 2) have a

rather low quality, with only 68% of the links being

4: Identical concepts that are perfect tranﬂatior@)nsidered to represent a perfect or a good transla-
of each other. tion (score of 3 or 4).

3: Concepts very close in meaning, which are '_I'able63ummarizes the annotatic_ms per Ianguage
good translations of each other, but a bettd?@!’- There appear to be some differences in the
translation for one of the concepts in the paiggallty of interlingual I|.nks extrqcted or' mferrgd for
also exists. The annotators are not required gyfferent languages, with (Spanish, ltalian) being the

identify a better translation in Wikipedia, theyIoair with the highest quality of links (76% of the

only have to use their own knowledge of the“nks are either perfect or good translations), while

language, e.g. “building” (English) may be aEninsh to German seems to have the lowest quality
good translation for “tore” (Spanish), yet a be,[_(only _57% of th_e links are perfect or good). For the
ter translation is known to exist. (English, Spanish) pair, we used the average of the
two annotators’ ratings, rounded up to the nearest
2: Conceptsthat are closely related but that are natteger.
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Combinations of heuristics to extract or infer interlingual links Link quality on a 0-4 scale

Cases | DL RL DP, RP, DP; RP; DPy RPy Samples 0 1 2 3 4

Casel |y y y y y y y y 30 6 3 6 6 129
Case?2 |y n - - - - - - 15 15 3 6 3 48
Case3 | n y - - - - - - 15 13 3 8 4 47
Case4 | n n y y - - - - 15 6 3 16 4 46
Caseb5 | n n - - y y - - 15 13 9 12 4 28
Case6 | n n - - - - y y 15 15 8 3 8 37
Case7 | n n n n - - - - 15 19 8 11 5 31
Case8 | n n - - n n - - 15 13 8 11 5 32
Case9 | n n - - - - n n 15 25 4 11 2 33
Case 10| y y n n - - - - 15 6 3 4 3 59
Case 11| y y - - n n - - 15 6 2 3 O 64
Case 12| y y - - - - n n 15 3 6 2 4 60

Table 5: Left side of the table: distance heuristics and remobsamples based on each distance heuristic. 'y’ indicate
that the corresponding path should exist, ‘n’ indicates tha corresponding path should not exist, ‘-’ indicates tha
we don't care whether the corresponding path exists or nghtRide of the table: manual annotations of the quality
of links, on a scale of 0 to 4, with 4 meaning perfect transtai

5 MachineLearning Experiments numerical classes in a linear regression méaddle

_ _ determine the correctness of the predictions on the
The manual annotations described above are gogekt gata by calculating the Pearson correlation with

indicators of the quality of the interlingual links thatrespect to the gold standard. The resulting corre-
can be extracted and inferred in Wikipedia. But sucfhtion was measured at 0.461. For comparison, we
manual annotations, because of the human effort igisq run an experiment where we only keep the pres-
volved, do not scale up, and therefore we cannot agyce or absence of the direct links as a featlrgy,

ply them on the entire interlingual Wikipedia graphjy, this case, the correlation was measured at 0.418,
to determine the links that should be preserved or thgnch is substantially below the correlation obtained
ones that should be removed. when using all the features. This indicates that the

Instead, we experiment with training maching@nterlingual links inferred through our heuristics are
learning models that would automatically determingydeed useful.

the quality of an interlingual link. As features, we _ _ _
use the presence or absence of direct or symmet-ln the coarse-grained experiments, the qua!lty rat-
ric links, along with the number of inferred paths ofi"9s 0. 1, and 2 are mapped to the translation
lengthk = 2,3, 4, as defined in Section 3. Table 7/aPel, while ratings 3 and 4 are mapped to tizs-
shows the feature vectors for the same four pairs tion label. We used the Ada Boost classifier with
articles that were used in Table 4. The feature vaf€Cision stumps as the binary classification algo-
ues are computed based on the sample network #im- When using the entire ftsature vectors, the
interlingual links from Figure 1. Each feature vectoCCUracy is measured at 73.97%, whereas the use
is assigned a numerical class, corresponding to ti§é only the direct links results in an accuracy of
manual annotation provided by the human judges.69-35%- Similar to the fine-grained linear regres-
We conduct two experiments, at a fine—graine&ion experiments, these coarse-grained experiments
and a coarse-grained level. In bc;th experiments wdrther validate the utility of the interlingual links
use all the annotations for all four language pairs tdf'fe"ed through the transitive path heuristics.

gether (i.e., a total of 780 examples), and perform
evaluations in a ten-fold cross validation scenario.
For the fine-grained experiments, we use all five 3*We use the Weka machine learning toolkit.
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Concept pair DL RL DP, DP; DPy RP, RP; RP, | Class
en=Ball de=Ball 1 1 1 1 0 1 1 0 4
en=Ball it=Palla (sport) | 1 1 2 0 0 2 0 0 4
en=Ball fr=Boule (solide)| 0 0 1 1 1 0 0 0 1
de=Ball fr=Ballon (sport)| 0 0 2 1 0 2 1 0 4

Table 7: Examples of feature vectors generated for fourlintgial links, corresponding to the concept pairs listed i
Table 4

6 Related Work 2008) designed a system that predicts new interlin-
. - gual links by using a classification based approach.
The multilingual nature of Wikipedia has been al-They extract certain types of links from bilingual
ready exploited to solve several number of languaggjikipedias, which are then used to create a set of
processing tasks. A number of projects have usegatyres for the machine learning system. In follow-
Wikipedia to build a multilingual semantic knowl- up work, (Erdmann et al., 2008; Erdmann et al.,
edge base by using the existing multilingual naturgggg) ysed an expanded set of features, which also
of Wikipedia. For instance, (Ponzetto and Strubéyccounted for direct links, redirects, and links be-
2007) derived a large scale taxonomy from the €Xyeen articles in Wikipedia, to identify entries for a
isting Wikipedia. In related work, (de Melo and pjlingual dictionary. In this line of work, the focus is
Weikum, 2010a) worked on a similar problem inmajnly on article content analysis, as a way to detect
which they combined all the existing multilingual yey potential translations, rather than link analysis
Wikipedias to build a stable, large multilingual tax-55 done in our work.
onomy. _ Finally, (de Melo and Weikum, 2010b) designed
The interlingual links have also been used fog gysiem that detects errors in the existing interlin-
cross-lingual information retrieval (Nguyen et a'-’gual links in Wikipedia. They show that there are a
2009) or to generate bilingual parallel corpora (MOTarge number of links that are imprecise or wrong,
hammadi and QasemAghaee, 2010). (Ni et alang propose the use of a weighted graph to produce
2011) used multilingual editions of Wikipedia t0 3 more consistent set of consistent interlingual links.

mine topics for the task of cross lingual text clasThejr work is focusing primarily on correcting ex-
sification, while (Hassan and Mihalcea, 2009) usefing links in Wikipedia, rather than inferring new
Wikipedias in different languages to measure cros$nks as we do.

lingual semantic relatedness between concepts and
texts in different languages. (Bharadwaj etal., 2010} conclusions
explored the use of the multilingual links to mine
dictionaries for under-resourced languages. Tha this paper, we explored the identification of trans-
developed an iterative approach to construct a paational links in Wikipedia. By using a set of heuris-
allel corpus, using the interlingual links, info boxestics that extract and infer links between Wikipedias
category pages, and abstracts, which they then pedifferent languages, along with a machine learn-
used to extract a bilingual dictionary. (Navigli anding algorithm that builds upon these heuristics to
Ponzetto, 2010) explored the connections that cafetermine the quality of the interlingual links, we
be drawn between Wikipedia and WordNet. Whileshowed that we can both correct existing transla-
no attempts were made to complete the existing linkonal links in Wikipedia as well as discover new
structure of Wikipedia, the authors made use of mdnterlingual links. Additionally, we have also con-
chine translation to enrich the resource. structed a manually annotated dataset of interlingual
The two previous works most closely related tdinks, covering different types of links in four pairs
ours are the systems introduced in (Sorg and Ciméf languages, which can serve as a gold standard for
ano, 2008) and (de Melo and Weikum, 2010a; devaluating the quality of predicted links, and as su-
Melo and Weikum, 2010b). (Sorg and Cimiano pervision for the machine learning model.
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In future work, we plan to experiment with ad-M. Mohammadi and N. QasemAghaee. 2010. Build-
ditional features to enhance the performance of the ing bilingual parallel corpora based on Wikipedla-
classifier. In particular, we would like to also include  ternational Conference on Computer Engineering and

content-based features, such as content overlap and‘PPlications 2:264-268. o
interlinking R. Navigli and S. Ponzetto. 2010. Babelnet: Building a
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Abstract

This paper presents a novel sentence cluster-
ing scheme based on projecting sentences over
term clusters. The scheme incorporates exter-
nal knowledge to overcome lexical variability
and small corpus size, and outperforms com-
mon sentence clustering methods on two real-
life industrial datasets.

1 Introduction

Clustering is a popular technique for unsupervised
text analysis, often used in industrial settings to ex-
plore the content of large amounts of sentences. Yet,
as may be seen from the results of our research,
widespread clustering techniques, which cluster sen-
tences directly, result in rather moderate perfor-
mance when applied to short sentences, which are
common in informal media.

In this paper we present and evaluate a novel
sentence clustering scheme based on projecting
sentences over term clusters. Section 2 briefly
overviews common sentence clustering approaches.
Our suggested clustering scheme is presented in
Section 3. Section 4 describes an implementation of
the scheme for a particular industrial task, followed
by evaluation results in Section 5. Section 6 lists
directions for future research.

2 Background

Sentence clustering aims at grouping sentences with
similar meanings into clusters. Commonly, vector
similarity measures, such as cosine, are used to de-
fine the level of similarity over bag-of-words encod-
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ing of the sentences. Then, standard clustering algo-
rithms can be applied to group sentences into clus-
ters (see Steinbach et al. (2000) for an overview).

The most common practice is representing the
sentences as vectors in term space and applying the
K-means clustering algorithm (Shen et al. (2011);
Pasquier (2010); Wang et al. (2009); Nomoto and
Matsumoto (2001); Boros et al. (2001)). An alterna-
tive approach involves partitioning a sentence con-
nectivity graph by means of a graph clustering algo-
rithm (Erkan and Radev (2004); Zha (2002)).

The main challenge for any sentence clustering
approach is language variability, where the same
meaning can be phrased in various ways. The
shorter the sentences are, the less effective becomes
exact matching of their terms. Compare the fol-
lowing newspaper sentence “The bank is phasing out
the EZ Checking package, with no monthly fee charged
for balances over $1,500, and is instead offering cus-
tomers its Basic Banking account, which carries a fee”
with two tweets regarding the same event: ~Whats
wrong.. charging $$ for checking a/c” and ”Now they
want a monthly fee!”. Though each of the tweets can
be found similar to the long sentence by exact term
matching, they do not share any single term. Yet,
knowing that the words fee and charge are semanti-
cally related would allow discovering the similarity
between the two tweets.

External resources can be utilized to provide such
kind of knowledge, by which sentence representa-
tion can be enriched. Traditionally, WordNet (Fell-
baum, 1998) has been used for this purpose (She-
hata (2009); Chen et al. (2003); Hotho et al. (2003);
Hatzivassiloglou et al. (2001)). Yet, other resources
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of semantically-related terms can be beneficial, such
as WordNet::Similarity (Pedersen et al., 2004), sta-
tistical resources like that of Lin (1998) or DIRECT
(Kotlerman et al., 2010), thesauri, Wikipedia (Hu et
al., 2009), ontologies (Suchanek et al., 2007) etc.

3 Sentence Clustering via Term Clusters

This section presents a generic sentence clustering
scheme, which involves two consecutive steps: (1)
generating relevant term clusters based on lexical se-
mantic relatedness and (2) projecting the sentence
set over these term clusters. Below we describe each
of the two steps.

3.1 Step 1: Obtaining Term Clusters

In order to obtain term clusters, a term connectivity
graph is constructed for the given sentence set and is
clustered as follows:

1. Create initially an undirected graph with
sentence-set terms as nodes and use lexical re-
sources to extract semantically-related terms
for each node.

2. Augment the graph nodes with the extracted
terms and connect semantically-related nodes
with edges. Then, partition the graph into term
clusters through a graph clustering algorithm.

Extracting and filtering related terms. In Sec-
tion 2 we listed a number of lexical resources pro-
viding pairs of semantically-related terms. Within
the suggested scheme, any combination of resources
may be utilized.

Often resources contain terms, which are
semantically-related only in certain contexts. E.g.,
the words visa and passport are semantically-related
when talking about tourism, but cannot be consid-
ered related in the banking domain, where visa usu-
ally occurs in its credit card sense. In order to dis-
card irrelevant terms, filtering procedures can be em-
ployed. E.g., a simple filtering applicable in most
cases of sentence clustering in a specific domain
would discard candidate related terms, which do not
occur sufficiently frequently in a target-domain cor-
pus. In the example above, this procedure would
allow avoiding the insertion of passport as related to
visa, when considering the banking domain.

Clustering the graph nodes. Once the term
graph is constructed, a graph clustering algorithm
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is applied resulting in a partition of the graph nodes
(terms) into clusters. The choice of a particular al-
gorithm is a parameter of the scheme. Many clus-
tering algorithms consider the graph’s edge weights.
To address this trait, different edge weights can be
assigned, reflecting the level of confidence that the
two terms are indeed validly related and the reliabil-
ity of the resource, which suggested the correspond-
ing edge (e.g. WordNet synonyms are commonly
considered more reliable than statistical thesauri).

3.2 Step 2: Projecting Sentences to Term
Clusters

To obtain sentence clusters, the given sentence set
has to be projected in some manner over the term
clusters obtained in Step 1. Our projection pro-
cedure resembles unsupervised text categorization
(Gliozzo et al., 2005), with categories represented
by term clusters that are not predefined but rather
emerge from the analyzed data:

1. Represent term clusters and sentences as vec-
tors in term space and calculate the similarity
of each sentence with each of the term clusters.

2. Assign each sentence to the best-scoring term
cluster. (We focus on hard clustering, but the
procedure can be adapted for soft clustering).

Various metrics for feature weighting and vector
comparison may be chosen. The top terms of term-
cluster vectors can be regarded as labels for the cor-
responding sentence clusters.

Thus each sentence cluster corresponds to a sin-
gle coherent cluster of related terms. This is con-
trasted with common clustering methods, where if
sentence A shares a term with B, and B shares an-
other term with C, then A and C might appear in the
same cluster even if they have no related terms in
common. This behavior turns out harmful for short
sentences, where each incidental term is influential.
Our scheme ensures that each cluster contains only
sentences related to the underlying term cluster, re-
sulting in more coherent clusters.

4 Application: Clustering Customer
Interactions

In industry there’s a prominent need to obtain busi-
ness insights from customer interactions in a contact
center or social media. Though the number of key



sentences to analyze is often relatively small, such
as a couple hundred, manually analyzing just a hand-
ful of clusters is much preferable. This section de-
scribes our implementation of the scheme described
in Section 3 for the task of clustering customer in-
teractions, as well as the data used for evaluation.
Results and analysis are presented in Section 5.

4.1 Data

We apply our clustering approach over two real-life
datasets. The first one consists of 155 sentences
containing reasons of account cancelation, retrieved
from automatic transcripts of contact center interac-
tions of an Internet Service Provider (ISP). The sec-
ond one contains 194 sentences crawled from Twit-
ter, expressing reasons for customer dissatisfaction
with a certain banking company. The sentences in
both datasets were gathered automatically by a rule-
based extraction algorithm. Each dataset is accom-
panied by a small corpus of call transcripts or tweets
from the corresponding domain. !

The goal of clustering these sentences is to iden-
tify the prominent reasons of cancelation and dissat-
isfaction. To obtain the gold-standard (GS) anno-
tation, sentences were manually grouped to clusters
according to the reasons stated in them.

Table 1 presents examples of sentences from the
ISP dataset. The sentences are short, with only one
or two words expressing the actual reason stated in
them. We see that exact term matching is not suffi-
cient to group the related sentences. Moreover, tra-
ditional clustering algorithms are likely to mix re-
lated and unrelated sentences, due to matching non-
essential terms (e.g. husband or summer). We note
that such short and noisy sentences are common
in informal media, which became a most important
channel of information in industry.

4.2 Implementation of the Clustering Scheme

Our proposed sentence clustering scheme presented
in Section 3 includes a number of choices. Below
we describe the choices we made in our current im-
plementation.

Input sentences were tokenized, lemmatized and
cleaned from stopwords in order to extract content-
word terms. Candidate semantically-related terms

"The bank dataset with the output of the tested methods will
be made publicly available.
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he hasn’t been using it all summer long
it’s been sitting idle for about it almost a year

I’'m getting married my husband has a computer
yeah I bought a new laptop this summer so

when I said faces my husband got laid off from work

well I'm them going through financial difficulties

Table 1: Example sentences expressing 3 reasons for can-
celation: the customer (1) does not use the service, (2)
acquired a computer, (3) cannot afford the service.

were extracted for each of the terms, using Word-
Net synonyms and derivations, as well as DIRECT?,
a directional statistical resource learnt from a news
corpus. Candidate terms that did not appear in the
accompanying domain corpus were filtered out as
described in Section 3.1.

Edges in the term graph were weighted with the
number of resources supporting the corresponding
edge. To cluster the graph we used the Chinese
Whispers clustering tool® (Biemann, 2006), whose
algorithm does not require to pre-set the desired
number of clusters and is reported to outperform
other algorithms for several NLP tasks.

To generate the projection, sentences were rep-
resented as vectors of terms weighted by their fre-
quency in each sentence. Terms of the term-cluster
vectors were weighted by the number of sentences
in which they occur. Similarity scores were calcu-
lated using the cosine measure. Clusters were la-
beled with the top terms appearing both in the un-
derlying term cluster and in the cluster’s sentences.

5 Results and Analysis

In this section we present the results of evaluating

our projection approach, compared to the common

K-means clustering method* applied to:

(A) Standard bag-of-words representation of sen-
tences;

2Available for download at www.cs.biu.ac.il/
~nlp/downloads/DIRECT.html. For each term we
extract from the resource the top-5 related terms.

3Available at http://wortschatz.informatik.
uni-leipzig.de/~cbiemann/software/CW.html

“We use the Weka (Hall et al., 2009) implementation. Due
to space limitations and for more meaningful comparison we re-
port here one value of K, which is equal to the number of clus-
ters returned by projection (60 for the ISP and 65 for the bank
dataset). For K = 20, 40 and 70 the performance was similar.



(B) Bag-of-words representation, where sentence’s
words are augmented with semantically-related
terms (following the common scheme of prior
work, see Section 2). We use the same set of
related terms as is used by our method.

(C) Representation of sentences in term-cluster
space, using the term clusters generated by our
method as vector features. A feature is acti-
vated in a sentence vector if it contains a term
from the corresponding term cluster.

Table 2 shows the results in terms of Purity, Recall
(R), Precision (P) and F1 (see “Evaluation of clus-
tering”, Manning et al. (2008)). Projection signifi-
cantly” outperforms all baselines for both datasets.

grouped in one term cluster. However, adding more
resources may introduce additional noise. Such de-
pendency on coverage and accuracy of resources is
apparently a limitation of our approach. Yet, as
our experiments indicate, using only two generic re-
sources already yielded valuable results.

a. Projection

credit card, card, mastercard, visa (38 sentences)
XXX has the worst credit cards ever

XXX MasterCard is the worst credit card I've ever had
ntuc do not accept XXX visa now I have to redraw $150...
XXX card declined again , $40 dinner in SF...

Table 2: Evaluation results.

For completeness we experimented with applying
Chinese Whispers clustering to sentence connectiv-
ity graphs, but the results were inferior to K-means.

Table 3 presents sample sentences from clusters
produced by projection and K-means for illustration.
Our initial analysis showed that our approach indeed
produces more homogenous clusters than the base-
line methods, as conjectured in Section 3.2. We con-
sider it advantageous, since it’s easier for a human to
merge clusters than to reveal sub-clusters. E.g., a GS
cluster of 20 sentences referring to fees and charges
is covered by three projection clusters labeled fee,
charge and interest rate, with 9, 8 and 2 sentences
correspondingly. On the other hand, K-means C
method places 11 out of the 20 sentences in a messy
cluster of 57 sentences (see Table 3), scattering the
remaining 9 sentences over 7 other clusters.

In our current implementation fee, charge and in-
terest rate were not detected by the lexical resources
we used as semantically similar and thus were not

3p=0.001 according to McNemar test (Dietterich, 1998).
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b. K-means C
Dataset | Algorithm | Purity | R P F1 fee, charge (57 sentences)
Projection 74 40 .68 .50 XXX playing games wit my interest
ISP K-means A .65 A8 22 .20 arguing w incompetent pol at XXX damansara perdana

K-means B .65 A3 24 17 XXX’s upper management are a bunch of rude pricks
K-means C .65 A8 .26 .22 XXX are ninjas at catching fraudulent charges.
Projection .79 26 53 35

Bank K-means A .61 14 14 14 Table 3: Excerpt from resul.ting clus.terings for the bank
K-means B .64 13 .19 .16 dataset. Bank name is substituted with XXX. Cluster la-
K-means C 67 17 21 .19 bels are given in italics. Two most frequent terms are

assigned as cluster labels for K-means C.

6 Conclusions and Future Work

We presented a novel sentence clustering scheme
and evaluated its implementation, showing signifi-
cantly superior performance over common sentence
clustering techniques. We plan to further explore
the suggested scheme by utilizing additional lexical
resources and clustering algorithms. We also plan
to compare our approach with co-clustering meth-
ods used in document clustering (Xu et al. (2003),
Dhillon (2001), Slonim and Tishby (2000)).
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Abstract

We present the results of several machine
learning tasks designed to predict rhetori-
cal relations that hold between clauses in
discourse. We demonstrate that organizing
rhetorical relations into different granularity
categories (based on relative degree of detail)
increases average prediction accuracy from
58% to 70%. Accuracy further increases to
80% with the inclusion of clause types. These
results, which are competitive with existing
systems, hold across several modes of written
discourse and suggest that features of informa-
tion structure are an important consideration
in the machine learnability of discourse.

1 Introduction

The rhetorical relations that hold between clauses
in discourse index temporal and event information
and contribute to a discourse’s pragmatic coherence
(Hobbs, 1985). For example, in (1) the NARRATION
relation holds between (1a) and (1b) as (1b) tempo-
rally follows (1a) at event time.

(D) . Pascale closed the toy chest.
. She walked to the gate.
. The gate was locked securely.

d. So she couldn’t get into the kitchen.

o o e

The ELABORATION relation, describing the sur-
rounding state of affairs, holds between (1b) and
(1c). (1c) is temporally inclusive (subordinated)
with (1b) and there is no temporal progression at
event time. The RESULT relation holds between (1b-
¢) and (1d). (1d) follows (1b) and its subordinated
ELABORATION relation (1c) at event time.
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Additional pragmatic information is encoded in
these relations in terms of granularity. Granularity
refers to the relative increases or decreases in the
level of described detail. For example, moving from
(1b) to (1c), we learn more information about the
gate via the ELABORATION relation. Also, moving
from (1b-c) to (1d) there is a consolidation of infor-
mation associated with the RESULT relation.

Through several supervised machine learning
tasks, we investigate the degree to which granularity
(as well as additional elements of discourse struc-
ture (e.g. tense, aspect, event)) serves as a viable
organization and predictor of rhetorical relations in
a range of written discourses. This paper is orga-
nized as follows. Section 2 reviews prior research
on rhetorical relations, discourse structure, granular-
ity and prediction. Section 3 discusses the analyzed
data, the selection and annotation of features, and
the construction of several machine learning tasks.
Section 4 provides the results which are then dis-
cussed in Section 5.

2 Background

Rhetorical relation prediction has received consid-
erable attention and has been shown to be useful
for text summarization (Marcu, 1998). Prediction
tasks rely on a number of features (discourse con-
nectives, part of speech, etc.) (Marcu and Echihabi,
2002; Lapata and Lascarides, 2004). A wide range
of accuracies are also reported - 33.96% (Marcu and
Echihabi, 2002) to 70.70% (Lapata and Lascarides,
2004) for all rhetorical relations and, for individ-
ual relations, CONTRAST (43.64%) and CONTINU-
ATION (83.35%) (Sporleder and Lascarides, 2005).
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We seek to predict the inventory of rhetorical
relations defined in Segmented Discourse Repre-
sentation Theory (“SDRT”) (Asher and Lascarides,
2003). In addition to the relations illustrated in
(1), we consider: BACKGROUND: It was Christ-
mas. Pascale got a new toy.; EXPLANATION: The
aardvark was dirty. It fell into a puddle.; CONSE-
QUENCE: If the aardvark fell in the puddle, then it
got dirty.; ALTERNATION: Pascale got an aardvark
or a stuffed bunny.; and CONTINUATION: Pascale
got an aardvark. Grimsby got a rawhide.

Discourses were selected based on Smith (2003)
who defines five primary discourse modes by: (1)
the situations (events and states) they describe; (2)
the overarching temporality (tense, aspect); and (3)
the type of text progression (temporal - text and
event time progression are similar; atemporal - text
and event time progression are not similar). These
contrastive elements inform the features selected
for the machine learning tasks discussed in Section
3.2. The five modes, narratives, reports (news ar-
ticles), description (recipes), information (scientific
essays), and argument (editorials) were selected to
ensure a balanced range of theoretically supported
discourse types.

2.1 Granularity of Information

Granularity in discourse refers to the relative degree
of detail. The higher the level of detail, the more
informative the discourse is. We assume that there
will be some pragmatic constraints on the informa-
tiveness of a discourse (e.g., consistent with Grice‘s
(1975) Maxim of Quantity). For our purposes, we
rely specifically on granularity as defined in Mulkar-
Mehta et al. (2011) (“MM”) who characterize gran-
ularity in terms of entities and events.

To illustrate, consider (2) where the rhetorical
structure indicates that (2b) is an ELABORATION of
(2a), the NARRATION relation holds between (2b)
and (2¢) and (2c) and (2d), and the RESULT relation
between (2d) and (2e).

(2) The Pittsburgh Steelers needed to win.
Batch took the first snap.

Then he threw the ball into the endzone.
. Ward caught the ball.

A touchdown was scored.

°opo0 o

Entities and events can stand in part-whole and
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causality relationships with entities and events in
subsequent clauses. A positive granularity shift in-
dicates movement from whole to part (more detail)
- e.g., Batch (2b) is a part of the whole Pittsburgh
Steelers (2a). A negative granularity shift indicates
movement from part to whole (less detail), or if
one event causes a subsequent event (if an event is
caused by a subsequent event, this is a positive shift)
- e.g., Ward’s catching of the ball (2d) caused the
scoring of the touchdown (2e). Maintained granular-
ities (not considered by MM) are illustrated in (2b-c)
and (2c-d). Clauses (2b) through (2d) are temporally
linked events, but there is no part-whole shift in, nor
a causal relationship between, the entities or events;
the granularity remains the same.

We maintain that there is a close relationship be-
tween rhetorical relations and granularity. Con-
sequently, rhetorical relations can be organized as
follows: positive: BACKGROUND, ELABORATION,
EXPLANATION; negative: CONSEQUENCE, RE-
SULT; and maintained: ALTERNATION, CONTINU-
ATION, NARRATION. The machine learning tasks
discussed in the remainder of the paper consider this
information in the prediction of rhetorical relations.

3 Data and Methods

Five written discourses of similar sentence length
were selected from each mode for 25 total dis-
courses. The discourses were segmented by inde-
pendent or dependent (subordinate) clauses, if the
clauses contained discourse markers (but, however),
and if the clauses were embedded in the sentence
provided in the orginal written discourse (e.g., John,
who is the director of NASA, gave a speech on Fri-
day). The total number of clauses is 1090, averaging
43.6 clauses per discourse (0=7.2).

3.1 Feature Annotation

For prediction, we use a feature set distilled from
Smith’s classification of discourses: TENSE and
ASPECT; EVENT (from the TimeML annotation
scheme (Pustejovksy, et al., 2005), Aspectual, Oc-
curence, States, etc.); SEQUENCE information as
the clause position normalized to the unit interval;
and discourse MODE. We also include CLAUSE
type - independent (/C) or dependent clauses (DC)
with the inclusion of a discourse marker (M) or not,



Table 1: Distribution of Relations by Granularity Type.

Relation \ Number (Avg.) ‘
Positive 515 (47 %)
BACKGROUND 315 (61%)
ELABORATION 161 (31%)
EXPLANATION 39 (7%)
Negative 59 (5%)
CONSEQUENCE 16 (26%)
RESULT 43 (71%)
Maintenance 490 (44 %)
ALTERNATION 76 (14%)
CONTINUATION 30 (6%)
NARRATION 384 (78%)

embedded (EM) or not - and GRANULARITY shift
categories which are an organization of the SDRT
rhetorical relations (Asher and Lascarides, 2003),
summarized in Table 1.

All 25 discourses were annotated by one of the au-
thors using only a reference sheet. The other author
independently coded 80% of the data (20 discourses,
four from each mode). Average agreement and Co-
hen’s Kappa (Cohen, 1960) statistics were computed
and are within acceptable ranges: TENSE (99.65
/.9945), ASPECT (99.30 / .9937), SDRT (77.42 /
.6850), and EVENT (75.88 / .6362).

These results are consistent with previously re-
ported annotations for rhetorical relations (Sporleder
and Lascarides, 2005; Howald and Katz, 2011),
event verbs and durations, tense and aspect (Puscasu
and Mititelu, 2008; Wiebe et al., 1997). Positive,
negative and maintained granularities were not an-
notated, but MM report a Kappa between .8500 and
1. The distribution of these granularities, based on
the organization of the annotated rhetorical relations
is presented in Table 1.

3.2 Machine Learning

Three supervised machine learning tasks were con-
structed to predict SDRT relations. The first task
(Uncollapsed) created a 8-way classifier to predict
the SDRT relations based on the feature set, omit-
ting the GRANULARITY feature. The second task
(Collapsed) created a 3-way classifier to predict
the GRANULARITY categories (the SDRT feature
was omitted). The third task (Combined) included
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Table 2: Relation Prediction - Combined Modes.

Feature | J48 | K* | NB | MCB |
Uncollapsed | 58.99 | 55.41 | 56.69 35
Collapsed | 69.90 | 70.18 | 69.81 41
Combined | 78.62 | 71.92 | 80.00 | 35 (70)

the GRANULARITY feature back into the Uncol-
lapsed 8-way classifier. We utilized the WEKA
toolkit (Witten and Frank, 2005) and treated each
clause as a vector of information (SDRT, EVENT,
TENSE, ASPECT, SEQUENCE, CLAUSE, MODE,
GRANULARITY), illustrated in (3)':

(3) a. The Pittsburgh Steelers needed to win.
START, State, Pa., N, .200, IC, NA, start
b. Batch took the first snap.
ELAB., Occ., Pa., N, .400, IC, NA, pos.
c. Then he threw the ball into the endzone.
NAR., Asp., Pa., N, .600, IC-M, NA, main.
d. Ward caught the ball.
NAR., Occ., Pa., N, .800, IC, NA, main.
e. A touchdown was scored.
RESULT, Occ., Pa., Perf., 1.00, IC, NA, neg.

We report results from the Naive Bayes (NB), J48
(C4.5 decision tree (Quinlan, 1993)) and K* (Cleary
and Trigg, 1995) classifiers, run at 10-fold cross-
validation.

4 Results

Table 2 indicates that the best average accuracy for
the Uncollapsed task is 58.99 (J48). The accu-
racy increases to 70.18 (K*) for the Collapsed task.
The accuracy increases further to 80.00 (NB) for the
Combined task. All accuracies are statistically sig-
nificant over majority class baselines (“MCB”’): Un-
collapsed (MCB = 35) - X2 =15.11,df. =0,p <
.001; Collapsed (MCB = 41) - 2 = 20.51, d.f. =
0, p <.001; and Combined (treating the best Col-
lapsed accuracy as the new baseline (MCB = 70)) -
x2=1.43,df. =0, p <.001.

As shown in Table 3, based on the NB 8-way
Combined classifier, the prediction accuracies of

"Note that what is being predicted is the rhetorical relation,
or associated granularity, with the second clause in a clause pair.
Tasks were performed where clause information was paired, but
this did not translate into improved accuracies.



Table 3: Individual Relation Prediction Accuracies (%).

Relation | A[ 1 | D [ N | R [T |
NAR. [ 7355100 | 100 | 94 | 96
RES. |75 |88 | 85 | 100 | 100 | 93

BACK. 93 192 | 96 | 87 | 94 | 92
ELAB. 57|41 | 69 | 21 48 | 69
CONSEQ. |20 | O 0 0 0 |37
ALTER. |50 |42 | O 0 43 | 27
CONTIN. | 8 | O 0 0 0 |23
EXPLAN. | O [20 ] O 9 0 2

Total |68 72| 92 | 74 | 74 [ 80 |

the individual modes are no more than 12 percent-
age points off of the average (80.00). Accura-
cies range from 68% A(rgument) (c=-12) to 92%
D(escription) (c=+12) with N(arrative), R(eport),
and I(nformation) being closest to average (o=-6-
8). For individual relation predictions, NARRATION,
RESULT and BACKGROUND have the highest total
accuracies followed by ELABORATION and CON-
TRAST. Performing less well is CONSEQUENCE,
ALTERNATION and CONTINUATION with EXPLA-
NATION performing the worst. All accuracies are
statistically significant above baseline (x? = 341.89,
d.f. =7, p <.001).

5 Discussion and Conclusion

Using the Collapsed performance as a baseline for
the Combined classifier, we discuss the features
contributing to the 10 percentage point increase as
well as the optimal (minimal) set of features for pre-
diction. The best accuracies for the Combined ex-
periment only require CLAUSE and GRANULAR-
ITY information; achieving 79.08% (NB - 44 above
MCB, f-score=.750). Both CLAUSE and GRANU-
LARITY are necessary. Relying only on CLAUSE
achieves a 48.25% accuracy (J48) and relying only
on GRANULARITY achieves 70.36% for all clas-
sifiers, but this higher accuracy is an artifact of the
organization as evidenced by the f-score (.585).

The relationship between CLAUSE and the
rhetorical relations is straightforward. For example,
the CONSEQUENCE relation is often an “intersenten-
tial” relation (if the aardvark fell in the puddle, then
it got dirty), each of the 16 CONSEQUENCE relations
are embedded. Similarly, 93% of all ELABORATION
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relations, which are temporally subordinating, are
embedded. Clause types appear to be a viable source
of co-varying information in rhetorical relation pre-
diction in the tasks under discussion.

The aspects of syntactic-semantic form and prag-
matic function in the relationship between granular-
ity and rhetorical relations is of central interest in
this investigation. Asher and Lascarides represent
discourses hierarchically through coordination and
subordination of information which corresponds to
changes in granularity. However, while the notion
of granularity enters into the motivation and formu-
lation of the SDRT inventory, it is not developed fur-
ther. These results potentailly allow us to say some-
thing deeper about the structural organization of dis-
course as it relates to granularity.

In particualr, while there is some probabilistic
leverage in collapsing categories, it is not the case
that arbitrary categorizations will perform similarly.
This observation holds true even for theoretically
informed categorizations. For example, organizing
the SDRT inventory into coordinated and subordi-
nated relations yields lower performance on relation
prediction. Coordinated and subordinated can be
predicted with 80% accuracy, but the prediction of
the individual relations given the category performs
only at 70%. Since the granularity-based organiza-
tion presented here performs better, we suggest that
the pragmatic function of the relation is more sys-
tematic than the syntactic-semantic form of the rela-
tion.

Future research will focus on more data, differ-
ent machine learning techniques (e.g. unsupervised
learning) and automatization. Where clause, tense,
aspect and event are readily automatable, rhetorical
relations and granularity are less so. Automatically
extracting such information from an annotated cor-
pus such as the Penn Discourse Tree Bank is cer-
tainly feasible. However, the distribution of genres
in this corpus is somewhat limited (i.e., predomi-
nately news text (Webber, 2009)) and calls into ques-
tion the generalizeability of results to other modes of
discourse. Overall, we have demonstrated that the
inclusion of a granularity-based organization in the
machine learning prediction of rhetorical relations
increases performance by 37%, which is roughly
14% above previous reported results for a broader
range of discourses and relations.
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Abstract

The correct choice of words has proven chal-
lenging for learners of a second language and
errors of this kind form a separate category
in error typology. This paper focuses on one
known example of two verbs that are often
confused by non-native speakers of Germanic
languages, to make and to do. We conduct ex-
periments using syntactic information and im-
mediate context for Dutch and English. Our
results show that the methods exploiting syn-
tactic information and distributional similarity
yield the best results.

1 Introduction

When learning a second language, non-native speak-
ers make errors at all levels of linguistic analy-
sis, from pronunciation and intonation to language
use. Word choice errors form a substantial part
of all errors made by learners and may also be
observed in writing or speech of native speak-
ers. This category of errors includes homophones.
Some commonly known confusions in English are
accept-except, advice-advise, buy-by-bye, ate-eight,
to name but a few. Other errors can be explained
by a non-native speaker’s inability to distinguish be-
tween words because there exists only one corre-
sponding word in their native language. For ex-
ample, Portuguese and Spanish speakers have diffi-
culties to differentiate between te doen (to do) and
te maken (to make), and Turkish between kunnen
(can), weten (to know) and kennen (to know) in
Dutch (Coenen et al., 1979). Adopting terminol-
ogy from Golding and Roth (1999) and Rozovskaya
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and Roth (2010), do/make and kunnen/kennen/weten
form two confusion sets. However, unlike the case
of kunnen/kennen/weten, where the correct choice is
often determined by syntactic context !, the choice
between to make and fo do can be motivated by
semantic factors. It has been argued in the litera-
ture that the correct use of these verbs depends on
what is being expressed: fo do is used to refer to
daily routines and activities, while fo make is used to
describe constructing or creating something. Since
word choice errors have different nature, we hypoth-
esize that there may exist no uniform approach to
correct them.

State-of-the-art spell-checkers are able to detect
spelling and agreement errors but fail to find words
used incorrectly, e.g. to distinguish to make from to
do. Motivated by the implications that the correct
prediction of two verbs of interest may have for au-
tomatic error correction, we model the problem of
choosing the correct verb in a similar vein to selec-
tional preferences. The latter has been considered
for a variety of applications, e. g. semantic role la-
beling (Zapirain et al., 2009). Words such as be or
do have been often excluded from consideration be-
cause they are highly polysemous and “do not select
strongly for their arguments” (McCarthy and Car-
roll, 2003). In this paper, we study whether semantic
classes of arguments may be used to determine the
correct predicate (e.g., fo make or to do) and con-
sider the following research questions:

1. Can information on semantic classes of direct

! Kunnen is a modal verb followed by the main verb, kennen
takes a direct object as in, e.g., to know somebody, and weten is
often followed by a clause (as in I know that).
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objects potentially help to correct verb choice
errors?

2. How do approaches using contextual and syn-
tactic information compare when predicting fo
make vs. to do?

The paper is organised as follows. Section 2.1
discusses the methods, followed by Section 2.2 on
data. The experimental findings are presented in
Section 2.3. We conclude in Section 3.

2 Experiments

We re-examine several approaches to selectional
preferences in the context of error correction. Ex-
isting methods fall into one of two categories, either
those relying on information from WordNet (Mc-
Carthy and Carroll, 2003), or data-driven (Erk,
2007; Schulte im Walde, 2010; Pado et al., 2007).
For the purpose of our study, we focus on the latter.

2.1 Methods

For each verb in question, we have a frequency-
based ranking list of nouns co-occurring with it
(verb-object pairs) which we use for the first two
methods.

Latent semantic clustering (LSC) Rooth et
al. (1999) have proposed a soft-clustering method to
determine selectional preferences, which models the
joint distribution of nouns n and verbs v by condi-
tioning them on a hidden class c. The probability of
a pair (v, n) then equals

P(v,n) = P(c)P(v]c)P(nlc)

ceC

ey

Similarity-based method The next classifier we
use combines similarity between nouns with rank-
ing information and is a modification of the method
described in (Pado et al., 2007). First, for all words
n; on the ranking list their frequency scores are nor-
malised between 0 and 1, f;. Then, they are weighed
by the similarity score between a new noun n; and a
corresponding word on the ranking list, n;, and the
noun with the highest score (1-nearest neighbour) is
selected:

@)

arg max f; x sim(nj,n;)
n;
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Finally, two highest scores for each verb’s ranking
list are compared and the verb with higher score is
selected as a preferred one.

In addition, if we sum over all seen words instead
of choosing the nearest neighbour, this will lead to
the original approach by Pado et al. (2007). In the
experimental part we consider both approaches (the
original method is referred to as SMP while the
nearest neighbour approach is marked by SMknn)
and study whether there is any difference between
the two when a verb that allows many different ar-
guments is considered (e.g., it may be better to use
the nearest neighbour approach for to do rather than
aggregating over all similarity scores).

Bag-of-words (BoW) approach This widely used
approach to document classification considers con-
textual words and their frequencies to represent doc-
uments (Zellig, 1954). We restrict the length of the
context around two verbs (within a window of 42
and +3 around the focus word, make or do) and
build a Naive Bayes classifier.

2.2 Data

Both verbs, to make and to do, license complements
of various kinds, e. g. they can be mono-transitive,
ditransitive, and complex transitive (sentences 1, 2,
and 3, respectively). Furthermore, make can be part
of idiomatic ditransitives (e.g., make use of, make
fun of, make room for) and phrasal mono-transitives
(e.g., make up) .

1. Andrew made [a cake]gop;-
2. Andrew made [his mum];.; [a cake]gop;-

3. Andrew made [his mum]g.5; happy.

For English, we use one of the largest cor-
pora available, the PukWAC (over 2 billion words,
30GB) (Baroni et al., 2009), which has been parsed
by MaltParser (Nivre and Scholz, 2004). We extract
all sentences with to do or to make (based on lem-
mata). The verb fo make occurs in 2,13% of sen-
tences, and the verb fo do in 3,27% of sentences in
the PukWAC corpus. Next, we exclude from con-
sideration phrasal mono-transitives and select sen-
tences where verb complements are nouns (Table 1).

For experiments in Dutch, we use the “Wikipedia
Dump Of 2010” corpus, which is a part of Lassy
Large corpus (159 million tokens), and is parsed by



LANG # sent # dobj (fo make) # dobj (to do)
EN 181,813,571 1,897,747 881,314
NL 8,639,837 15,510 6,197

Table 1: The number of sentences in English (EN) and Dutch (NL) corpora (the last two columns correspond to the

number of sentences where direct objects are nouns).

the Alpino parser (Bouma et al., 2001). Unlike in
English data, to make occurs here more often than
to do (3,3% vs. 1%). This difference can be ex-
plained by the fact that fo do is also an auxiliary verb
in English which leads to more occurrences in to-
tal. Similarly to the English data set, phrasal mono-
transitives are filtered out. Finally, the sentences
that contain either fo make or to do from wikiO1 up
to wikiO7 (19,847 sentences in total) have been se-
lected for training and wikiO8 (1,769 sentences in
total) for testing. To be able to compare our results
against the performance on English data, we sample
a subset from PukWAC which is of the same size as
Dutch data set and is referred to as EN (sm).

To measure distributional similarity for the near-
est neighbour method, we use first-order and
second-order similarity based on Lin’s information
theoretic measure (Lin, 1998). For both languages,
similarity scores have been derived given a subset
of Wikipedia (276 million tokens for English and
114 million tokens for Dutch) using the DISCO
API (Kolb, 2009).

2.3 Results

Table 2 and Table 3 summarize our results. When re-
ferring to similarity-based methods, the symbols (f)
and (s) indicate first-order and second-order similar-
ity. For the BoW models, =2 and £3 corresponds
to the context length. The performance is measured
by true positive rate (7P) per class, overall accuracy
(Acc) and coverage (Cov). The former indicates in
how many cases the correct class label (make or do)
has been predicted, while the latter shows how many
examples a system was able to classify. Coverage is
especially indicative for LCS and semantic similar-
ity approaches because they may fail to yield pre-
dictions. For these methods, we provide two evalua-
tions. First, in order to be able to compare results
against the BoW approach, we measure accuracy
and coverage on all test examples. In such a case,
if some direct objects occur very often in the test set
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and are classified correctly, accuracy scores will be
boosted. Therefore, we also provide the second eval-
uation where we measure accuracy and coverage on
(unique) test examples regardless of how frequent
they are. This evaluation will give us a better in-
sight into how well LCS and similarity-based meth-
ods work. Finally, we tested several settings for the
LSC method and the results presented here are ob-
tained for 20 clusters and 50 iterations. We remove
stop words 2 but do not take any other preprocessing
steps.

For both languages, it is more difficult to predict
to do than fo make, although the differences in per-
formance on Dutch data (NL) are much smaller than
on English data (EN (sm)). An interesting obser-
vation is that using second-order similarity slightly
boosts performance for to make but is highly unde-
sirable for predicting fo do (decrease in accuracy for
around 15%) in Dutch. This may be explained by the
fact that the objects of fo do are already very generic.
Our findings on English data are that the similarity-
based approach is more sensitive to the choice of
aggregating over all words in the training set or se-
lecting the nearest neighbour. In particular, we ob-
tained better performance when choosing the nearest
neighbour for fo do but aggregating over all scores
for to make. The results on Dutch and English data
are in general not always comparable. In addition
to the differences in performance of similarity-based
methods, the BoW models work better for predicting
to do in English but to make in Dutch.

As expected, similarity-based approaches yield
higher coverage than LSC, although the latter is su-
perior in terms of accuracy (in all cases but to do
in English). Since LSC turned out to be the most
computationally efficient method, we have also run
it on larger subsets of the PukWAC data set, up to
the entire corpus. We have not noticed any signifi-

2We use stop word lists for English and Dutch from http:
//snowball.tartarus.org/algorithms/.



LANG Method TP (to make) Cov (to make) TP (to do) Cov (to do) Acc (all) Cov (all)
EN (all) LSC 91.70 98.75 73.40 97.16 85.90 98.24
EN (sm) LSC 89.81 90.00 75.81 86.70 86.91 89.30
SMP (f) 84.89 98.82 69.89 95.14 81.78 98.03
SMP (s) 82.92 98.82 55.65 95.14 77.27 98.03
SMknn (f) 62.61 98.82 91.13 95.14 68.52 98.03
SMknn (s) 4.36 98.82 99.46 95.14 24.07 98.03
BoW =+2 36.41 100 82.21 100 46.01 100
BoW +3 32.26 100 84.10 100 43.13 100
NL LSC 98.75 91.79 95.74 93.37 98.09 92.13
SMP (f) 95.64 95.82 92.97 98.14 95.06 96.32
SMP (s) 97.52 95.82 76.75 98.14 93.00 96.32
SMknn (f) 94.14 95.82 92.97 98.14 93.89 96.32
SMknn (s) 96.09 95.82 78.64 98.14 92.30 96.32
BoW +2 89.34 100 61.19 100 83.44 100
BoW +3 91.06 100 54.18 100 83.32 100

Table 2: True positive rate (TP, %), accuracy (Acc, %) and coverage (Cov, %) for the experiments on English (EN)

and Dutch (NL) data.

LANG Method TP (to make) Cov (to make) TP (to do) Cov (to do) Acc (all) Cov (all)

EN (sm) LSC 80.88 77.12 52.60 74.76 73.73 76.51
SMP (f) 73.17 97.29 45.99 90.78 66.49 95.60
SMP (s) 77.00 97.29 33.69 90.78 66.36 95.60
SMknn (f) 31.18 97.29 82.35 90.78 43.76 95.60
SMknn (s) 4.36 98.82 98.93 90.78 25.76 95.60

NL LSC 94.85 63.40 86.59 76.64 92.39 66.83
SMP (f) 87.55 81.37 77.00 93.45 84.24 84.50
SMP (s) 91.16 81.37 54.00 93.45 80.52 84.50
SMknn (f)  80.72 81.37 76.00 93.45 79.66 84.50
SMknn (s) 85.54 81.37 55.00 93.45 76.79 84.50

Table 3: True positive rate (TP, %), accuracy (Acc, %) and coverage (Cov, %) for the experiments on English (EN)

and Dutch (VL) unique direct objects.

cant changes in performance; the results for the en-
tire data set, EN (all), are given in the first row of
Table 2. Table 3 shows the results for the methods
using direct object information on unique objects,
which gives a more realistic assessment of their per-
formance. At closer inspection, we noticed that
many non-classified cases in Dutch refer to com-
pounds. For instance, bluegrassmuziek (bluegrass
music) cannot be compared against known words in
the training set. In order to cover such cases, existing
methods may benefit from morphological analysis.

3 Conclusions

In order to predict the use of two often confused
verbs, to make and to do, we have compared two
methods to modeling selectional preferences against
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the bag-of-words approach. The BoW method is al-
ways outperformed by LCS and similarity-based ap-
proaches, although the differences in performance
are much larger for fo do in Dutch and for fo make
in English. In this study, we do not use any corpus of
non-native speakers’ errors and explore how well it
is possible to predict one of two verbs provided that
the context words have been chosen correctly. In the
future work, we plan to label all incorrect uses of to
make and to do and to correct them.
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Abstract

Text reuse is common in many scenarios and
documents are often based, at least in part, on
existing documents. This paper reports an ap-
proach to detecting text reuse which identifies
not only documents which have been reused
verbatim but is also designed to identify cases
of reuse when the original has been rewrit-
ten. The approach identifies reuse by compar-
ing word n-grams in documents and modifies
these (by substituting words with synonyms
and deleting words) to identify when text has
been altered. The approach is applied to a cor-
pus of newspaper stories and found to outper-
form a previously reported method.

1 Introduction

Text reuse is the process of creating new docu-
ment(s) using text from existing document(s). Text
reuse is standard practice in some situations, such as
journalism. Applications of automatic detection of
text reuse include the removal of (near-)duplicates
from search results (Hoad and Zobel, 2003; Seo and
Croft, 2008), identification of text reuse in journal-
ism (Clough et al., 2002) and identification of pla-
giarism (Potthast et al., 2011).

Text reuse is more difficult to detect when the
original text has been altered. We propose an ap-
proach to the identification of text reuse which is
intended to identify reuse in such cases. The ap-
proach is based on comparison of word n-grams, a
popular approach to detecting text reuse. However,
we also account for synonym replacement and word
deletion, two common text editing operations (Bell,
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1991). The relative importance of n-grams is ac-
counted for using probabilities obtained from a lan-
guage model. We show that making use of modified
n-grams and their probabilities improves identifica-
tion of text reuse in an existing journalism corpus
and outperforms a previously reported approach.

2 Related Work

Approaches for identifying text reuse based on
word-level comparison (such as the SCAM copy de-
tection system (Shivakumar and Molina, 1995)) tend
to identify topical similarity between a pair of doc-
uments, whereas methods based on sentence-level
comparison (e.g. the COPS copy detection sys-
tem (Brin et al., 1995)) are unable to identify when
text has been reused if only a single word has been
changed in a sentence.

Comparison of word and character n-grams has
proven to be an effective method for detecting text
reuse (Clough et al., 2002; Cedefio et al., 2009; Chiu
et al.,, 2010). For example, Cedefio et al. (2009)
showed that comparison of word bigrams and tri-
grams are an effective method for detecting reuse in
journalistic text. Clough et al. (2002) also applied
n-gram overlap to identify reuse of journalistic text,
combining it with other approaches such as sentence
alignment and string matching algorithms. Chiu et
al. (2010) compared n-grams to identify duplicate
and reused documents on the web. Analysis of word
n-grams has also proved to be an effective method
for detecting plagiarism, another form of text reuse
(Lane et al., 2006).

However, a limitation of n-gram overlap approach
is that it fails to identify reuse when the original
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text has been altered. To overcome this problem we
propose using modified n-grams, which have been
altered by deleting or substituting words in the n-
gram. The modified n-grams are intended to im-
prove matching with the original document.

3 Determining Text Reuse with N-gram
Overlap

3.1 N-grams Overlap (NG)

Following Clough et al. (2002), the asymmetric con-
tainment measure (eqn 1) was used to quantify the
degree of text within a document (A) that is likely to
have been reused in another document (B).

> count(ngram, A)
ngram € B

> count(ngram, B)
ngram € B

score, (A, B) =

ey

where count(ngram, A) is the number of times
ngram appears in document A. A score of 1 means
that document B is contained in document A and a
score of O that none of the n-grams in B occur in A.

3.2 Modified N-grams

N-gram overlap has been shown to be useful for
measuring text reuse as derived texts typically share
longer n-grams (> 3 words). However, the approach
breaks down when an original document has been
altered. To counter this problem we applied vari-
ous techniques for modifying n-grams that allow for
word deletions (Deletions) and word substitutions
(WordNet and Paraphrases), two common text edit-
ing operations.

Deletions (Del) Assume that w1, ws, ...w, is an
n-gram. Then a set of modified n-grams can be cre-
ated by removing one of the ws ... w,—1. The first
and last words in the n-gram are not removed since
they will also be generated as shorter n-grams. An
n-gram will generate n — 2 deleted n-grams and no
deleted n-grams will be generated for unigrams and
bigrams.

Substitutions Further n-grams can be created by
substituting one of the words in an n-gram with one
of its synonyms from WordNet (WN). For words
with multiple senses we use synonyms from all
senses. Modified n-grams are created by substitut-
ing one of the words in the n-gram with one of its
synonyms from WordNet.
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Similarly to the WordNet approach, n-grams can
be created by substituting one of the words with an
equivalent term from a paraphrase lexicon, which
we refer to as Paraphrases (Para). A paraphrase
lexicon was generated automatically (Burch, 2008)
and ten lexical equivalents (the default setting) pro-
duced for each word. Modified n-grams were cre-
ated by substituting one of the words in the n-gram
with one of the lexical equivalents.

3.3 Comparing Modified N-grams

The modified n-grams are applied in the text reuse
score by generating modified n-grams for the docu-
ment that is suspected to contain reused text. These
n-grams are then compared with the original docu-
ment to determine the overlap. However, the tech-
niques in Section 3.2 generate a large number of
modified n-grams which means that the number
of n-grams that overlap with document A can be
greater than the total number of n-grams in B, lead-
ing to similarity scores greater than 1. To avoid this
the n-gram overlap counts are constrained in a simi-
lar way that they are clipped in BLEU and ROUGE
(Papineni et al., 2002; Lin, 2004).

For each n-gram in B, a set of modified n-grams,
mod(ngram), is created.! The count for an in-
dividual n-gram in B, exp_count(ngram, B), can
be computed as the number of times any n-gram in
mod(ngram) occurs in A, see equation 2.

>

ngram’ €mod(ngram)

count(ngram’, A)  (2)

However, the contribution of this count to the text
reuse score has to be bounded to ensure that the com-
bined count of the modified n-grams appearing in
A does not exceed the number of times the origi-
nal n-gram occurs in B. Consequently the text reuse
score, scorey, (A, B), is computed using equation 3.

> min(exp-count(ngram, A), count(ngram, B))
ngram
eB

> count(ngram, B)
ngrameB

©))

3.4 Weighting N-grams

Probabilities of each n-gram, obtained using a lan-
guage model, are used to increase the importance of

IThis is the set of n-grams that could have been created by
modifing an n-gram in B and includes the original n-gram itself.



rare n-grams and decrease the contribution of com-
mon ones. N-gram probabilities are computed us-
ing the SRILM language modelling toolkit (Stolcke,
2002). The score for each n-gram is computed as
its Information Content (Cover and Thomas, 1991),
ie. —log(P). When the language model (LM) is
applied the scores associated with each n-gram are
used instead of counts in equations 2 and 3.

4 Experiments

4.1 METER Corpus

The METER corpus (Gaizauskas et al., 2001) con-
tains 771 Press Association (PA) articles, some of
which were used as source(s) for 945 news stories
published by nine British newspapers.

These 945 documents are classified as Wholly De-
rived (WD), Partially Derived (PD) and Non De-
rived (ND). WD means that the newspaper article
is likely derived entirely from the PA source text;
PD reflects the situation where some of the newspa-
per article is derived from the PA source text; news
stories likely to be written independently of the PA
source fall into the category of ND. In our experi-
ments, the 768 stories from court and law reporting
were used (WD=285, PD=300, ND=183) to allow
comparison with Clough et al. (2002). To provide a
collection to investigate binary classification we ag-
gregated the WD and PD cases to form a Derived set.
Each document was pre-processed by converting to
lower case and removing all punctuation marks.

4.2 Determining Reuse

The text reuse task aims to distinguish between lev-
els of text reuse, i.e. WD, PD and ND. Two versions
of a classification task were used: binary classifica-
tion distinguishes between Derived (i.e. WD U PD)
and ND documents, and ternary classification distin-
guishes all three levels of reuse.

A Naive Bayes classifier (Weka version 3.6.1) and
10-fold cross validation were used for the experi-
ments. Containment similarity scores between all
PA source texts and news articles on the same story
were computed for word uni-grams, bi-grams, tri-
grams, four-grams and five-grams. These five simi-
larity scores were used as features. Performance was
measured using precision, recall and F; measures
with the macro-average reported across all classes.
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The language model (Section 3.4) was trained us-
ing 806,791 news articles from the Reuters Corpus
(Rose et al., 2002). A high proportion of the news
stories selected were related to the topics of enter-
tainment and legal reports to reflect the subjects of
the new articles in the METER corpus.

5 Results and Analysis

Tables 1 and 2 show the results of the binary
and ternary classification experiments respectively.
“NG” refers to the comparison of n-grams in each
document (Section 3.1), while “Del”, “WN” and
“Para” refer to the modified n-grams created us-
ing deletions, WordNet and paraphrases respectively
(Section 3.2). The prefix “LM” (e.g. “LM-NG”) in-
dicates that the n-grams are weighted using the lan-
guage model probability scores (Section 3.4).

For the binary classification task (Table 1) it can
be observed that including modified n-grams im-
proves performance. This improvement is observed
when each of the three types of modified n-grams
is applied individually, with a greater increase being
observed for the n-grams created using the WordNet
and paraphrase approaches. Further improvement is
observed when different types of modified n-grams
are combined with the best performance obtained
when all three types are used. All improvements
over the baseline approach (NG) are statistically
significant (Wilcoxon signed-rank test, p < 0.05).
These results demonstrate that the various types of
modified n-grams all contribute to identifying when
text is being reused since they capture different types
of rewrite operations.

In addition, performance consistently improves
when n-grams are weighted using language model
scores. The improvement is significant for all types
of n-grams. This demonstrates that the information
provided by the language model is useful in deter-
mining the relative importance of n-grams.

Several of the results are higher than those re-
ported by Clough et al. (2002) (£7=0.763), despite
the fact their approach supplements n-gram overlap
with additional techniques such as sentence align-
ment and string search algorithms.

Results of the ternary classification task are
shown in Table 2. Results show a similar pattern
to those observed for the binary classification task



Approach H P ‘ R ‘ F ‘ ’ Approach H P ‘ R ‘ F ‘
NG 0.836 | 0.706 | 0.732 NG 0.596 | 0.557 | 0.551
LM-NG 0.846 | 0.722 | 0.746 LM-NG 0.615 | 0.579 | 0.574
Del 0.851 | 0.745 | 0.767 Del 0.612 | 0.584 | 0.579
LM-Del 0.858 | 0.765 | 0.785 LM-Del 0.633 | 0.611 | 0.606
WN 0.876 | 0.801 | 0.817 WN 0.644 | 0.636 | 0.631
LM-WN 0.879 | 0.810 | 0.825 LM-WN 0.649 | 0.640 | 0.635
Para 0.884 | 0.821 | 0.834 Para 0.662 | 0.653 | 0.647
LM-Para 0.888 | 0.831 | 0.843 LM-Para 0.669 | 0.659 | 0.654
Del+WN 0.889 | 0.835 | 0.847 Del+WN 0.655 | 0.649 | 0.643
LM-Del+WN 0.884 | 0.848 | 0.855 LM-Del+WN 0.668 | 0.656 | 0.650
Del+Para 0.892 | 0.841 | 0.853 Del+Para 0.665 | 0.658 | 0.652
LM-Del+Para 0.896 | 0.849 | 0.860 LM-Del+Para 0.661 | 0.662 | 0.655
WN-+Para 0.894 | 0.848 | 0.858 WN-+Para 0.668 | 0.661 | 0.655
LM-WN+Para || 0.896 | 0.865 | 0.871 LM-WN+Para || 0.680 | 0.675 | 0.668
Del+WN+Para | 0.897 | 0.856 | 0.865 Del+WN+Para | 0.669 | 0.666 | 0.660
LM-Del+WN+Para || 0.903 | 0.876 | 0.882 LM-Del+WN+Para || 0.688 | 0.689 | 0.683
| (Cloughetal.,2002) | — [ — [0.763| [ (Cloughetal,2002) [ — | — |0.664 |

Table 1: Results for binary classification

and the best result is also obtained when all three
types of modified n-grams are included and n-grams
are weighted with probability scores. Once again
weighting n-grams with language model scores im-
proves results for all types of n-gram and this im-
provement is significant. Results for several types of
n-gram are also better than those reported by Clough
et al. (2002) (F1=0.664).

Results for all approaches are lower for the
ternary classification. This is because the binary
classification task involves distinguishing between
two classes of documents which are relatively dis-
tinct (derived and non-derived) while the ternary
task divides the derived class into two (WD and PD)
which are more difficult to separate (see Table 3
showing confusion matrix for the approach which
gave best results for ternary classification).

6 Conclusion

This paper describes an approach to the analysis of
text reuse which is based on comparison of n-grams.
This approach is augmented by modifying the n-
grams in various ways and weighting them with
probabilities derived from a language model. Evalu-
ation is carried out on a standard data set containing
examples of reused journalistic texts. Making use of
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Table 2: Results for ternary classification

Classifiedas | WD PD ND
WD 139 94 14
PD 57 206 54
ND 1 13 191

Table 3: Confusion matrix when “LM-Del+WN+Para”
approach used for ternary classification

modified n-grams with appropriate weights is found
to improve performance when detecting text reuse
and the approach described here outperforms an ex-
isting approach. In future we plan to experiment
with other methods for modifying n-grams and also
to apply this approach to other types of text reuse.
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and related terms correspond to word lemmas, sta-
tistics collection from the corpus would be most

Corpus-based thesaurus construction for Mor- directly applied at the lemma level as well, using

phologically Rich Languages (MRL) is a com- m.prph.ological analyz_er and tagger (Linden and
plex task, due to the morphological variability ~ Piitulainen, 2004; Peirsman et al., 2008; Rapp,

of MRL. In this paper we explore alternative ~ 2009). However, due to the rich and challenging
term representations, complemented by cluster- morphology of MRL, such tools often have limited
ing of morphological variants. We introduce a  performance. In our research, the accuracy of a
generic algorithmic scheme for thesaurus con- state-of-the-art modern Hebrew tagger on a cross
struction i'n MRL, and demonstrate the empiri- genre corpus was only about 60%.

cal benefit of our methodology for a Hebrew Considering such limited performance of mor-
thesaurus. phological processing, we propose a schematic
. methodology for generating a co-occurrence based
1 Introduction thesaurus in MRL. In particular, we propose and

Corpus-based thesaurus construction has been/@estigate three options for term representation,
active research area (Grefenstette, 1994; Currg@Mely surface form, lemma and multiple lemmas,
and Moens, 2002; Kilgarriff, 2003; Rychly andsup_plemented with clustering of t(_arm. variants.
Kilgarriff, 2007). Typically, two statistical ap- While the default lemma representation is depend-
proaches for identifying semantic relationship§Nt on tagger performance, the two other represen-
between words were investigated: first-order, cd@tions avoid choosing the right lemma for each
occurrence-based methods which assume t¥4@rd occurrence. Instead, the multiple-lemma rep-
words that occur frequently together are topicalljgSentation assumes that the right analysis will ac
related (Schutze and Pederson, 1997) and secoRfiMmulate enough statistical prominence throughout
order, distributional similarity methods (Hindle,the corpus, while the surface representation solves
1990; Lin, 1998; Gasperin et al, 2001; Weeds affiorphological disambiguation "in retrospect’, by
Weir, 2003; Kotlerman et al., 2010), which Su(\:]geé:tlustermg term variants at the end of the extoscti _
that words occurring within similar contexts ardrocess. As the methodology provides a generic
semantically similar (Harris, 1968). scheme for exploring the alternative representation
While most prior work focused on English, we€Vels, each corpus and language-specific tool set
are interested in applying these methods to MRITight yield a different optimal configuration.
Such languages, Hebrew in our case, are character-
ized by highly productive morphology which ma Methodology

produce as many as thousands of word forms forfesauri usually contain thousands of entries,

given root form. _ termed herearget terms. Each entry holds a list of
Thesauri usually provideelated terms for each  related terms, covering various semantic relations.

entry term (denotethrget term). Since both target | this paper we assume that the list of targenser

Abstract
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is given as input, and focus on the process of els calculated. Then, candidates are sorted, and the
tracting a ranked list of candidate related termsighest rated candidate terms are clustered into
(termedcandidate terms) for each target term. The lemma-oriented clusters. Finally, wank the clus-

top ranked candidates may be further examinedrs according to their members' co-occurrence

(manually) by a lexicographer, who will select thescores and the highest rated clusters become relat-
eventual related terms for the thesaurus entry.  ed terms in the thesaurus.

Our methodologywas applied for statistical  Figure 1 presents the algorithm’s pseudo code.
measures of first order similarity (word co-The notionrep(term) is used to describe the possi-
occurrence). These statistics consider the numbae term representations and may be eishefiace,
of times each candidate term co-occurs with theest or all. In our experiments, when
target term in the same document, relative to thaiep(target term)best, the correct lemma was
total frequencies in the corpus. Common cananually assigned (assuming a lexicographer in-
occurrence metrics ai®ice coefficient (Smadja et volvement with each thesaurus entry in our set-
al, 1996), Pointwise Mutual Information (PMI) ting). While, wherrep(word)=best, the most prob-
(Church and Hanks, 1990) ahab-likelihood test  able lemma is assigned by the tagger (since there
(Dunning, 1993). are numerous candidates for each target term we
cannot resort the manual involvement for each of
them). The two choices farep(term) are inde-

Statistical extraction is affected by termPendent, resulting in nine possible configurations
representation in the corpus. Usually, related serr®f the algorithm for representing both the target
in a thesaurus alemmas, which can be identifiedterm and the candidate terms. Thus, these 9 con-
by morphological disambiguation tools. Howeverfigurations cover the space of possibilities forte

we present two other approaches for terffepresentation. Exploring all of them in a systemat
representation (either a target term or a candiddéemanner would reveal the best configuration in a
related term), which are less dependent darticular setting.

morphological processing.

Typically, a morphological analyzer produces
all possible analyses for a given token in the cor-
pus. Then, &art Of Speech (POS) tagger selects
the most probable analysis and solves morphology

2.1 Term Representation

I nput: target term, corpus, a pair of values for
rep(target_term) andep(word)
Output: clusters of related terms

target_term& rep(target_term)

disambiguation. However, considering the poor
performance of the POS tagger on our corpus, we|
distinguish between these two analysis levels.
Consequently, we examined three levels of term
representation: (i) Surface formu(face) (ii) Best
lemma, as indentified by a POS taggess(), and

(iii) All possible lemmas, produced by a morpho-
logical analyzerdll).

2.2

Algorithmic Scheme

docs_list& search(target_term)
FOR doc IN docs_list

FOR word IN doc

add rep(word) to candidates

ENDFOR
ENDFOR
compute co-occurrence scores for all candidates
sort(candidates) by score
clusters <€ cluster (top(candidates))
rank(clusters)
related term:< top(clusters

We used the following algorithmic scheme for the-  Figure 1: Methodology implementation algorithm

saurus construction. Our input is a target term i£3 Clusterin

one of the possible term representationsféce, ' 9
best or all). For each target term we retrieve all th@he algorithm of Figure 1 suggests clustering the

documents in the corpus where the target term agxtracted candidates before considering them for
pears. Then, we define a set of candidate ternts tilae thesaurus. Clustering aims at grouping together
consists of all the terms that appear in all theselated terms with the same lemma into clusters,
documents (this again for each of the three passihising some measure of morphological equivalence.
term representations). Next, a co-occurrence scokecordingly, an equivalence measure between re-
between the target term and each of the candidatated terms needs to be defined, and a clustering
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algorithm needs to be selected. Each obtained clumembers (corresponding to morphological variants

ter is intended to correspond to the lemma of a siof the candidate term).

gle candidate termObviously, clustering is mostly

needed for surface-level representation, in order 8 Case Study: Cross-genre Hebrew

group all different inflections of the same lemma.  Thesaurus

Yet, we note that it was also found necessary for .

the lemma-level representations, because the t%r research targets the construction of a cross

ger often identifies slightly different lemmas for nre thesaurus for the Responsa préjef_ﬁhe

the same term. corpus !nclude_s questions posed to rabpls_ along
The equivalence measure is used for building‘%'th their detailed rabbinic answers, consisting Of.

graph representation of the related terms. We refgf1ous genres and styles. |t contains 76,710 arti-

resented each term by a vertex and added an e and abogt 100 million word tokens, and was
between each pair of terms that were deem ed for previous IR and NLP research (Choueka,

equivalent. We investigated alternative equivar®’2: Fraenkel, 1976; Choueka et al., 1987; Kemel

lence measures for measuring the morpholo icgﬁ al, 2008). , .
g P g Unfortunately, due to the different genres in the

distance between two vertices in our graph. W .

considered the string edit distance measure a sponsa corpus, available .tOOIS for Hebrew pro-

suggested two morphological-based equivalen&,§ssmg perf_orm poorly on this corpus. In a prelim-

measures. The first measure, given two verticdary experiment, the POS tagger (Adler and
hadad, 2006) accuracy on the Responsa Corpus

terms, extracts all possible lemmas for each ter o )
and searches for an overlap of at least one lemnf4'S less than 60%, while the accuracy of the same
ger on modern Hebrew corpora is ~90% (Bar-

The second measure considers the most probaffe:
lemma of the vertices' terms and checks whethE@im et al., 2007). .

these lemmas are equal. The probability of a lemy- FO this project, wiarutlllged the MILA Hebrew
ma was defined as the sum of probabilities for ?orphologlcal Analyzet (ltai and Wintner, 2008;

morphological analyses containing the lemma, ug.ona@ and Wintner, 2008) and the (Adler and

ing a morpho-lexical context-independent prob Tlhadad 2006) POS tagger for lemma representa-

bilities approximation (Goldberg et al., 2008). Th lon. The_ Iatter_ hé.ld two important characteris_tics:
clustering was done by finding the connected co he f|rs_t is flexibility- Th|§ tagger aIIov_vs adapy

ponents in our graph of terms using the JUNGNE estimates of the prior (context-independent)
implementation (WeakComponentVertexCIusteré?mb""t"“ty of each morphological analysis in an

algorithm with default parameters). The connected’SuPervised manner, from an unlabeled corpus of

components are expected to correspond to differéRE @rget domain (Goldberg et al., 2008). The se-
lemmas of terms. Hierarchical clustering methodt2nd advantage is its mechanism for analyzing un-

(Jain et al., 1999) were examined as well (Sing| nown tokens (Adler et al., 2008). Since about

: ; : 0% of the words in our corpora are unknown
link and Complete-link clustering), but they were ™~ ) -
inferior P 9 y (with respect to MILA's lexicon), such mechanism

After applying the clustering algorithm, we re-is essential.

ranked the clusters aiming to get the best clusters iOL statlstllc(fogxéractlon, we used Iau;:‘bnﬁge
at the top of clusters list. We investigated tworsc 00K the top ocuments retrieved for the tar-

ing approaches for cluster ranking; maximizatioﬂet term and extracted candidate terms from them.

and averaging. The maximization approach assigRéce coefficient was used as our co-occurrence

the maximal score of the cluster members as t}q%easure, most probable lemma was considered for

cluster score. While the averaging approach aS%_UStering equivalence, and clusters were ranked
e

signs the average of the cluster members' scor ed on maximization, where the maximal score

the cluster scoreThe score obtained by either of Vas multiplied by cluster size.

the approaches may be scaled by the cluster length,
to account for the accumulative impact of all class
2 Corpus kindly provided - http://www.biu.ac.il/jhéBponsa/
3http://mila.cs.technion.ac.il/mila/eng/tools_anaytstml

“ http://lucene.apache.org/

! hitp://jung.sourceforge.net/
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4  Evaluation Candidate surface  best All
. Target

4.1 Dataset and Evaluation Measures = 5] 203 | 256t
The results reported in this paper were obtained Surface P R 21.0¢ 18.71
from a sample of 108 randomly selected terms F1 29.20] 24.55] 2199
from a list of 5000 terms, extracted from two pub- AP 2087, 1583 1413
licly available term lists: the University of Haiga R 46.70] 39.88| 36.97
entry list and Hebrew Wikipedia entri&s Best | P 2503 | 2308] 2094

In our experiments, we compared the perfor-| emma | F1 3259 | 2924 2674
mance of the alternative 9 configurations by four AP 26.84] 2086 19.32
commonly used IR measures: precision (P), rela- R 4713 | 4252| 4213
tive recall (R), F1, and Average Precision (AP). All P 2372| 2247| 21.23
The scores were macro-averaged. We assumed that lemmas | F1 31.5¢ 29.4C| 28.2¢
our automatically-generated candidate terms will AP 27.86 229¢| 211«

be manua”y filtered, thus, recall becomes more Table 1: Performances of the nine configuratrions
important than precision. Since we do not have any

pre-defined thesaurus, we evaluated the relative- Furthermore, we note that the target representa-
recall. Our relative-recall considered the numtfer &ion by all possible lemmas (all) yielded the biest
suitable related terms from the output of all metiand AP scores, which we consider as most im-
ods as the full set of related terms. As our systep@rtant for the thesaurus construction setting. The
yielded a ranked sequence of related terms clystdfgProvement over the common default best lemma
we also considered their ranking order. Thereforéépresentation, for both target and candidate, is
we adopted the recall-oriented AP for rankindgiotable (7 points) and is statistically significant

(Voorhees and Harman, 1999). according to the two-sided Wilcoxon signed-rank
test (Wilcoxon, 1945) at the 0.01 level for AP and
4.2  Annotation Scheme 0.05 for R.

The output of the statisf[ical extraction is a rah_ke5 Conclusions and Future Work

list of clusters of candidate related terms. Since

manual annotation is expensive and time consum- We presented a methodological scheme for ex-
ing, we annotated for the gold standard the top }#oring alternative term representations in statist
clusters constructed from the top 50 candidatal thesaurus construction for MRL, complemented
terms, for each target term. Then, an annotatby lemma-oriented clustering at the end of the pro-
judged each of the clusters' terms. A cluster waess. The scheme was investigated for a Hebrew
considered as relevant if at least one of its ternegoss-genre corpus, but can be generically applied

was judged relevaht in other settings to find the optimal configuration
in each case.
4.3 Results We plan to adopt our methodology to second

Table 1 compares the performance of all nine te
representation configurations. Due to data spar

is case there is an additional dimension, namely

ness, the lemma-based representations of the targaure representation, whose representation level
term outperform its surface representation. How> ?“I‘é be explct)r:e?j af Wde”- I'” iﬂdlcllolrt]', \\;Vve Fé'ag to
ever, the best results were obtained from candiddtg e OurMmV\e/Eo S 10 aeal wi ulti Word Ex-
representation at the surface level, which wa¥€SSions ( )-

complemented by grouping term variants to lem-
mas in the clustering phase. Acknowledgments

;%der distributional similarity methods as well. In
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Phrasal verbs in English, are syntactically define
as combinations of verbs and prepositions or par
cles, but semantically their meanings are general

Sorting out the Most Confusing English Phrasal Verbs

Yuancheng Tu
Department of Linguistics
University of Illinois
ytu@lIlinois.edu

Abstract

In this paper, we investigate a full-fledged
supervised machine learning framework for
identifying English phrasal verbs in a given
context. We concentrate on those that we de-
fine asthe most confusinghrasal verbs, in the
sense that they are the most commonly used
ones whose occurrence may correspond either
to atrue phrasal verb or an alignment of a sim-
ple verb with a preposition.

We construct a benchmark datdsetth 1,348
sentences from BNC, annotated via an Inter-
net crowdsourcing platform. This dataset is
further split into two groups, mor&liomatic
group which consists of those that tend to be
used as a true phrasal verb and mooenpo-
sitional group which tends to be used either
way. We build a discriminative classifier with
easily available lexical and syntactic features
and test it over the datasets. The classifier
overall achieves 79.4% accuracy, 41.1% er-
ror deduction compared to the corpus major-
ity baseline 65%. However, it is even more
interesting to discover that the classifier learns
more from the moreompositionalexamples
than thosediomaticones.

Introduction

tl-

Dan Roth
Department of Computer Science
University of lllinois
danr@I 1 inois. edu

notin anywhere either. (Kolln and Funk, 1998) uses
the test of meanintp detect English phrasal verbs,
i.e., each phrasal verb could be replaced by a single
verb with the same general meaning, for example,
usingyield to replacegive inin the aforementioned
sentence. To confuse the issue even further, some
phrasal verbs, for examplejive inin the follow-

ing two sentences, are used either as a true phrasal
verb (the first sentence) or not (the second sentence)
though their surface forms look cosmetically similar.

1. How many Englishmegave into their emo-
tions like that ?

2. ltis just this denial of anything beyond what is
directly given in experience that marks Berke-
ley out as an empiricist .

This paper is targeting to build an automatic learner
which can recognize a true phrasal verb from its
orthographically identical construction with a verb
and a prepositional phrase. Similar to other types
of Multiword Expressions (MWESs) (Sag et al.,
2002), the syntactic complexity and semantic id-
iosyncrasies of phrasal verbs pose many particular
challenges in empirical Natural Language Process-
ing (NLP). Even though a few of previous works
have explored this identification problem empiri-
cally (Li et al., 2003; Kim and Baldwin, 2009) and
Hweoretically (Jackendoff, 2002), we argue in this pa-
er that this context sensitive identification problem
I|s not so easy as conceivably shown before, espe-
é{ially when it is used to handle those marem-

not the direct sum of their parts. For exampigye
in meanssubmit, yieldin the sentenceAdam’s say-
ing it's important to stand firm , not give in to ter-
rorists. Adam was nogiving anything and he was

positionalphrasal verbs which are empirically used
either way in the corpus as a true phrasal verb or
a simplex verb with a preposition combination. In
addition, there is still a lack of adequate resources

http://cogcomp.cs.illinois.edu/page/resources/BVata or benchmark datasets to identify and treat phrasal
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verbs within a given context. This research is alseerb semantics, such as the investigation of the most
an attempt to bridge this gap by constructing a putzommon particleipby (Cook and Stevenson, 2006).
licly available dataset which focuses on some of the Research on token identification of phrasal verbs
most commonly used phrasal verbs within their moss much less compared to the extraction. (Li et
confusing contexts. al., 2003) describes a regular expression based sim-
Our study in this paper focuses on six of the mogple system. Regular expression based method re-
frequently used verbstake make have get do quires human constructed regular patterns and can-
andgive and their combination with nineteen com-not make predictions faDut-Of-Vocabularyphrasal
mon prepositions or patrticles, such as, in, up verbs. Thus, it is hard to be adapted to other NLP
etc. We categorize these phrasal verbs according épplications directly. (Kim and Baldwin, 2009) pro-
their continuum of compositionality, splitting them poses a memory-based system with post-processed
into two groups based on the biggest gap withitinguistic features such as selectional preferences.
this scale, and build a discriminative learner whichirheir system assumes the perfect outputs of a parser
uses easily available syntactic and lexical features sind requires laborious human corrections to them.
analyze them comparatively. This learner achieves The research presented in this paper differs from
79.4% overall accuracy for the whole dataset anthese previous identification works mainly in two
learns the most from the mowmpositionaldata aspects. First of all, our learning system is fully
with 51.2% error reduction over its 46.6% baselineautomatic in the sense that no human intervention
is needed, no need to construct regular patterns or
2 Related Work to correct parser mistakes. Secondly, we focus our

Phrasal verbs in English were observed as one kin tention on the comparison of the two groups of

of composition that is used frequently and constiP rasal verbs.:[_ thel mormilorc\a;ltlc grouptharld tr?‘?
tutes the greatest difficulty for language learner§'0'e compositionaigroup. € argue that whiie
oreidiomaticphrasal verbs may be easier to iden-

more than two hundred and fifty years ago in samudl! 0 o
Johnson'sDictionary of English Languade They tify and can have above 90% accuracy, there is still

have also been well-studied in modern Iinguisticénuch room to Ie_arn for those mOET“pOS“Or?‘?"
since early days (Bolinger, 1971; Kolln and I:unkphrasal verbs which tend to be used either positively

1998; Jackendoff, 2002). Careful linguistic descrippr negatively depending on the given context.

tions and investigations reveal a wide range of EnS
glish phrasal verbs that are syntactically uniform,
but diverge largely in semantics, argument strucve formulate the context sensitive English phrasal
ture and lexical status. The complexity and idiosynverb identification task as a supervised binary clas-
crasies of English phrasal verbs also pose a spsHfication problem. For each target candidate within
cial challenge to computational linguistics and ata sentence, the classifier decides if it is a true phrasal
tract considerable amount of interest and investiverb or a simplex verb with a preposition. Formally,
gation for their extraction, disambiguation as wellgiven a set ofn labeled examplegz;, v} ,, we

as identification. Recent computational research dearn a functionf : X — Y where) € {—1,1}.
English phrasal verbs have been focused on increaBhe learning algorithm we use is the soft-margin
ing the coverage and scalability of phrasal verbs bVM with L2-loss. The learning package we use
either extracting unlisted phrasal verbs from largés LIBLINEAR (Chang and Lin, 200%)

corpora (Villavicencio, 2003; Villavicencio, 2006), Three types of features are used in this discrimi-
or constructing productive lexical rules to genernative model. (1)Words given the window size from
ate new cases (Villanvicencio and Copestake, 2003he one before to the one after the target phrase,
Some other researchers follow the semantic regulawords feature consists of every surface string of
ities of the particles associated with these phrasall shallow chunks within that window. It can be
verbs and concentrate on disambiguation of phrasah n-word chunk or a single word depending on

Identification of English Phrasal Verbs

2|t is written in the Preface of that dictionary. Shttp://www.csie.ntu.edu.twicijlin/liblinear/
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the the chunk’s bracketing. (@hunkLabel the 3.2 Dataset Splitting
chunk name with the given window size, SUCNV&S  Tape 1 lists all verbs in the datasdbtal is the to-

PP, etc. (3parserBigram the bi-gram of the non- 5| nymper of sentences annotated for that phrasal
terminal label of the parents of both the verb anger, andpositiveindicated the number of examples
the particle. For example, from this partial tt®P \yhich are annotated as containing the true phrasal
(VB get)(PP (IN through)(NP (DT the)(NN day))) yerh usage. In this table, the decreasing percent-
the parent label for the vergetis VP and the par- ,qe of the true phrasal verb usage within the dataset
ent node label for the partickaroughis PP. Thus, jgicates the increasing compositionality of these
this feature value i%/P-PP. Our feature extractor phrasal verbs. The natural division line with this

is implemented in Java through a publicly availablg e is the biggest percentage gap (about 10%) be-
NLP library* via the tool called Curator (Clarke et tweenmakeout andgetat. Hence, two groups are

al., 2012). The shallow parser is publicly avail—sp”t over that gap. The mordiomatic group con-
able (Punyakanok and Roth, 20B8nd the parser gjsts of the first 11 verbs with 554 sentences and 91%
we use is from (Charniak and Johnson, 2005). o these sentences include true phrasal verb usage.
This data group is more biased toward the positive
3.1 Data Preparation and Annotation examples. The moreompositionaldata group has
12 verbs with 794 examples and only 46.6% of them
All sentences in our dataset are extracted from BNEgntain true phrasal verb usage. Therefore, this data

(XML Edition), a balanced synchronic corpus congroup is more balanced with respective to positive

sources of British English. We first construct a list of

phrasal verbs for the six verbs that we are interested [ Verb | Total [ Positive | Percent(%)]
in from two resources, WN3.0 (Fellbaum, 1998) getonto 6 6 1.00
and DIRECP. Since these targeted verbs are also ggggg‘;‘:ﬁzr gé gg 8-32
commonly us_ed in English I__|ght Ve_rb Co_nstructlonS getonwith | 70 67 096
(LVCs), we filter out LVCs in our list using a pub- getdownto | 17 16 0.94
licly available LVC corpus (Tu and Roth, 2011). The getby 11 10 0.91
result list consists of a total of 245 phrasal verbs. getgﬁh_ g 571 "255 8-22

. getbehin .

We then search over BNC and find sentences for all take.on 212 181 0.85
of them. We choose the frequency threshold to be getover 34 29 0.85
25 and generate a list of 122 phrasal verbs. Finally makeout 57 48 0.84
we manually pick out 23 of these phrasal verbs and getat 35 26 0.74
sample randomly 10% extracted sentences for each | 96ton 1421 103 0.73
. take after 10 7 0.70
of them for annotation. do.up 13 8 0.62
The annotation is done through a crowdsourcing getout 206 | 118 0.57
platforn?. The annotators are asked to identify true do.good 8 4 0.50
o . makefor 140 65 0.46
phrasal verbs within a _sentence. The reported inner- getit on 9 3 0.33
annotator agreement is 84.5% and the gold aver- getabout 20 6 0.30
age accuracy is 88%. These numbers indicate the makeover 12 3 0.25
good quality of the annotation. The final corpus give.in 18 2 0.23
haveon 81 13 0.16

consists of 1,348 sentences among which, 65% with
a true phrasal verb and 35% with a simplex verb-
preposition combination.

[Total: 23 [ 1348] 878 | 0.65 |

Table 1: The top group consists of the madéomatic
phrasal verbs with 91% of their occurrence within the

“http://cogcomp.cs.illinois.edu/software/edison/ dataset to be a true phrasal verb. The second group con-
Shttp://cogcomp.cs.illinois.edu/page/softwatiew/Chunker  sists of those moreompositionalbnes with only 46.6%
®http://u.cs.biu.ac.itnlp/downloads/DIRECT.html of their usage in the dataset to be a true phrasal verb.
"crowdflower.com
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3.3 Experimental Results and Discussion Wordsis the most effective feature with respect to
V\/t6heidiomaticgroup and the overall dataset. And the

Our results are computed via 5-cross validation. . .
o . chunkfeature is more effective towards tisempo-
plot the classifier performance with respect to the. . . . A
" Sitional group, which may explain the linguistic in-
overall dataset, the momompositionalgroup and .. .
- . L tuition that negative phrasal verbs usually do not be-
the moreidiomatic group in Figure 1. The clas-

sifier only improves 0.6% when evaluated on théong to the same syntactic chunk.

idiomatic group. Phrasal verbs in this dataset are Datasets

more biased toward behaving like an idiom regard- Overall | Compositional| Idiom.

less of their contexts, thus are more likely to be cap- [ Baseline| 65.0% 46.6% 91%

tured by rules or patterns. We assume this may ex- | Words | 78.8% 70.2% 91.%%6

plain some high numbers reported in some previ- Chunk | 65.6% 70.7% 89.4%
ParserBi| 64.4% 67.2% 89.4%

ous works. However, our classifier is more effec-
tive over the moreompositionalgroup and reaches Table 2: Accuracies achieved by the classifier when
73.9% accuracy, a 51.1% error deduction comparinigsted on different data groups. Features are used indi-
to its majority baseline. Phrasal verbs in this set tenydually to evaluate the effectiveness of each type.

to be used equally likely as a true phrasal verb and

as a simplex verb-preposition combination, dependt  Conclusion

ing on their context. We argue phrasal verbs such 37 this paper, we build a discriminative learner to

these pose a real challenge for building an automaq'&entify English phrasal verbs in a given context.

context sensitive phrasal verb classifier. The overa&ur contributions in this paper are threefold. We
accuracy of our preliminary classifier is about 79.4% onstruct a publicly available context sensitive En-

when it is evaluated over all examples from thesgisy, phrasal verb dataset with 1,348 sentences from

two groups. BNC. We split the dataset into two groups according
Classifier Accuracy for Different Data Groups to their tendency toward idiosyncrasy and compo-

Ly Compensen aganst hel Majorly Baselines Respectvely sitionality, and build a discriminative learner which
Clhao) Aeurmty S uses easily available syntactic and lexical features to
1t 1 analyze them comparatively. We demonstrate em-

pirically that high accuracy achieved by models may
be due to the stronger idiomatic tendency of these
i phrasal verbs. For many of the moamnbiguous
cases, a classifier learns more from tt@mposi-

1 tional examples and these phrasal verbs are shown
to be more challenging.
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Abstract

We investigate the semantic relationship be-
tween a noun and its adjectival modifiers.
We introduce a class of probabilistic mod-
els that enable us to to simultaneously cap-
ture both the semantic similarity of nouns
and modifiers, and adjective-noun selectional
preference. Through a combination of novel
and existing evaluations we test the degree to
which adjective-noun relationships can be cat-
egorised. We analyse the effect of lexical con-
text on these relationships, and the efficacy of
the latent semantic representation for disam-
biguating word meaning.

1 Introduction

Developing models of the meanings of words and
phrases is a key challenge for computational linguis-
tics. Distributed representations are useful in captur-
ing such meaning for individual words (Sato et al.,
2008; Maas and Ng, 2010; Curran, 2005). How-
ever, finding a compelling account of semantic com-
positionality that utilises such representations has
proven more difficult and is an active research topic
(Mitchell and Lapata, 2008; Baroni and Zamparelli,
2010; Grefenstette and Sadrzadeh, 2011). It is in
this area that our paper makes its contribution.

The dominant approaches to distributional se-
mantics have relied on relatively simple frequency
counting techniques. However, such approaches fail
to generalise to the much sparser distributions en-
countered when modeling compositional processes
and provide no account of selectional preference.
We propose a probabilistic model of the semantic
representations for nouns and modifiers. The foun-
dation of this model is a latent variable representa-
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tion of noun and adjective semantics together with
their compositional probabilities. We employ this
formulation to give a dual view of noun-modifier
semantics: the induced latent variables provide an
explicit account of selectional preference while the
marginal distributions of the latent variables for each
word implicitly produce a distributed representation.
Most related work on selectional preference uses
class-based probabilities to approximate (sparse)
individual probabilities. Relevant papers include
O Séaghdha (2010), who evaluates several topic
models adapted to learning selectional preference
using co-occurence and Baroni and Zamparelli
(2010), who represent nouns as vectors and adjec-
tives as matrices, thus treating them as functions
over noun meaning. Again, inference is achieved
using co-occurrence and dimensionality reduction.

2 Adjective-Noun Model

We hypothesize that semantic classes determine the
semantic characteristics of nouns and adjectives, and
that the distribution of either with respect to other
components of the sentences they occur in is also
mediated by these classes (i.e., not by the words
themselves). We assume that in general nouns select
for adjectives,' and that this selection is dependent
on both their latent semantic classes. In the next sec-
tion, we describe a model encoding our hypotheses.

2.1 Generative Process

We model a corpus D of tuples of the form
(n,m,cy ...cg) consisting of a noun n, an adjective
m (modifier), and k£ words of context. The context
variables (c; . .. ¢) are treated as a bag of words and

'We evaluate this hypothesis as well as its inverse.
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Figure 1: Plate diagram illustrating our model of noun
and modifier semantic classes (designated N and M, re-
spectively), a modifier-noun pair (m,n), and its context.

include the words to the left and right of the noun,
its siblings and governing verbs. We designate the
vocabulary V,, for nouns, V,,, for modifiers and V,
for context. We use z; to refer to the i tuple in D
and refer to variables within that tuple by subscript-
ing them with i, e.g., n; and c3; are the noun and
the third context variable of z;. The latent noun and
adjective class variables are designated N; and M;.
The corpus D is generated according to the plate
diagram in figure 1. First, a set of parameters is
drawn. A multinomial ¥N representing the distribu-
tion of noun semantic classes in the corpus is drawn
from a Dirichlet distribution with parameter oN. For
each noun class ¢ we have distributions lI'iVI over
adjective classes, ¥} over V,, and ¥¢ over V., also
drawn from Dirichlet distributions. Finally, for each
adjective class j, we have distributions U7 over Vy;,.
Next, the contents of the corpus are generated by
first drawing the length of the corpus (we do not
parametrise this since we never generate from this
model). Then, for each ¢, we generate noun class
N;, adjective class M;, and the tuple z; as follows:

N; | N ~ Multi(N)
M; | UY ~ Multi(¥;

)
ni | W, ~ Multi (WY, )
VE: e | Uy, ~ Multi(¥.)

7
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2.2 Parameterization and Inference

We use Gibbs sampling to estimate the distributions
of N and M, integrating out the multinomial param-
eters U* (Griffiths and Steyvers, 2004). The Dirich-
let parameters o are drawn independently from a
I'(1,1) distribution, and are resampled using slice
sampling at frequent intervals throughout the sam-
pling process (Johnson and Goldwater, 2009). This
“vague” prior encourages sparse draws from the
Dirichlet distribution. The number of noun and ad-
jective classes N and M was set to 50 each; other
sizes (100,150) did not significantly alter results.

3 Experiments

As our model was developed on the basis of several
hypotheses, we design the experiments and evalu-
ation so that these hypotheses can be examined on
their individual merit. We test the first hypothesis,
that nouns and adjectives can be represented by se-
mantic classes, recoverable using co-occurence, us-
ing a sense clustering evaluation by Ciaramita and
Johnson (2003). The second hypothesis, that the dis-
tribution with respect to context and to each other is
governed by these semantic classes is evaluated us-
ing pseudo-disambiguation (Clark and Weir, 2002;
Pereira et al., 1993; Rooth et al., 1999) and bigram
plausibility (Keller and Lapata, 2003) tests.

To test whether noun classes indeed select for ad-
jective classes, we also evaluate an inverse model
(M od;), where the adjective class is drawn first, in
turn generating both context and the noun class. In
addition, we evaluate copies of both models ignoring
context (M od,,. and Mod;,.).

We use the British National Corpus (BNC), train-
ing on 90 percent and testing on 10 percent of the
corpus. Results are reported after 2,000 iterations
including a burn-in period of 200 iterations. Classes
are marginalised over every 10th iteration.

4 Evaluation

4.1 Supersense Tagging

Supersense tagging (Ciaramita and Johnson, 2003;
Curran, 2005) evaluates a model’s ability to clus-
ter words by their semantics. The task of this eval-
uation is to determine the WORDNET supersenses
of a given list of nouns. We report results on the
WN1.6 test set as defined by Ciaramita and John-
son (2003), who used 755 randomly selected nouns
with a unique supersense from the WORDNET 1.6



corpus. As their test set was random, results weren’t
exactly replicable. For a fair comparison, we select
all suitable nouns from the corpus that also appeared
in the training corpus. We report results on type and
token level (52314 tokens with 1119 types). The
baseline® chooses the most common supersense.

k Token Type
Baseline 241 210
Ciaramita & Johnson 523 .534
Curran - .680
Mod 10 592 517
Mod,,, 10 473 410

Table 1: Supersense evaluation results. Values are the
percentage of correctly assigned supersenses. k indicates
the number of nearest neighbours considered.

We use cosine-similarity on the marginal noun
class vectors to measure distance between nouns.
Each noun in the test set is then assigned a su-
persense by performing a distance-weighted voting
among its k nearest neighbours. Results of this eval-
uation are shown in Table 1, with Figure 2 showing
scores for model M od across different values for k.
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Figure 2: Scores of M od on the supersense task. The up-
per line denotes token-, the lower type-level scores. The
y-axis is the percentage of correct assignments, the x-axis
denotes the number of neighbours included in the vote.

The results demonstrate that nouns can semanti-
cally be represented as members of latent classes,
while the superiority of Mod over M od,,. supports
our hypothesis that context co-occurence is a key
feature for learning these classes.

4.2 Pseudo-Disambiguation

Pseudo-disambiguation was introduced by Clark
and Weir (2002) to evaluate models of selectional
preference. The task is to select the more probable
of two candidate arguments to associate with a given

2The baseline results are from Ciaramita and Johnson

(2003). Using the majority baseline on the full test set, we only
get .176 and .160 for token and type respectively.
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predicate. For us, this is to decide which adjective,
aj or ag, is more likely to modify a noun n.

We follow the approach by Clark and Weir (2002)
to create the test data. To improve the quality of
the data, we filtered using bigram counts from the
WeblT corpus, setting a lower bound on the proba-
ble bigram (a;,n) and chosing az from five candi-
dates, picking the lowest count for bigram (ag, n).

We report results for all variants of our model in
Table 2. As baseline we use unigram counts in our
training data, chosing the more frequent adjective.

L-bound 0 100 500 1000
Size 5714 5253 3741 2789
Baseline .543 .543 .539 .550
Mod 783 792 810 816
Mod; 181 187 .800 .810
Modp. 720 728 746 750
Modinc 722 730 747 152

Table 2: Pseudo-disambiguation: Percentage of correct
choices made. L-bound denotes the Web1T lower bound
on the (a1, n) bigram, size the number of decisions made.

While all models decisively beat the baseline, the
models using context strongly outperform those that
do not. This supports our hypothesis regarding the
importance of context in semantic clustering.

The similarity between the normal and inverse
models implies that the direction of the noun-
adjective relationship has negligible impact for this
evaluation.

4.3 Bigram Plausibility

Bigram plausibility (Keller and Lapata, 2003) is a
second evaluation for selectional preference. Unlike
the frequency-based pseudo-disambiguation task, it
evaluates how well a model matches human judge-
ment of the plausibility of adjective-noun pairs.
Keller and Lapata (2003) demonstrated a correlation
between frequencies and plausibility, but this does
not sufficiently explain human judgement. An ex-
ample taken from their unseen data set illustrates the
dissociation between frequency and plausibility:

e Frequent, implausible: “educational water”

e Infrequent, plausible: “difficult foreigner’>
The plausibility evaluation has two data sets of 90
adjective-noun pairs each. The first set (seen) con-
tains random bigrams from the BNC. The second set
(unseen) are bigrams not contained in the BNC.

3At the time of writing, Google estimates 56,900 hits for
“educational water” and 575 hits for “difficult foreigner”. “Ed-
ucational water” ranks bottom in the gold standard of the unseen
set, “difficult foreigner” ranks in the top ten.



Recent work (() Séaghdha, 2010; Erk et al.,
2010) approximated plausibility with joint probabil-
ity (JP). We believe that for semantic plausibility
(not probability!) mutual information (MI), which
factors out acutal frequencies, is a better metric.* We
report results using JP, MI and MI™2.

Seen Unseen

T P T P
AltaVista .650 — 480 —
BNC (Rasp) 543 622 135 102
Pado et al. 479 570 120 138
LDA 594 558 468 459
ROOTH-LDA 575 .599 501 469
DUAL-LDA 460 400 334 278
Mod (JP) 495 413 286 276
M od (MI) 394 425 471 457
Mod (MI™2) 575 501 430 408
Mod,,. (JP) 626 .505 357 .369
Mod,,. (MI) 628 574 427 .385
Mod,,. (MI"2) 701 .623 423 .394

Table 3: Results (Pearson 7 and Spearman p correlations)
on the Keller and Lapata (2003) plausibility data. Bold
indicates best scores, underlining our best scores. High
values indicate high correlation with the gold standard.

Table 3 shows the performance of our models
compared to results reported in O Séaghdha (2010).
As before, results between the normal and the in-
verse model (omitted due to space) are very simi-
lar. Surprisingly, the no-context models consistently
outperform the models using context on the seen
data set. This suggests that the seen data set can
quite precisely be ranked using frequency estimates,
which the no-context models might be better at cap-
turing without the ‘noise’ introduced by context.

Standard Inverse (i)

r p r p
Mod (JP) .286 276 243 245
Mod (MI) 471 457 409 .383
Mod (MI"2) 430 408 362 347
Mod,,. (JP) .357 .369 181 161
Mod,,. (MI) 427 .385 .220 .209
Mod,,. (MI"2) 423 .394 218 185

Table 4: Results on the unseen plausibility dataset.

The results on the unseen data set (Table 4)
prove interesting as well. The inverse no-context
model is performing significantly poorer than any
of the other models. To understand this result we
must investigate the differences between the unseen
data set and the seen data set and to the pseudo-
disambiguation evaluation. The key difference to
pseudo-disambiguation is that we measure a human

“4See (Evert, 2005) for a discussion of these metrics.
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plausibility judgement, which — as we have demon-
strated — only partially correlates with bigram fre-
quencies. Our models were trained on the BNC,
hence they could only learn frequency estimates for
the seen data set, but not for the unseen data.

Based on our hypothesis about the role of con-
text, we expect Mod and M od; to learn semantic
classes based on the distribution of context. Without
the access to that context, we argued that M od,,. and
Mod;y. would instead learn frequency estimates.’
The hypothesis that nouns generally select for ad-
jectives rather than vice versa further suggests that
Mod and M od,. would learn semantic properties
that Mod; and M od;,,. could not learn so well.

In summary, we hence expected M od to perform
best on the unseen data, learning semantics from
both context and noun-adjective selection. Also, as
supported by the results, we expected M od;,. to
performs poorly, as it is the model least capable of
learning semantics according to our hypotheses.

5 Conclusion

We have presented a class of probabilistic mod-
els which successfully learn semantic clusterings of
nouns and a representation of adjective-noun selec-
tional preference. These models encoded our beliefs
about how adjective-noun pairs relate to each other
and to the other words in the sentence. The perfor-
mance of our models on estimating selectional pref-
erence strongly supported these initial hypotheses.

We discussed plausibility judgements from a the-
oretical perspective and argued that frequency esti-
mates and JP are imperfect approximations for plau-
sibility. While models can perform well on some
evaluations by using either frequency estimates or
semantic knowledge, we explained why this does
not apply to the unseen plausibility test. The perfor-
mance on that task demonstrates both the success of
our model and the shortcomings of frequency-based
approaches to human plausibility judgements.

Finally, this paper demonstrated that it is feasi-
ble to learn semantic representations of words while
concurrently learning how they relate to one another.

Future work will explore learning words from
broader classes of semantic relations and the role of
context in greater detail. Also, we will evaluate the
system applied to higher level tasks.

>This could also explain their weaker performance on
pseudo-disambiguation in the previous section, where the neg-
ative examples had zero frequency in the training corpus.
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Abstract

In this paper we apply existing directional
similarity measures to identify hypernyms
with a state-of-the-art distributional semantic
model. We also propose a new directional
measure that achieves the best performance in
hypernym identification.

1 Introduction and related works

Distributional Semantic Models (DSMs) measure
the semantic similarity between words with proxim-
ity in distributional space. However, semantically
similar words in turn differ for the type of relation
holding between them: e.g., dog is strongly similar
to both animal and cat, but with different types of re-
lations. Current DSMs accounts for these facts only
partially. While they may correctly place both ani-
mal and cat among the nearest distributional neigh-
bors of dog, they are not able to characterize the
different semantic properties of these relations, for
instance the fact that hypernymy is an asymmetric
semantic relation, since being a dog entails being an
animal, but not the other way round.

The purpose of this paper is to explore the possi-
bility of identifying hypernyms in DSMs with direc-
tional (or asymmetric) similarity measures (Kotler-
man et al., 2010). These measures all rely on some
variation of the Distributional Inclusion Hypothe-
sis, according to which if u is a semantically nar-
rower term than v, then a significant number of
salient distributional features of u is included in the
feature vector of v as well. Since hypernymy is
an asymmetric relation and hypernyms are seman-
tically broader terms than their hyponyms, then we
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can predict that directional similarity measures are
better suited to identify terms related by the hyper-
nymy relation.

Automatic identification of hypernyms in corpora
is a long-standing research line, but most meth-
ods have adopted semi-supervised, pattern-based ap-
proaches (Hearst, 1992; Pantel and Pennacchiotti,
2006). Fully unsupervised hypernym identification
with DSMs is still a largely open field. Various mod-
els to represent hypernyms in vector spaces have
recently been proposed (Weeds and Weir, 2003;
Weeds et al., 2004; Clarke, 2009), usually grounded
on the Distributional Inclusion Hypothesis (for a dif-
ferent approach based on representing word mean-
ing as “regions” in vector space, see Erk (2009a;
2009b)). The same hypothesis has been adopted by
Kotlerman et al. (2010) to identify (substitutable)
lexical entailments” . Within the context of the Tex-
tual Entailment (TE) paradigm, Zhitomirsky-Geffet
and Dagan (2005; 2009) define (substitutable) lex-
ical entailment as a relation holding between two
words, if there are some contexts in which one of
the words can be substituted by the other and the
meaning of the original word can be inferred from
the new one. Its relevance for TE notwithstanding,
this notion of lexical entailment is more general and
looser than hypernymy. In fact, it encompasses sev-
eral standard semantic relations such as synonymy,
hypernymy, metonymy, some cases of meronymy,
etc.

Differently from Kotlerman ef al. (2010), here we
focus on applying directional, asymmetric similar-
ity measures to identify hypernyms. We assume the
classical definition of a hypernymy, such that Y is
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an hypernym of X if and only if X is a kind of Y,
or equivalently every X isa Y.

2 Directional similarity measures

In the experiments reported in section 3 we have ap-
plied the following directional similarity measures
(F} is the set of distributional features of a term x,
wy(f) is the weight of the feature f for x):

WeedsPrec (M1) - this is a measure that quantifies
the weighted inclusion of the features of a term u
within the features of a term v (Weeds and Weir,
2003; Weeds et al., 2004; Kotlerman et al., 2010):

ZfeFuva wy(f)
ZfeFu wu(f)

cosWeeds (M2) - this measure corresponds to the
geometrical average of WeedsPrec and the symmet-
ric similarity between v and v, measured by their
vectors’ cosine:

WeedsPrec(u,v) = e))

cosWeeds(u,v) = \/Ml(u,v) x cos(u,v) (2)

This is actually a variation of the balPrec measure
in Kotlerman et al. (2010), the difference being that
cosine is used as a symmetric similarity measure
instead of the LIN measure (Lin, 1998).

ClarkeDE (M3) - a close variation of MI,
proposed by Clarke (2009):

> rer.nr, min(wy(f), wy(f))

ClarkeDE(u,v) = > )
feF, ®u

(3
invCL (M4) - this a new measure that we introduce
and test here for the first time. It takes into account
not only the inclusion of u in v, but also the non-
inclusion of v in u, both measured with ClarkeDE:

inuCL(u,v) = \/M3(u, v) (1 — M3(v,u))
4)
The intuition behind invCL is that, if v is a seman-
tically broader term of wu, then the features of u are
included in the features of v, but crucially the fea-
tures of v are also not included in the features of
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u. For instance, if animal is a hypernym of lion,
we can expect i.) that a significant number of the
lion-contexts are also animal-contexts, and ii.) that
a significant number of animal-contexts are not lion-
contexts. In fact, being a semantically broader term
of lion, animal should also be found in contexts in
which animals other than lions occur.

3 Experiments

The main purpose of the experiments reported below
is to investigate the ability of the directional similar-
ity measures presented in section 2 to identify the
hypernyms of a given target noun, and to discrim-
inate hypernyms from terms related by symmetric
semantic relations, such as coordinate terms.

We have represented lexical items with distribu-
tional feature vectors extracted from the TypeDM
tensor (Baroni and Lenci, 2010). TypeDM is a par-
ticular instantiation of the Distributional Memory
(DM) framework. In DM, distributional facts are
represented as a weighted tuple structure T, a set
of weighted word-link-word tuples ((w1, [, ws), o),
such that w; and w9 are content words (e.g. nouns,
verbs, etc.), [ is a syntagmatic co-occurrence links
between words in a text (e.g. syntactic dependen-
cies, etc.), and o is a weight estimating the statis-
tical salience of that tuple. The TypeDM word set
contains 30,693 lemmas (20,410 nouns, 5,026 verbs
and 5,257 adjectives). The TypeDM link set con-
tains 25,336 direct and inverse links formed by (par-
tially lexicalized) syntactic dependencies and pat-
terns. The weight o is the Local Mutual Informa-
tion (LMI) (Evert, 2005) computed on link type fre-
quency (negative LMI values are raised to 0).

3.1 Test set

We have evaluated the directional similarity mea-
sures on a subset of the BLESS data set (Baroni and
Lenci, 2011), consisting of tuples expressing a re-
lation between a target concept (henceforth referred
to as concept) and a relatum concept (henceforth re-
ferred to as relatum). BLESS includes 200 distinct
English concrete nouns as target concepts, equally
divided between living and non-living entities, and
grouped into 17 broader classes (e.g., BIRD, FRUIT,
FURNITURE, VEHICLE, etc.).

For each concept noun, BLESS includes several



relatum words, linked to the concept by one of 5 se-
mantic relations. Here, we have used the BLESS
subset formed by 14,547 tuples with the relatum
attested in the TypeDM word set, and containing
one of these relations: COORD: the relatum is a
noun that is a co-hyponym (coordinate) of the con-
cept: (alligator, coord, lizard); HYPER: the rela-
tum is a noun that is a hypernym of the concept:
(alligator, hyper, animal); MERO: the relatum is
a noun referring to a part/component/organ/member
of the concept, or something that the concept con-
tains or is made of: (alligator, mero, mouth);
RANDOM-N: the relatum is a random noun hold-
ing no semantic relation with the target concept:
(alligator, random — n, message).

Kotlerman er al. (2010) evaluate a set of
directional similarity measure on a data set of
valid and invalid (substitutable) lexical entailments
(Zhitomirsky-Geffet and Dagan, 2009). However,
as we said above, lexical entailment is defined as
an asymmetric relation that covers various types of
classic semantic relations, besides hypernymy . The
choice of BLESS is instead motivated by the fact
that here we focus on the ability of directional simi-
larity measure to identify hypernyms.

3.2 Evaluation and results

For each word x in the test set, we represented
x in terms of a set F) of distributional features
(l,w3), such that in the TypeDM tensor there is a
tuple ((w1,l, we),0), w1 = x. The feature weight
wy(f) is equal to the weight o of the original DM
tuple. Then, we applied the 4 directional simi-
larity measures in section 2 to BLESS, with the
goal of evaluating their ability to discriminate hy-
pernyms from other semantic relations, in particular
co-hyponymy. In fact, differently from hypernyms,
coordinate terms are not related by inclusion. There-
fore, we want to test whether directional similarity
measures are able to assign higher scores to hyper-
nyms, as predicted by the Distributional Inclusion
Hypothesis. We used the Cosine as our baseline,
since it is a symmetric similarity measure and it is
commonly used in DSMs.

We adopt two different evaluation methods. The
first is based on the methodology described in Ba-
roni and Lenci (2011). Given the similarity scores
for a concept with all its relata across all relations
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in our test set, we pick the relatum with the high-
est score (nearest neighbour) for each relation. In
this way, for each of the 200 BLESS concepts, we
obtain 4 similarity scores, one per relation. In or-
der to factor out concept-specific effects that might
add to the overall score variance, we transform the
8 similarity scores of each concept onto standard-
ized z scores (mean: 0; s.d: 1) by subtracting from
each their mean, and dividing by their standard devi-
ation. After this transformation, we produce a box-
plot summarizing the distribution of scores per rela-
tion across the 200 concepts.

Boxplots for each similarity measure are reported
in Figure 1. They display the median of a distribu-
tion as a thick horizontal line within a box extending
from the first to the third quartile, with whiskers cov-
ering 1.5 of the interquartile range in each direction
from the box, and values outside this extended range
— extreme outliers — plotted as circles (these are the
default boxplotting option of the R statistical pack-
age). To identify significant differences between re-
lation types, we also performed pairwise compar-
isons with the Tukey Honestly Significant Differ-
ence test, using the standard o = 0.05 significance
threshold.

In the boxplots we can observe that all measures
(either symmetric or not) are able to discriminate
truly semantically related pairs from unrelated (i.e.
random) ones. Crucially, Cosine shows a strong
tendency to identify coordinates among the near-
est neighbors of target items. This is actually con-
sistent with its being a symmetric similarity mea-
sure. Instead, directional similarity measures signif-
icantly promote hypernyms over coordinates. The
only exception is represented by cosWeeds, which
again places coordinates at the top, though now the
difference with hypernyms is not significant. This
might be due to the cosine component of this mea-
sure, which reduces the effectiveness of the asym-
metric WeedsPrec. The difference between coor-
dinates and hypernyms is slightly bigger in invCL,
and the former appear to be further downgraded than
with the other directional measures. From the box-
plot analysis, we can therefore conclude that simi-
larity measures based on the Distributional Inclusion
Hypothesis do indeed improve hypernym identifica-
tion in context-feature semantic spaces, with respect
to other types of semantic relations, such as COORD.
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Figure 1: Distribution of relata similarity scores across concepts (values on ordinate are similarity scores after concept-

by-concept z-normalization).

The second type of evaluation we have performed
is based on Kotlerman et al. (2010). The similarity
measures have been evaluated with Average Preci-
sion (AP), a method derived from Information Re-
trieval and combining precision, relevance ranking
and overall recall. For each similarity measure, we
computed AP with respect to the 4 BLESS relations.
The best possible score (AP = 1) for a given rela-
tion (e.g., HYPER) corresponds to the ideal case in
which all the relata belonging to that relation have
higher similarity scores than the relata belonging to
the other relations. For every relation, we calculated
the AP for each of the 200 BLESS target concepts.

In Table 1, we report the AP values averaged over
the 200 concepts. On the one hand, these results
confirm the trend illustrated by the boxplots, in par-
ticular the fact that directional similarity measures
clearly outperform Cosine (or cosine-based mea-
sures such as cosWeeds) in identifying hypernyms,
with no significant differences among them. How-
ever, a different picture emerges by comparing the
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measure ‘ COORD HYPER MERO RANDOM-N
Cosine 0.79 0.23 0.21 0.30
WeedsPrec 0.45 0.40 0.31 0.32
cosWeeds 0.69 0.29 0.23 0.30
ClarkeDE 0.45 0.39 0.28 0.33
invCL 0.38 0.40 0.31 0.34

Table 1: Mean AP values for each semantic relation re-
ported by the different similarity scores.

AP values for HYPER with those for COORD. since
in this case important distinctions among the di-
rectional measures emerge. In fact, even if Weed-
sPrec and ClarkeDE increase the AP for HYPER,
still they assign even higher AP values to COORD.
Conversely, invCL is the only measure that assigns
to HYPER the top AP score, higher than COORD too.

The new directional similarity measure we have
proposed in this paper, invCL, thus reveals a higher
ability to set apart hypernyms from other relations,
coordinates terms included. The latter are expected



to share a large number of contexts and this is the
reason why they are strongly favored by symmet-
ric similarity measures, such as Cosine. Asymmet-
ric measures like cosWeeds and ClarkeDE also fall
short of distinguishing hypernyms from coordinates
because the condition of feature inclusion they test
is satisfied by coordinate terms as well. If two sets
share a high number of elements, then many ele-
ments of the former are also included in the latter,
and vice versa. Therefore, coordinate terms too are
expected to have high values of feature inclusions.
Conversely, invCL takes into account not only the
inclusion of u into v, but also the amount of v that
is not included in w. Thus, invCL provides a better
distributional correlate to the central property of hy-
pernyms of having a broader semantic content than
their hyponyms.

4 Conclusions and ongoing research

The experiments reported in this paper support the
Distributional Inclusion Hypothesis as a viable ap-
proach to model hypernymy in semantic vector
spaces. We have also proposed a new directional
measure that actually outperforms the state-of-the-
art ones. Focusing on the contexts that broader terms
do not share with their narrower terms thus appear
to be an interesting direction to explore to improve
hypernym identification. Our ongoing research in-
cludes testing invCL to recognize lexical entailments
and comparing it with the balAPinc measured pro-
posed by Kotlerman et al. (2010) for this task, as
well as designing new distributional methods to dis-
criminate between various other types of semantic
relations.

Acknowledgments

We thank the reviewers for their useful and insight-
ful comments on the paper.

References

Marco Baroni and Alessandro Lenci. 2010. Distri-
butional Memory: A general framework for corpus-
based semantics. Computational Linguistics, 36(4):
673-721.

Marco Baroni and Alessandro Lenci. 2011. How we
BLESSed distributional semantic evaluation. In Pro-
ceedings of the GEMS 2011 Workshop on Geometri-

79

cal Models of Natural Language Semantics, EMNLP
2011, Edinburgh, Scotland, UK: 1-10.

Daoud Clarke. 2009. Context-theoretic semantics for
natural language: an overview. In Proceedings of the
EACL 2009 Workshop on GEMS: GEometrical Models
of Natural Language Semantics, Athens, Greece: 112—
119.

Katrin Erk. 2009a. Supporting inferences in semantic
space: representing words as regions. In Proceedings
of the 8th International Conference on Computational
Semantics, Tilburg, January: 104-115.

Katrin Erk. 2009b. Representing words as regions in
vector space. In Proceedings of the Thirteenth Con-
ference on Computational Natural Language Learning
(CoNLL), Boulder, Colorado: 57-65.

Stefan Evert. 2005. The Statistics of Word Cooccur-
rences. Ph.D. dissertation, Stuttgart University.

Marti Hearst. 1992. Automatic acquisition of hyponyms
from large text corpora. In Proceedings of COLING
1992, Nantes, France: 539-545.

Lili Kotlerman, Ido Dagan, Idan Szpektor, and Maayan
Zhitomirsky-Geffet. 2010. Directional distributional
similarity for lexical inference. Natural Language En-
gineering, 16(04): 359-389.

Dekang Lin. 1998. Automatic Retrieval and Clustering
of Similar Words. In Proceedings of the COLING-
ACL 1998, Montreal, Canada: 768-774.

Patrick Pantel and Marco Pennacchiotti. 2006. Espresso:
Leveraging generic patterns for automatically har-
vesting semantic relations. In Proceedings of the
COLING-ACL 2006, Sydney, Australia: 113-120.

Idan Szpektor and Ido Dagan. 2008. Learning Entail-
ment Rules for Unary Templates. In Proceedings of
COLING 2008, Manchester, UK: 849-856.

Julie Weeds and David Weir. 2003. A general frame-
work for distributional similarity. In Proceedings of
the EMNLP 2003, Sapporo, Japan: 81-88.

Julie Weeds, David Weir, and Diana McCarthy. 2004.
Characterising measures of lexical distributional sim-
ilarity. In Proceedings of COLING 2004, Geneva,
Switzerland: 1015-1021.

Maayan Zhitomirsky-Geffet and Ido Dagan. 2005. The
distributional inclusion hypotheses and lexical entail-
ment. In Proceedings of ACL 2005, Ann Arbor, MI:
107-114.

Maayan Zhitomirsky-Geffet and Ido Dagan. 2009. Boot-
strapping distributional feature vector quality. Compu-
tational Linguistics, 35(3): 435-461.



Towards a Flexible Semantics:
Colour Terms in Collaborative Reference Tasks
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Abstract

We report ongoing work on the development
of agents that can implicitly coordinate with
their partners in referential tasks, taking as a
case study colour terms. We describe algo-
rithms for generation and resolution of colour
descriptions and report results of experiments
on how humans use colour terms for reference
in production and comprehension.

1 Introduction

Speakers do not always share identical semantic rep-
resentations nor identical lexicons. For instance, a
subject may refer to a shape as a diamond while
another subject may call that same shape a square
(which just happens to be tilted sidewise); or some-
one may refer to a particular colour with ‘light pink’
while a different speaker may refer to it as ‘salmon’.
Regardless of these differences, which seem com-
mon place, speakers in dialogue are able to com-
municate successfully most of the time. Success-
ful communication exploits interlocutors’ abilities to
negotiate referring expressions interactively through
grounding (Clark and Wilkes-Gibbs, 1986; Clark
and Schaefer, 1989), but in many cases interlocutors
can already make a good guess at their partners’ in-
tentions by relaxing the interpretation of their utter-
ances and looking for the referent that best matches
this looser interpretation. We are interested in mod-
elling this second kind of behaviour computation-
ally, to get a better understanding of it and to con-
tribute to the development of dialogue systems that
are able to better coordinate with their human part-
ners.

In this paper we focus on collaborative referen-
tial tasks (akin to the classic matching tasks intro-
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duced by Krauss and Weinheimer (1966) and Clark
and Wilkes-Gibbs (1986)) and take as a case study
colour terms. Our focus here is not on the explicit
joint negotiation of effective terms, but rather on the
deployment of flexible semantic representations that
can adapt to the constraints imposed by the context
and to the dialogue partner’s language use.

We start by describing our algorithms for genera-
tion and resolution of colour descriptions in the next
section. In sections 3 and 4, we present results of
experiments that investigate how humans use colour
terms for reference in production and comprehen-
sion. Section 5 compares our model against the ex-
perimental data we have collected so far and dis-
cusses some directions for future work. We end with
a short conclusion in section 6.

2 Reference to Colours: Our Model

Our view of how colour terms are used in referential
tasks follows the basic tenets of Gricean pragmat-
ics (Grice, 1975) and collaborative reference theo-
ries (Clark and Wilkes-Gibbs, 1986), according to
which speakers and addressees tend to maximize the
success of their joint task while minimizing costs.

In the domain of colour terms, we take this to
mean that speakers tend use a basic colour term (e.g.,
‘red’ or ‘blue’) whenever this is enough to iden-
tify the target object and resort to an alternative,
more specific or complex term (e.g., ‘bordeaux’ or
‘navy blue’) in other contexts where the basic term
is deemed insufficient. Non-basic terms can be con-
sidered more costly because they are less frequent
and thus more difficult to retrieve.

Similar ideas are at the core of models for the
generation of referring expressions that build on the
seminal work of Dale and Reiter (1995). These ap-
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proaches, however, rely on a lexicon or database
where the properties of potential target objects are
associated with specific, predefined terms.! Our aim
is to develop dialogue agents that employ more flex-
ible semantic representations, allowing them to (a)
refer to target colours with different terms in differ-
ent contexts, and (b) resolve the reference of colour
terms produced by the dialogue partner by picking
up targets that are not rigidly linked to the term in
the agent’s lexicon.

2.1 Algorithms

Data. To develop the generation and resolution al-
gorithms of our agent, we used a publicly avail-
able database of RGB codes and colour terms gen-
erated from a colour naming survey created by Ran-
dall Monroe (author of the webcomic xkcd. com)
and taken by around two hundred thousand par-
ticipants.> This database contains a total of 954
colour terms (corresponding to the colour terms
most frequently used by the participants) paired with
a unique RGB code corresponding to the location in
the RGB colour space which was most frequently
named with the colour term in question.

We use this database as the default lexicon of our
agent. Amongst the colour terms in the lexicon,
we distinguish between basic and non-basic colours.
We selected the following as our basic colours: red,
purple, pink, magenta, brown, orange, yellow, green,
teal, blue, and grey. This selection takes into account
the high frequency of these terms in English and is in
line with the literature on basic colour terms (Berlin
and Kay, 1967; Berlin and Kay, 1991).

Resolution Algorithm. ALIN (ALgorithm for IN-
terpretation) is given as input a scene of coloured
squares and a colour term. Its output is the square it
takes to be the intended target, generated as follows.
Assuming the input term is in the lexicon, ALIN
compares every colour in the scene to the RGB value
of the input (the anchor). ALIN considers a colour
c the intended target if, (a) c is nearest the anchor
within a certain distance threshold, and (b) for any
other colour ¢ in the scene within the given distance

See, however, van Deemter (2006) for an attempt to deal
with vague properties such as size within this framework.

2For further details visit http://blog.xkcd.com/
2010/05/03/color-survey—-results/.
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Figure 1: Two scenes with the brown square (top left in
both scenes) as the target; no competitors (left scene) and
one potential competitor (right scene).

threshold of the anchor, ¢ is far enough away from
both the anchor and c. We say more about distance
thresholds below.

Generation Algorithm. Unless there are competi-
tors (colours relatively close to the target), GENA
(GENeration Algorithm) is disposed to output a ba-
sic colour term if the target is acceptably close to a
basic colour (if not, it selects the default term asso-
ciated with the RGB code in the lexicon). In case
there are competitor colours in the scene, if the tar-
get is a basic colour, GENA will attempt to select a
non-basic colour term closest to the target but still
further away from the competitor(s). If the target is
not a basic colour, GENA simply selects the default
term in the lexicon.

Measuring Colour Distance. We treat colours
in our model as points in a conceptual space
(Gérdenfors, 2000; Jager, 2009). As a first approx-
imation, we measure colour proximity in terms of
Euclidean distances between RGB values.® Three
variables were used to set the thresholds required by
ALIN and GENA: i) bc is the maximum range to
search for basic colours; ii) min is the minimum dis-
tance required between two colours to be considered
minimally different; and iii) max is the maximum
range of allowable search for alternative colours. We
conducted two pilot studies to establish reasonable
values for these variables, which we then set as: bc
= 100; min = 25; max =754

3 Experimental Methodology

We conducted two small experiments to collect data
about how speakers and addressees use colour terms
in referential tasks.

3We recognize Euclidean distances between RGB values as-
sumes colour space is uniform, which is not the case in human

vision (Wyszecki and Stiles, 2000). See section 5.
*RGB codes scaled at 0-255.
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Figure 2: Sample of results from ExpA, for a basic and a non-basic colour.

Materials & Setup. We created 12 different
scenes, each consisting of four solid coloured
squares, one of them the target (see Figure 1 for
sample scenes). Scenes were designed to take into
account two parameters: basic and non-basic target
colours, and without or with a competitor — a colour
at a distance threshold from the target.’ The target
basic colours used were ‘brown’ and ‘magenta’ and
the non-basic ones, ‘rose’ and ‘sea blue’.® Each tar-
get colour appeared at least in one scene where there
were no competitors.

We run a generation experiment (ExpA) and a res-
olution experiment (ExpB). In ExpA, participants
were shown our 12 scenes and were asked to refer
to the target with a colour term that would allow a
potential addressee to identify it in the current con-
text, but without reference to the other colours in
the scene (to avoid comparatives such as ‘the bluer
square’). In ExpB, participants were shown a scene
and a colour term and were asked to pick up the in-
tended referent. The colour terms used in this sec-
ond experiment were selected from those produced
in ExpA — 29 scene-term pairs in total. Each scene
appeared at least twice, once with a term with high
occurrence frequency in ExpA, and once or twice
with one or two terms that had been produced with
low frequency. To minimize chances that subjects
recognize the same scene more than once, we ro-
tated and dispersed them evenly throughout.

5Any colour within a Euclidean distance of 125 from the
target was considered a competitor.

8Compositional phrases may introduce more sophisticated
effects. However, the data on which our lexicon is based ab-
stracted away from such details, treating them as simples.
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Participants. A total of 36 native-English partici-
pants took part in the experiments: 19 in ExpA and
17 in ExpB. Subjects for both experiments included
undergraduate students, graduates students, and uni-
versity faculty. Both experiments were run online.

4 Experimental Results

ExpA Generation. ExpA revealed there is high
variability in the terms produced to refer to a sin-
gle colour. As expected, variability of terms gener-
ated for non-basic colours was higher than for ba-
sic colours. For non-basic colours, variability of
terms in scenes with competitors was higher. Fig-
ure 2 shows the different terms produced for a basic
colour (‘brown’) and a non-basic colour (‘rose’) in
scenes without and with competitors, together with
the proportional frequency of each term.

For the brown square target in a scene with-
out competitors, the basic-colour term ‘brown’ was
used with high frequency (72% of the time) while
any other terms were used 1 or 2 times only. In
scenes with competitors, ‘dark brown’ had high-
est frequency with ‘brown’ almost as much (43%
vs. 40%). For the rose square target in a scene with-
out competitors, there was also one term that stood
out as the most frequent, ‘pink’, although its fre-
quency (30%) is substantially lower to that of the
basic-colour ‘brown’. In scenes with competitors
there is an explosion in variation, with ‘pink’ still
standing out but only with a proportional frequency
of 21%.

Overall, ExpA showed that speakers attempt to
adapt their colour descriptions to the context and that



there is high variability in the terms they choose to
do this.

ExpB: Resolution. ExpB showed that reference
resolution is almost always successful despite the
variation in colour terms observed in ExpA. For the
basic colours in scenes with no competitors, partici-
pants successfully identified the targets in all cases,
while in scenes with competitors they did so 98%
of the time. This was the case for both terms with
proportionally high and low frequency.

For the non-basic colours in scenes with no com-
petitors, the success rate in identifying the target
was again 100% for both high and low frequency
terms. For scenes with competitors, there were dif-
ferences depending on the frequency of the terms
used: for high frequency terms there were once more
no resolution errors, while the resolution success
rate dropped to 78% where we used terms with low
proportional frequency scores. A summary of these
results is shown in Table 1, together with the success
rate of our resolution algorithm ALIN.

Basic Colours Non-basic Colours

high freq. | low freq. | high freq.| low freq.

nc c |nc c nc c¢ nc c
ExpB| 1 098] 1 098 | 1 1 1 0.78
ALIN| 1 071} 1 071 |05 1 | 0.75 0.71

Table 1: Resolution success rate by human participants
and ALIN in scenes without and with competitors (nc/c).

5 Discussion

The data we collected allows us to make informa-
tive comparisons between humans and our model in
collaborative reference tasks. Although we do not
believe the data is sufficient for an evaluation, the
comparison illuminates how the model can be re-
fined and the setup required for a proper evaluation.

Regarding resolution, we note that an algorithm
that rigidly associates colours and terms would have
successfully resolved only 4 of the 29 cases, 3 of
which were basic colours with no distractors — a
7.25% success rate. In our scenarios with four po-
tential targets, a random algorithm would have an
average success rate of 25%. ALIN is closer to our
human data (see Table 1), though anomalies exist.
One problem is the lack of compositional semantics
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in our current model. ALIN failed to resolve com-
plex phrases like ‘dull salmon pink’ and ‘deep gray
blue’, which were terms produced by humans for
non-basic colours with competitors, simply because
the terms were not in the agent’s lexicon. Other
anomalies seem to be consequences of taking Eu-
clidean distances over RGB values, which may be
too crude. In the future, our intent is to convert RGB
values to Lab values and then use Delta-E values to
measure distances. First, however, we need a more
sophisticated analysis of the thresholds that we used
for ALIN and GENA.

As for generation, given the amount of variation
observed in the terms produced by our subjects, it is
not clear how human performance ought to be com-
pared to GENA’s. For instance, in scenes with com-
petitors, GENA produced ‘reddish brown’ for the
basic colour ‘brown’ and ‘coral’ for the non-basic
colour ‘rose’. These did not appear in our human-
generated data but still seem to our lights reasonable
descriptions. GENA also produced ‘gray’ to refer to
‘rose’ in a different scene, which seems less appro-
priate and may be due to our current way of calcu-
lating colour distances and setting up the thresholds.

We believe that instead of comparing GENA’s
output to human output, it makes more sense to eval-
uate GENA by testing how well humans can resolve
terms produced by it. We intend to carry out this
evaluation in the future.

6 Conclusions

We have focused on the specific case of colours
where speakers differ in the referring expressions
they generate, but addressees are nevertheless able
to relax the interpretations of the expressions in or-
der to coordinate. We believe this implicit adapt-
ability is part of our semantic representation more
broadly. The case of colour provides us with a start-
ing point for studying and modelling computation-
ally this flexibility we possess.
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Abstract

Given a set of images with related captions,
our goal is to show how visual features can
improve the accuracy of unsupervised word
sense disambiguation when the textual con-
text is very small, as this sort of data is com-
mon in news and social media. We extend
previous work in unsupervised text-only dis-
ambiguation with methods that integrate text
and images. We construct a corpus by using
Amazon Mechanical Turk to caption sense-
tagged images gathered from ImageNet. Us-
ing a Yarowsky-inspired algorithm, we show
that gains can be made over text-only disam-
biguation, as well as multimodal approaches
such as Latent Dirichlet Allocation.

1 Introduction

We examine the problem of performing unsuper-
vised word sense disambiguation (WSD) in situa-
tions with little text, but where additional informa-
tion is available in the form of an image. Such situ-
ations include captioned newswire photos, and pic-
tures in social media where the textual context is of-
ten no larger than a tweet.
Unsupervised WSD has been shown to work very
well when the target word is embedded in a large
We thank NSERC and U. Toronto for financial support. Fi-
dler and Dickinson were sponsored by the Army Research Lab-
oratory and this research was accomplished in part under Co-
operative Agreement Number W911NF-10-2-0060. The views
and conclusions contained in this document are those of the au-
thors and should not be interpreted as representing the official

policies, either express or implied, of the Army Research Lab-
oratory or the U.S. Government.
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Figure 1: “The crane was so massive it blocked the sun.”
Which sense of crane? With images the answer is clear.

quantity of text (Yarowsky, 1995). However, if the
only available text is “The crane was so massive it
blocked the sun” (see Fig. 1), then text-only dis-
ambiguation becomes much more difficult; a human
could do little more than guess. But if an image is
available, the intended sense is much clearer. We
develop an unsupervised WSD algorithm based on
Yarowsky’s that uses words in a short caption along
with “visual words” from the captioned image to
choose the best of two possible senses of an ambigu-
ous keyword describing the content of the image.
Language-vision integration is a quickly develop-
ing field, and a number of researchers have explored
the possibility of combining text and visual features
in various multimodal tasks. Leong and Mihal-
cea (2011) explored semantic relatedness between
words and images to better exploit multimodal con-
tent. Jamieson et al. (2009) and Feng and Lap-
ata (2010) combined text and vision to perform ef-
fective image annotation. Barnard and colleagues
(2003; 2005) showed that supervised WSD by could
be improved with visual features. Here we show that
unsupervised WSD can similarly be improved. Lo-
eff, Alm and Forsyth (2006) and Saenko and Darrell
(2008) combined visual and textual information to
solve a related task, image sense disambiguation, in
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an unsupervised fashion. In Loeff et al.’s work, little
gain was realized when visual features were added
to a great deal of text. We show that these features
have more utility with small textual contexts, and
that, when little text is available, our method is more
suitable than Saenko and Darrell’s.

2  Our Algorithm

We model our algorithm after Yarowsky’s (1995) al-
gorithm for unsupervised WSD: Given a set of doc-
uments that contain a certain ambiguous word, the
goal is to label each instance of that word as some
particular sense. A seed set of collocations that
strongly indicate one of the senses is initially used to
label a subset of the data. Yarowsky then finds new
collocations in the labelled data that are strongly as-
sociated with one of the current labels and applies
these to unlabelled data. This process repeats iter-
atively, building a decision list of collocations that
indicate a particular sense with a certain confidence.
In our algorithm (Algorithm 1), we have a docu-
ment collection D of images relevant to an ambigu-
ous keyword k with senses s; and ss (though the al-
gorithm is extensible to more than two senses). Such
a collection might result from an internet image
search using an ambiguous word such as “mouse”.
Each D; is an image—caption pair repsented as a
bag-of-words that includes both lexical words from
the caption, and “visual words” from the image. A
visual word is simply an abstract representation that
describes a small portion of an image, such that sim-
ilar portions in other images are represented by the
same visual word (see Section 3.2 for details). Our
seed sets consist of the words in the definitions of s
and s from WordNet (Fellbaum, 1998). Any docu-
ment whose caption contains more words from one
sense definition than the other is initially labelled
with that sense. We then iterate between two steps
that (i) find additional words associated with s or
so in currently labelled data, and (ii) relabel all data
using the word sense associations discovered so far.
We let V' be the entire vocabulary of words across
all documents. We run experiements both with and
without visual words, but when we use visual words,
they are included in V. In the first step, we com-
pute a confidence C; for each word V;. This con-
fidence is a log-ratio of the probability of seeing
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V; in documents labelled as s; as opposed to doc-
uments labelled as so. That is, a positive C; indi-
cates greater association with s;, and vice versa. In
the second step we find, for each document D;, the
word V; € D; with the highest magnitude of C;. If
the magnitude of C; is above a labelling threshold
T¢, then we label this document as s; or sy depend-
ing on the sign of C);. Note that all old labels are dis-
carded before this step, so labelled documents may
become unlabelled, or even differently labelled, as
the algorithm progresses.

Algorithm 1 Proposed Algorithm
D: set of documents D ... Dy
V' set of lexical and visual words V; ... V,, in D
C;: log-confidence V; is sense 1 vs. sense 2
S1 and Sy: bag of dictionary words for each sense
Ly and Ls: documents labelled as sense 1 or 2

for all D; do > Initial labelling using seed set
if |D1 N 51| > |D2 n SQ| then
Ly — LU {Dl}
else if |Di N Sl| < |Di n Sgl then
L2 — L2 @] {Dz}
end if
end for

repeat
forall: € 1..vdo

P(V;|L
Gy log ( FHES)
end for

> Update word conf.

L1 — (Z), L2 — (Z)
for all D, do
> Find word with highest confidence
m «— argmax |C}]
jel.v,V;eD;
if C,,, > 7. then
L1 — L1 @] {Dz}
else if C,, < —7. then
L2 — LQ U {Dz}
end if
end for
until no change to L or Lo

> Update document conf.

3 Creation of the Dataset

We require a collection of images with associated
captions. We also require sense annotations for
the keyword for each image to use for evalua-
tion. Barnard and Johnson (2005) developed the



“Music

is an important
means of expression for
many teens.”

“Keeping your office sup-
plies organized is easy, with
the right tools.”

“The internet has opened up
the world to people of all
nationalities.”

“When there is no cheese I
will take over the world.”

Figure 2: Example image-caption pairs from our dataset,
for “band” (top) and “mouse” (bottom).

ImCor dataset by associating images from the Corel
database with text from the SemCor corpus (Miller
et al., 1993). Loeff et al. (2006) and Saenko and
Darrell (2008) used Yahoo!’s image search to gather
images with their associated web pages. While these
datasets contain images paired with text, the textual
contexts are much larger than typical captions.

3.1 Captioning Images

To develop a large set of sense-annotated image—
caption pairs with a focus on caption-sized text, we
turned to ImageNet (Deng et al., 2009). ImageNet is
a database of images that are each associated with
a synset from WordNet. Hundreds of images are
available for each of a number of senses of a wide
variety of common nouns. To gather captions, we
used Amazon Mechanical Turk to collect five sen-
tences for each image. We chose two word senses
for each of 20 polysemous nouns and for each sense
we collected captions for 50 representative images.
For each image we gathered five captions, for a to-
tal of 10,000 captions. As we have five captions for
each image, we split our data into five sets. Each set
has the same images, but each image is paired with
a different caption in each set.

We specified to the Turkers that the sentences
should be relevant to, but should not talk directly
about, the image, as in “In this picture there is a
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blue fish”, as such captions are very unnatural. True
captions generally offer orthogonal information that
is not readily apparent from the image. The key-
word for each image (as specified by ImageNet) was
not presented to the Turkers, so the captions do not
necessarily contain it. Knowledge of the keyword is
presumed to be available to the algorithm in the form
of an image tag, or filename, or the like. We found
that forcing a certain word to be included in the cap-
tion also led to sentences that described the picture
very directly. Sentences were required to be a least
ten words long, and have acceptable grammar and
spelling. We remove stop words from the captions
and lemmatize the remaining words. See Figure 2
for some examples.

3.2 Computing the Visual Words

We compute visual words for each image with Ima-
geNet’s feature extractor. This extractor lays down
a grid of overlapping squares onto the image and
computes a SIFT descriptor (Lowe, 2004) for each
square. Each descriptor is a vector that encodes the
edge orientation information in a given square. The
descriptors are computed at three scales: 1x, 0.5x
and 0.25x the original side lengths. These vectors
are clustered with k-means into 1000 clusters, and
the labels of these clusters (arbitrary integers from 1
to 1000) serve as our visual words.

It is common for each image to have a “vocab-
ulary” of over 300 distinct visual words, many of
which only occur once. To denoise the visual data,
we use only those visual words which account for at
least 1% of the total visual words for that image.

4 Experiments and Results

To show that the addition of visual features improves
the accuracy of sense disambiguation for image—
caption pairs, we run our algorithm both with and
without the visual features. We also compare our re-
sults to three different baseline methods: K-means
(K-M), Latent Dirichlet Allocation (LDA) (Blei et
al., 2003), and an unsupervised WSD algorithm
(PBP) explained below. We use accuracy to measure
performance as it is commonly used by the WSD
community (See Table 1).

For K-means, we set k = 2 as we have two senses,
and represent each document with a V' -dimensional



Table 1: Results (Average accuracy across all five sets of
data). Bold indicates best performance for that word.

Ours | Ours || K-M| K-M ||[LDA | LDA | PBP
text |w/vis|| text |w/vis|| text |w/vis| text

band || .80 | .82 || .66 | .65 | .64 | .56 || .73
bank || .77 | .78 || .71 | .59 || .52 | .67 || .62
bass || .94 | .94 | 90 | .88 || .61 | .62 || .49
chip || .90 | .90 || .73 | .58 || .57 | .66 || .75
clip 70| 79 || .65 | .58 || 48 | .53 || .65
club || .80 | .84 | .80 | .81 || .61 | .73 || .63
court || .79 | .79 || .61 | .53 || .62 | .82 || .57
crane || .62 | .67 || .76 | .76 || .52 | .54 || .66
game || .78 | .78 || .60 | .66 || .60 | .66 | .70
hood || .74 | .73 || .73 | .70 || .51 | 45 | .55
jack || .76 | .74 || .62 | .53 || .58 | .66 || 47
key 81| .92 | .79 | 54 || .57 | .70 || .50
mold || .67 | .68 || .59 | .67 || .57 | .66 || .54
mouse || .84 | .84 || .71 | .62 || .62 | .69 | .68
plant || .54 | .54 || .56 | .53 || .52 | .50 || .72
press || .60 | .59 || .60 | .54 || .58 | .62 | .48
seal || .70 | .80 || .61 | .67 || .55 | .53 || .62
speaker|| .70 | .69 | .57 | .53 || .55 | .62 || .63
squash || .89 | 95 || .84 | 92 || .55 | .67 | .79
track || .78 | .85 || .71 | .66 | .51 | .54 || .69

[avg. | 76 | .78 | 69| 65 | 56 | 63 | 62]

vector, where the ith element is the proportion of
word V; in the document. We run K-means both with
and without visual features.

For LDA, we use the dictionary sense model from
Saenko and Darrell (2008). A topic model is learned
where the relatedness of a topic to a sense is based
on the probabilities of that topic generating the seed
words from its dictionary definitions. Analogously
to k-means, we learn a model for text alone, and a
model for text augmented with visual information.

For unsupervised WSD (applied to text only),
we use WordNet::SenseRelate:: TargetWord, here-
after PBP (Patwardhan et al., 2007), the highest
scoring unsupervised lexical sample word sense dis-
ambiguation algorithm at SemEval07 (Pradhan et
al., 2007). PBP treats the nearby words around the
target word as a bag, and uses the WordNet hierar-
chy to assign a similarity score between the possible
senses of words in the context, and possible senses
of the target word. As our captions are fairly short,
we use the entire caption as context.

The most important result is the gain in accuracy
after adding visual features. While the average gain
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across all words is slight, it is significant at p < 0.02
(using a paired t-test). For 12 of the 20 words, the
visual features improve performance, and in 6 of
those, the improvement is 5—11%.

For some words there is no significant improve-
ment in accuracy, or even a slight decrease. With
words like “bass” or “chip” there is little room to
improve upon the text-only result. For words like
“plant” or “press” it seems the text-only result is not
strong enough to help bootstrap the visual features
in any useful way. In other cases where little im-
provement is seen, the problem may lie with high
intra-class variation, as our visual words are not very
robust features, or with a lack of orthogonality be-
tween the lexical and visual information.

Our algorithm also performs significantly better
than the baseline measurements. K-means performs
surprisingly well compared to the other baselines,
but seems unable to make much sense of the visual
information present. Saenko and Darrell’s (2008)
LDA model makes substansial gains by using vi-
sual features, but does not perform as well on this
task. We suspect that a strict adherence to the seed
words may be to blame: while both this LDA model
and our algorithm use the same seed definitions ini-
tially, our algorithm is free to change its mind about
the usefulness of the words in the definitions as it
progresses, whereas the LDA model has no such
capacity. Indeed, words that are intuitively non-
discriminative, such as “carry”, “lack”, or “late”, are
not uncommon in the definitions we use.

5 Conclusion and Future Work

We present an approach to unsupervised WSD that
works jointly with the visual and textual domains.
We showed that this multimodal approach makes
gains over text-only disambiguation, and outper-
forms previous approaches for WSD (both text-only,
and multimodal), when textual contexts are limited.

This project is still in progress, and there are many
avenues for further study. We do not currently ex-
ploit collocations between lexical and visual infor-
mation. Also, the bag-of-SIFT visual features that
we use, while effective, have little semantic content.
More structured representations over segmented im-
age regions offer greater potential for encoding se-
mantic content (Duygulu et al., 2002).
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Abstract

We present a framework, based on Sejane and
Eger (2012), for inducing lexical semantic ty-
pologies for groups of languages. Our frame-
work rests on lexical semantic association net-
works derived from encoding, via bilingual
corpora, each language in a common reference
language, the fertium comparationis, so that
distances between languages can easily be de-
termined.

1 Introduction

Typologocial classifications have a long tradition in
linguistics. For example, typologies based on syn-
tactic categories have been proposed e.g. by Green-
berg (1961), leading a.o. to ‘word order’ catego-
rizations of natural languages as belonging to SVO,
VSO, etc. types. Relatedly, genealogical classifica-
tion systems based on phonological and morpholog-
ical similarities date back at least to the compara-
tists of the nineteenth centuries, among them Jacob
Grimm (1785-1863), Rasmus Rask (1787-1832),
and Karl Verner (1846-1896). Typological investi-
gations into (lexical) semantic relations across lan-
guages have, in contrast, attracted little attention.
Still, some results have been established such as
classifications based upon treatment of animal con-
cepts and corresponding meat concepts (see the ex-
cellent introduction to lexical typologies by Koch,
2001). As further exceptions, based on computa-
tional principles, may be considered Mehler et al.
(2011), who analyze conceptual networks derived
from the Wikipedia topic classification systems for
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different languages; Gaume et al. (2008), who pro-
pose (but do not realize, to the best of our knowl-
edge) to compare distances between selected word
pairs such as meat/animal, child/fruit, door/mouth
across language-specific monolingual dictionaries in
order to categorize the associated languages and,
partly, Cooper (2008), who computes semantic dis-
tances between languages based on the curvature of
translation histograms in bilingual dictionaries.

Recently, Sejane and Eger (2012) have outlined a
novel approach to establishing semantic typologies
based upon the language-specific polysemy relation
of lexical units which entails language-dependent
‘lexical semantic association networks’. To illus-
trate, French beeuf has two meanings, which we may
gloss as ‘cow’ and ‘beef’ in English. Similarly,
French langue and Spanish lingua mean both ‘lan-
guage’ and ‘tongue’, whereas Chinese hua means
both ‘language’ and ‘picture’. Sejane and Eger’s
(2012) key idea is then that this language-specific
polysemy can be made observable via the trans-
lation relation implied e.g. by a bilingual dictio-
nary. For instance, using a Chinese-English dictio-
nary, one might be able to uncover the polysemy
of hua by assessing its two English translations, as
given above. More formally, one might create a link
(in a network) between two English words if they
have a common translation in Chinese (cf. Eger
and Sejane, 2010); doing the same with a Spanish-
English and French-English dictionary, one would
obtain three different lexical semantic association
networks, all encoded in the English language, the
tertium comparationis or reference language in this
case. In the English networks based upon Spanish
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and French — Sejane and Eger (2012) call these net-
works the Spanish and French versions of English,
respectively — ‘language’ and ‘tongue’ would have
a link, whereas in the Chinese version of English,
‘language’ and ‘picture’ would have a link (see also
Figure 1 where we illustrate this idea for English and
Latin versions of German). Then, comparing these
networks across languages may allow establishing a
typology of lexical semantic associations.

In the current paper, we deliberate on Sejane and
Eger’s (2012) idea, suggesting ways to adequately
formalize their approach (Section 2) and propose
data sources suitable for their framework (Section
3). Moreover, in Section 4 we shortly discuss how
network versions of a given reference language can
be formally contrasted and suggest solutions for the
tertium comparationis problem. In Section 5, we
conclude.

2 Formal approach to lexical semantic
association networks

We propose the following mathematical framework
for representing lexical semantic association net-
works.  Given n languages Li,...,L,, n >
2, plus a selected reference language R distinct
from L1, ..., L,, and bilingual translation operators
T1,...,Th, where T;, ¢ = 1,...,n, maps (or, trans-
lates) from language L; to the reference language R,
create network graphs

Gi = (Vi, Ey)

with

and

E; = {(u,v) |u,v € Vi, uTjz, xTiv
for some = € W[L;]},

where by W[L] we denote the words of language L
and by aT;b we denote that a translates into b under
T;; moreover, we assume 7; to be symmetric such
that the GG;’s may be considered undirected graphs.

To generalize this a bit, we may consider weighted
graphs where for network i, ¢+ = 1,...,n, V; is as
above, E; = {(u,v)|u,v € V;}, and each edge
(u,v) € E; has weight (being a function of)

di(u,v) = {z |uTjz, xT;v}|. (1)
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Then, if v and v have no common translation z,
d;(u,v) = 0 and generally d;(u, v) counts the num-
ber of common translations z between v and v, en-
tailing a generalization of the setting above, which
may allow for a more fine-grained analysis and may
be of importance for example for outlining seman-
tic many-to-one relationships between a language L;
and the reference language R.

3 Possible data sources

Sejane and Eger (2012) conduct a preliminary study
of their approach on the open-source bilingual dic-
tionaries dicts.info (http://www.dicts.info/uddl.php).
The disadvantage with using bilingual dictionaries is
of course that they are scarcely available (and much
less freely available); moreover, for the above de-
scribed semantic association networks, it may be of
crucial importance to have comparable data sources;
e.g. using a general-purpose dictionary in one case
and a technical dictionary in the other, or using dic-
tionaries of vastly different sizes may severely affect
the quality of results.!

We more generally propose to use bilingual cor-
pora for the problem of inducing semantic asso-
ciation networks, where we particularly have e.g.
sentence-aligned corpora like the Europarl corpus
(Koehn, 2005) in mind (see also the study of Rama
and Borin (2011) on cognates, with Europarl as the
data basis). Then, translation relations 7; may be
induced from these corpora by applying a statisti-
cal machine translation approach such as the Moses
toolkit (Koehn et al., 2007). The translation relations
may thus be probabilistic instead of binary, which
may either be resolved via thresholding or by modi-
fying Equation (1) as in

Pr|uT;x| + PrlzT;v
or
di(u,v) = Z Pr[uT;x| - Pr[zT;v],

Z‘EW[LZ‘]
both of which have (1) as special cases.
' As another aspect, Sejane and Eger (2012) concluded that

the sizes and partly the qualities of their bilingual dictionaries
were, throughout, not fully adequate for their intentions.
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Figure 1: Bilingual dictionaries German-English and German-Latin and induced lexical semantic association net-
works, English and Latin versions of German. Note the similarities and differences; Mann ‘man’ and Mensch ‘human’
have a link in both versions but there is a path between Mann and Frau ‘woman’ only in the English version of Ger-
man, whereas there exists e.g. a path between Mann and Held ‘hero’ only in the Latin version. Reprinted from Sejane

and Eger (2012).

Using the Europarl corpus would both address
the problem of size and comparability raised above;
moreover, corpora may better reflect actual language
use than dictionaries, which oftentimes document
idiosyncractic, normative or assumed language con-
ditions. A problem with the Europarl corpus is that it
covers just a very small (and selected) subset of the
world’s languages, whereas it might be of particu-
lar interest for (semantic) typology to contrast large,
heterogeneous classes of languages.

4 Network distance measures and the
problem of tertium comparationis

In order to be able to induce a semantic typology
from the above described lexical semantic associa-
tion networks, a distance metric  on network graphs
is required,” that is, a function & that maps network
graphs G;, G;, 1 <, j < n, to numbers

5z’j = (S(Gl, G]) e R.

Such distance measures may be derived from gen-
eral network statistics such as the number of
edges, the diameters of the networks, network den-
sity, graph entropy via information functionals (cf.
Dehmer, 2008) or clustering coefficients (cf. Watts
and Strogatz, 1998). We believe, however, that such
abstract measures can be useful only for a prelimi-
nary examination of the data. A more in-depth anal-
ysis should be based on comparing individual net-

*In this context, we identify languages with their lexical se-
mantic association networks.
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work vertices in two versions of the reference lan-
guage. For example, we could ask about the lexi-
cal semantic difference between French and Chinese
with respect to the lexical unit ‘language’. One way
of realizing such an analysis would be by making
use of shortest distances between network vertices.
To be more precise, let G; and G; be two lexical se-
mantic network versions of a reference language R.
Assume that GG; and G; have the same number, N, of
vertices, with the same labels (i.e. names of vertices
such as ‘language’). Let ug, 1 < k < N, be the k-th
vertex in both graphs, with identical label across the
two graphs. Moreover, let s;(uy,) and s;(uy) be vec-
tors whose /-th component, 1 < [ < N, is given as
the shortest distance between vertex uj and vertex
uy in graphs G; and G, respectively,

(si(ux)), = shortest distance between

uy and u; in Gy,

and analogously for s;(ux). We could then define
the difference between network version G; and G
with respect to vertex uy as e.g. the Euclidean dis-
tance between these two vectors,

[[si(ur) — s (ug)|l-

However, as useful as shortest distances may be,
they do not seem to fully capture the topological
structure of a network. For example, they do not
indicate whether there are many or few (short) paths
between two vertices, etc. (see also the discussion



in Gaume et al., 2008). Therefore, we propose a
Page-rank like (see Brin and Page, 1998; Gaume and
Mathieu, 2012) procedure to compare network ver-
tices of networks G; and G;. To this end, let p;(uy),
a vector of dimension NV, denote the probability dis-
tribution that if, starting from vertex uj, one may
reach any of the other vertices of network G; (and
analogously for network G;), under the following
rules. In each step, starting at vertex uy, with prob-
ability «, a ‘random surfer’ on the network GG; may
pass from its current vertex v to any of v’s neighbors
with equal probability (if there are no neighbors, the
surfer passes to a random vertex), and with probabil-
ity (1 — «) the surfer ‘teleports’ to an arbitrary ver-
tex. The probability distribution p;(ug), for « close
to 1, may then neatly represent topological proper-
ties of network G5, from the ‘perspective’ of vertex
ug. On this basis, we can, as above, determine the
difference between network versions GG; and G ; with
respect to vertex uy as

ouy, (Gi, Gj) = |lpi(ur) — pj(up)l| . (2)

Finally, we define the (global) distance between G;
and G'; as the average over all such (local) distances,

N
1
dij = N E du,, (Gi, Gj). 3)
k=1

If, as mentioned above, we have weighted graphs,
we slightly modify the random surfer’s behavior. In-
stead of passing with uniform probability from ver-
tex v to a neighbor vertex w of v, the surfer passes
to w with probability proportional to the weight be-
tween v and w; the larger the weight the higher is
the probability that the surfer ends up at w.

Then, once distance metric values d;; are given,
an n X n distance matrix D may be defined whose
entry (i, j) is precisely d;;,

Dij = (52]

On D, standard e.g. hierarchical clustering algo-
rithms may be applied in order to deduce a lexical
semantic typology.

Finally, we address the tertium comparationis
problem: Given a set of languages, which one
should be chosen as reference language? It might be
tempting to believe that the choice of the reference
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language should not matter much for the resulting
lexical semantic association networks, but the refer-
ence language may certainly have some impact. For
example, if English is the reference language, the
Chinese version of English might not only have a
link between ‘language’ and ‘picture’ but also be-
tween ‘language’ and ‘tongue’, because of the pol-
ysemy of ‘tongue’ in English. If, in contrast, Ger-
man was the reference language, the Chinese version
of German should not have a link between Zunge
‘tongue’ and Sprache ‘language’ because Zunge, in
German, does not mean ‘language’ (any more).
Thus, to avoid misspecifications based on a par-
ticular choice of reference language, we propose the
following. Let Ly, ..., Ly, Lpt1,n > 2,be (n+1)
languages for which bilingual translation operators
Ta,p exist for any two languages A, B from the
(n + 1) languages. Then let the distance between
languages i and j, 1 < 4,57 < n + 1, be defined as

1
Mi=nTy 2

ReL\{L;,L;}

5(GE,GH,

where by G we denote the L; version of
R, and by L we denote the set of languages
{L1,..., Ly, Ly+1}; in other words, we specify the
distance between languages ¢ and j as the aver-
age distance over all possible reference languages,
which excludes languages ¢ and j themselves. As
above, A;; induces a distance matrix, with which
clustering can be performed.

5 Conclusion

We have presented a framework for inducing lexical
semantic typologies based on the idea of Sejane and
Eger (2012) to represent lexical semantic spaces of
different languages in a common reference language
in order to be able to contrast them. We have ex-
tended Sejane and Eger’s (2012) approach by giv-
ing it a solid mathematical foundation, by suggest-
ing more suitable data bases on which to implement
their study, and by outlining adequate network dis-
tance metrics on this data. Moreover, we have ad-
dressed the tertium comparationis problem of the
choice of the reference language. In follow-up work,
we intend to bring the idea to the data, from which
we expect very interesting cross-lingual lexical se-
mantic insights.
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Abstract

Semantic role classification accuracy for most
languages other than English is constrained by
the small amount of annotated data. In this pa-
per, we demonstrate how the frame-to-frame
relations described in the FrameNet ontology
can be used to improve the performance of
a FrameNet-based semantic role classifier for
Swedish, a low-resource language. In order
to make use of the FrameNet relations, we
cast the semantic role classification task as
a non-atomic label prediction task. The ex-
periments show that the cross-frame general-
ization methods lead to a 27% reduction in
the number of errors made by the classifier.
For previously unseen frames, the reduction is
even more significant: 50%.

1 Introduction

The FrameNet lexical database and annotated cor-
pora, based on the theory of semantic frames (Fill-
more et al., 2003), have allowed the implementa-
tion of automatic systems to extract semantic roles
(Gildea and Jurafsky, 2002; Johansson and Nugues,
2007; Marquez et al., 2008; Das et al., 2010).

Since the original FrameNet is developed for the
English language, most research on semantic role
extraction has focused exclusively on English. How-
ever, the English FrameNet has inspired similar ef-
forts for other languages. For instance, the ongo-
ing development of a Swedish FrameNet (Borin et
al., 2010) allows us to investigate the feasibility
of using this resource in constructing an automatic
role-semantic analyzer for Swedish. However, due
to the fact that the Swedish FrameNet annotation
process is in a fairly early stage, not much anno-
tated material is available, and this limits the perfor-
mance attainable by automatic classifiers trained on
these data. In particular, the scarce amount of data
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makes it very hard for the machine learning meth-
ods to discern general linguistic facts concerning the
syntactic—semantic linking patterns, such as the rela-
tion between the voice of a verb, the syntactic func-
tions of its arguments, and the semantic roles of the
arguments (Dowty, 1991).

In this paper, we show that the inter-frame rela-
tions described in the FrameNet ontology allow us
to generalize across frames. This allows the clas-
sifier to learn general linguistic facts, and it also
leads to more efficient use of the annotated data.
To allow this kind of generalization, we formulate
the semantic role selection problem as a classifica-
tion task with non-atomic labels. This cross-frame
generalization method reduces the number of errors
made by the classifier by 27%, improving the accu-
racy from 54.4 to 66.5. When evaluating on frames
for which the classifier has not been trained, the ac-
curacy improves from 7.2 (random performance) to
53.4, a 50% error reduction.

2 The Swedish FrameNet

The Swedish FrameNet, SweFN, is a lexical re-
source under development (Friberg Heppin and
Toporowska Gronostaj, 2012), based on the English
version of FrameNet constructed by the Berkeley re-
search group (Baker et al., 1998). It is found on the
SweFN website!, and is available as a free resource.

The SweFN frames and frame names correspond
to the English ones, with some exceptions, as do
the selection of frame elements including defini-
tions and internal relations. The meta-information
about the frames, such as semantic relations be-
tween frames, is also transferred from the Berkley
FrameNet. Compared to the Berkeley FrameNet,
SweFN is expanded with information about the do-
main of the frames, at present: general language, the
medical and the art domain.

'"nttp://spraakbanken.gu.se/eng/swefn
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At the time of writing this paper, SweFN cov-
ered 519 frames with around 18,000 lexical units.
The lexical units are gathered from SALDO, a free
Swedish electronic association lexicon (Borin and
Forsberg, 2009). A lexical unit from SALDO can-
not populate more than one frame. At present there
are 31 frames in SweFN which do not match a frame
in the Berkeley FrameNet. Of these, there are eight
completely new frames while the others have been
modified in some way.

Crucially for the work presented in this paper,
each frame is exemplified with at least one sentence.
The number of sentences is currently 2,974. The
most well-annotated frames are EXPERIENCER_OBJ
with 38 sentences, CAUSE_MOTION with 21, and
CAUSE_HARM with 19. These sentences form the
training material used in the following sections.

3 System Implementation

In this section, we describe the implementation of
our semantic role labeling system. In order to be
useful on its own, such a system needs to solve sev-
eral tasks: (1) identification of predicate words; (2)
assignment of frames to predicate words; (3) iden-
tification of role fillers; (4) assignment of semantic
role labels to role fillers. In this paper, we focus ex-
clusively on the semantic role classification task.

3.1 Baseline: A Classifier for Swedish
Semantic Roles

Following most previous implementations, we used
a syntactic parse tree as the basis of the semantic
role extraction; we assumed that every semantic role
span coincides with the projection of a subtree in
the syntactic tree. The tasks of segmentation and
labeling then reduce to a classification problem on
syntactic tree nodes. Each sentence was parsed by
the LTH dependency parser (Johansson and Nugues,
2008a), which we trained on a Swedish treebank
(Nilsson et al., 2005). Figure 1 shows a sentence an-
notated with a dependency tree and semantic roles.
The semantic role labeling classifier was imple-
mented as a linear multiclass classifier with a flexi-
ble output space depending on the frame of the given
predicate; we trained this classifier using an online
learning algorithm (Crammer et al., 2006). In ad-
dition, we imposed a uniqueness constraint on the
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labels output by the classifier, so that every role may
appear only once for a given predicate.

We considered a large number of features for the
classifier (Table 1). Most of these are commonly
used features taken from the standard literature on
semantic role labeling. We then applied a standard
greedy forward feature selection procedure to deter-
mine which of them to use. The features contain-
ing SALDO ID refer to the entry identifiers in the
SALDO lexicon. Note that the POS tags have coarse
and fine variants, such as VERB and VERB-FINITE-
PRESENT-ACTIVE respectively, and we used both of
them.

Semantic role classifiers rely heavily on lexical
features (Johansson and Nugues, 2008b), and this
may lead to brittleness; in order to increase robust-
ness, we added features based on hierarchical clus-
ters constructed using the Brown algorithm (Brown
et al.,, 1992). The Brown algorithm clusters word
into hierarchies represented as bit strings. Based on
tuning on a development set, we found that it was
best not to use the full bit string, but only a prefix if
the string was longer than 12 bits.

FRAME

DEPENDENCY RELATION PATH
FRAME ELEMENTS

POSITION

VOICE

ARGUMENT HEAD SALDO ID
ARGUMENT HEAD LEMMA
ARGUMENT HEAD POS (FINE)
PREDICATE POS (FINE)
ARGUMENT POS (COARSE)
ARGUMENT RIGHT CHILD POS (COARSE)
ARGUMENT WORD
PREDICATE WORD CLUSTER
ARGUMENT WORD CLUSTER

Table 1: List of classifier features.

3.2 A Classifier Using Non-atomic Semantic
Role Labels

The classifier described above is a quite typical ex-
ample of how semantic role classifiers are normally
implemented: each frame is independent of all other
frames. However, in our case, when the amount of
training data is quite small, the limitations of this
standard approach become apparent:

e Since there are many frames, the amount of
training data for each frame is very limited.



pmmenerdr [soderut] [frfm Lindh()lmen]

[]Zings

Norra Alvstrandens brokiga k(mtur]

PATH

J

(SELF.MOVER) (DIRECTION) JA
(SoURCE)
(SELF_moOTION)

Figure 1: A sentence with dependency syntax (above) and semantic role structure (below).

e Basic linguistic facts, such as which roles are
likely to appear in subject position, have to be
relearned for each frame.

To remedy these problems, we developed a classi-
fier using non-atomic labels: instead of just a simple
label INGESTION:INGESTOR, the classifier can pre-
dict several labels, using some sort of decomposition
into meaningful parts. In §3.3, we will describe sev-
eral such decompositions.

As described above, our baseline classifier is a
standard linear classifier. Assume that the frame F
defines a set of semantic roles r1,...,7,, then the
classifier predicts a semantic role r* for a given ar-
gument a using this model:

r* =arg maxw - d(a,r)
Here @ is a feature function describing features of
the argument « taking the semantic role r, and w is a
weight vector produced by some training algorithm.

This classifier model can easily be generalized to
the non-atomic case. We then assume that each role
r can be decomposed using a decomposition func-
tion D, which returns a set of labels. We now apply
the feature function to each sub-label [ instead of the
main label 7.

= arg max w - P(a,l
& relr le;(r) )

Non-atomic classification has been described in a
number of publications. It is fairly common in text
categorization, where hierarchical classification is
probably the most common type. One of the most
similar to ours is the action classifier by Roth and
Tu (2009), which handled a large label set by de-
composing the labels into meaningful parts.

3.3 Generalization Methods

We investigated several ways of analyzing the labels,
and most of them were based on the properties of
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the frames, defined in the FrameNet ontology. The
Swedish FrameNet currently does not define such
properties, but since the frames and frame elements
are for the most part based on their English coun-
terparts, we used the English ontology. In case of
mismatch, we just left the label in its original state.
The first method we tried was based on frame-to-
frame relations. We used the following relations:

INHERITANCE: specific to general, e.g. COMMU-
NICATION_NOISE to COMMUNICATION.

SUBFRAME: from component to complex, e.g.
SETTING_OUT to TRAVEL.

CAUSATIVE-OF: causative to inchoative,
e.g. CAUSE_TEMPERATURE_CHANGE to
INCH._CHANGE_OF_TEMP..

INCHOATIVE-OF:  inchoative to stative, e.g.
INCH._CHANGE_OF_TEMP. to TEMPERATURE.

USING: child to parent, e.g. COMMUNICA-
TION_NOISE to MAKE_NOISE.

PERSPECTIVE-ON: perspectivized to neutral, e.g.
RIDE_VEHICLE to USE_VEHICLE.

To analyze a label in terms of frame-to-frame
relations, we applied the transitive closure of
each relation and returned the resulting set. For
instance, when applying the Inheritance rela-
tion to the INGESTION:INGESTOR label, we get
the following set: { INGESTION:INGESTOR,
INGEST_SUBSTANCE:INGESTOR, MANIPU-
LATION:AGENT, INTENT._AFFECT: AGENT,
INTENT._ACT:AGENT, TRANS._ACTION:AGENT }.

The second method was based on the semantic
type of the semantic role. For instance, the INGES-
TION:INGESTOR role needs to be filled by an en-
tity of the semantic type SENTIENT. The decom-
position of this role then simply becomes { INGES-
TION:INGESTOR, SENTIENT }.

The third method was based on the simple no-
tion label generalization: if two semantic roles



in two different frames have the same name,
then we use the same label. For instance,
we change the INGESTION:INGESTOR and IN-
GEST_SUBSTANCE:INGESTOR to INGESTOR. We
normalized the spelling, punctuation, and capitaliza-
tion of the labels before generalizing.

4 Experiments

We evaluated the classifier on the example sentences
in the Swedish FrameNet. The frame and the ar-
gument were given to the classifier, which then had
to predict the semantic role. We evaluated in two
different ways: In-frame evaluation, where a 5-fold
cross-validation was carried out over the set of sen-
tences, and Out-frame evaluation, where the cross-
validation was done over the set of frames. The out-
frame setting simulates the situation where a new
frame has been defined, but no training data have
been annotated. Without any sort of cross-frame
generalization, the classification in the out-frame
setting becomes a random baseline.

Table 2 shows the results of using the frame-to-
frame relations for analyzing the semantic role la-
bels. We see that decomposition based on Inheri-
tance is by far the most effective of these, although
the highest performance is obtained when combin-
ing all types of relation-based decompositions.

Classifier In-frame Out-frame
Baseline 54.4 7.2
Inheritance 58.7 28.1
Using 55.8 20.5
Subframe 54.8 11.5
Causative-of 54.5 9.7
Perspective-on 54.5 8.1
Inchoative-of 54.4 8.0
All except Inheritance 56.0 24.0
All relations 59.6 36.9

Table 2: Classification results with generalization based
on frame-to-frame relations.

The effect of analyzing labels in terms of semantic
type is similar. The in-frame performance is higher
than that of relation-based decomposition, while the
out-frame performance is a bit lower. The two gen-
eralization methods seem to complement each other,
since we get a higher performance by combining
them. Table 3 shows the results.
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Classifier In-frame Out-frame
Semantic type 61.7 31.7
Semantic type + relations 63.5 42.6

Table 3: Adding semantic type generalization.

Finally, Table 4 shows the effect of using label
generalization. This is by far the most effective
method. However, we get even higher performance
by combining it with the other two methods.

Classifier In-frame Out-frame
Label generalization 65.9 51.5
LG + ST + relations 66.5 53.4

Table 4: Results with label generalization.
5 Discussion

When developing NLP systems for a low-resource
language, it is crucial to make effective use of the
available data. In the case of FrameNet semantic
role classification, one way to improve the use of the
data is to generalize the roles across the frames. This
also makes sense from a theoretical point of view,
since predicting multiple labels allows the machine
learner to learn general facts as well as specifics.

This work builds on previous work in multi-label
classification. For the task of FrameNet semantic
role classification, the work most closely related to
ours is that by Matsubayashi et al. (2009), which de-
fined a classifier making use of role groups; the ef-
fect of the role groups turns out to be similar to our
non-atomic classification approach.

Our experiments showed very significant error re-
ductions. This was especially notable in the case of
out-frame evaluation, which is to be expected since
the baseline in this case was a random selection. The
best classifier used all three types of label decom-
position, and achieved a 26% in-frame and a 50%
out-frame error reduction.
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Abstract

We study the task of automatically disam-
biguating word combinations such as jump
the gun which are ambiguous between a lit-
eral and MWE interpretation, focusing on the
utility of type-level features from an MWE
lexicon for the disambiguation task. To
this end we combine gold-standard idiomatic-
ity of tokens in the OpenMWE corpus with
MWE-type-level information drawn from the
recently-published JDMWE lexicon. We find
that constituent modifiability in an MWE-type
is more predictive of the idiomaticity of its
tokens than other constituent characteristics
such as semantic class or part of speech.

1 Introduction

A multiword expression (MWE) is a phrase or
sequence of words which exhibits idiosyncratic be-
haviour (Sag et al., 2002; Baldwin and Kim, 2009).
The nature of this idiosyncracy may be purely dis-
tributional — such as hot and cold being more com-
mon than cold and hot — but in this paper we study
MWEs with idiosyncratic semantics. Specifically
we are concerned with expressions such as jump the
gun which are ambiguous between a literal interpre-
tation of “to leap over a firearm”, and an idiomatic
interpretation of “to act prematurely”.

While MWE:s are increasingly entering the main-
stream of NLP, the accurate identification of MWEs
remains elusive for current methods, particularly in
the absence of MWE type-specialised training data.
This paper builds on the work of Hashimoto et al.
(2006) and Fothergill and Baldwin (2011) in ex-
ploring whether type-level MWE properties sourced
from an idiom dictionary can boost the accuracy of
crosstype MWE-token classification. That is, we
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attempt to determine whether token occurrences of
ambiguous expressions such as Kim jumped the gun
on this issue are idiomatic or literal, based on: (a)
annotated instances for MWEs other than jump the
gun (e.g. we may only have token-level annotations
for kick the bucket and throw in the towel), and (b)
dictionary-based information on the syntactic prop-
erties of the idiom in question.

We find that constituent modifiability judgments
extracted from the idiom dictionary are more predic-
tive of the idiomaticity of tokens than other features
of the idiom’s constituents such as part of speech
or lexeme. However, violations of the dictionary’s
modifiability rules have variable utility for machine
learning classification, being suggestive of the literal
class but not definitive. Finally, we present novel re-
sults illuminating the effectiveness of contextual se-
mantic vectors at MWE-token classification.

2 Related Work

The OpenMWE corpus (Hashimoto and Kawahara,
2009) is a gold-standard corpus of over 100,000
Japanese MWE-tokens covering 146 types. It is the
largest resource we are aware of which has hand-
annotated instances of MWESs which are ambiguous
between a literal and idiomatic interpretation, and
has been used by Hashimoto and Kawahara (2009)
and Fothergill and Baldwin (2011) for supervised
classification of MWE-tokens using features cap-
turing lexico-syntactic variation and traditional se-
mantic features borrowed from word sense disam-
biguation (WSD) . Similar work in other languages
has been performed by Li and Sporleder (2010) and
Diab and Bhutada (2009). We build on this work in
exploring the use of MWE-type-level features drawn
from an idiom dictionary for MWE identification.

First Joint Conference on Lexical and Computational Semantics (*SEM), pages 100-104,
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Hashimoto and Kawahara (2009) developed a va-
riety of features capturing lexico-syntactic variation
but only one — a Boolean feature for “internal mod-
ification”, which fired only when a non-constituent
word appeared between constituent words in an
MWE-token — had an appreciable impact on classi-
fication. However, they found that this effect was far
overshadowed by semantic context features inspired
by WSD. That is, treating each MWE-type as a word
with two senses and performing sense disambigua-
tion was far more successful than any features based
on lexico-syntactic characteristics of idioms. Intu-
itively, we would expect that if we had access to a
rich inventory of expression-specific type-level fea-
tures encoding the ability of the expression to partic-
ipate in different syntactic alternations, we should be
better equipped to disambiguate token occurrences
of that expression. Indeed, the work of Fazly et al.
(2009) would appear to support this hypothesis, in
that the authors used unsupervised methods to learn
type-level preferences for a range of MWE types,
and demonstrated that these could be successfully
applied to a token-level disambiguation task.

Hashimoto and Kawahara (2009) trained indi-
vidual classifiers for each MWE-type in their cor-
pus and tested them only on instances of the type
they were trained on. In contrast to this type-
specialised classification, Fothergill and Baldwin
(2011) trained classifiers on a subset of MWE-types
and tested on instances of the remaining held-out
MWE-types. The motivation for this crosstype
classification was to test the use of data from the
OpenMWE corpus for MWE-token classification of
MWE-types with no gold-standard data available
(which are by far the majority). Fothergill and Bald-
win (2011) introduced features for crosstype classi-
fication which captured features of the MWE-type,
reasoning that similar expressions would have sim-
ilar propensity for idiomaticity. We introduce new
MWE-type features expressing the modifiability of
constituents based on information extracted from an
MWE dictionary with wide coverage.

Fothergill and Baldwin (2011) expected that
WSD features — however successful at type spe-
cialised classification — would lose their advantage
in crosstype classification because of the lack of a
common semantics between MWE-types. However,
this turned out not to be the case, with by far the
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most successful results arising again from use of
WSD features. This surprising result raises the pos-
sibility of distributional similarity between the con-
texts of idiomatic MWE-tokens of different MWE-
types, however the result was not explained or ex-
plored further. In this paper we offer new insights
into the distributional similarity hypothesis.

The recently-published JDMWE (Japanese Dic-
tionary of Multiword Expressions) encodes type-
level information on thousands of Japanese MWEs
(Shudo et al., 2011). A subset of the dictionary has
been released, and overlaps to some extent with the
MWE-types in the OpenMWE corpus. JDMWE en-
codes information about lexico-syntactic variations
allowed by each MWE-type it contains. For exam-
ple, the expression hana wo motaseru — literally
“to have [someone] hold flowers” but figuratively
“to let [someone] take the credit” — has the syntac-
tic form entry /N wo] *V30. The asterix indicates
modifiability, telling us that the head [V]erb mo-
taseru “cause to hold” allows modification by non-
constituent dependents — such as adverbs — but the
dependent [N]oun hana “flowers” does not.

3 Features for classification

We introduce features based on the lexico-syntactic
flexibility constraints encoded in JDMWE and com-
pare them with similar features from related work.

3.1 Type-level features

We extracted the modifiability flags from the syntac-
tic field of entries in JDMWE and generated a feature
for each modifiable constituent, identified by its po-
sition in the type’s parse tree. The motivation for
this is to allow machine learning algorithms to cap-
ture any similarities in idiomaticity between MWE-
types with similar modifiability.

Fothergill and Baldwin (2011) also aimed to
exploit crosstype similarity with their fype fea-
tures. They extracted lexical features (part-of-
speech, lemma and semantic category) of the type
headword and other constituents. We use these fea-
tures as point of contrast.

3.2 Token features

An internal modifier is a dependent of a constituent
which is not a constituent itself but divides an MWE-
token into two parts, such as the word seven in kick



seven buckets. Features in related work have flagged
the presence of any internal modifier uncondition-
ally (Hashimoto and Kawahara, 2009; Fothergill and
Baldwin, 2011). We introduce a refined feature
which fires only when a MWE-token has an internal
modifier which violates the constituent modification
constraints encoded in JDMWE.

JDMWE modifiability constraints could also be
construed to proscribe external modifiers. Sentential
subjects and other external arguments of the head
verb are too common to be sensibly proscribed but
we did include a feature flagging proscribed exter-
nal modification of leaf constituents such as wa-
ter in kick the bucket of water. This feature effec-
tively refines the adnominal modification feature of
Hashimoto and Kawahara (2009) which indiscrimi-
nately flags external modifications on a leaf noun.

We include in our analysis a contrast of these fea-
tures to token-based features in related work. The
closest related features are those focussed on the
MWE characteristic of lexico-syntactic fixedness
termed idiom features by Hashimoto and Kawahara
(2009) and Fothergill and Baldwin (2011):

o the flag for internal modification;
o the flag for adnominal modification;

e lexical features such as part-of-speech, lemma
and semantic category extracted from an inter-
nal or adnominal modifier;

e inflections of the head constituent.

Additionally, we include WSD-inspired features
used by Hashimoto and Kawahara (2009) and
Fothergill and Baldwin (2011). These are all lexi-
cal features extracted from context, including part-
of-speech, lemma and semantic category of words
in the paragraph, local and syntactic contexts of the
MWE-token. These features set the high water mark
for classification accuracy in both type-specialised
and crosstype classification scenarios.

3.3 Example JDMWE feature extraction

The following is a short literal token of the example
type from Section 2, with numbered constituents:
kireina hanawo(2) motaseta(1) (“[He] had [me] hold
the pretty flowers”). The JDMWE features emitted
for this token are the type feature modifiable(1) and
the token feature proscribed_premodifier(2).
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4 Results

We worked with a subset of the OpenMWE cor-
pus comprising those types having: (a) an entry in
the released subset of the JDMWE, and (b) both lit-
eral and idiomatic classes represented by at least 50
MWE-tokens each in the corpus. This leaves only 27
MWE-types and 23,392 MWE-tokens and means
that our results are not directly comparable to those
of Hashimoto and Kawahara (2009) and Fothergill
and Baldwin (2011). The release of the full [IDMWE
should enable more comparable results.

We constructed a crosstype classification task
by ten-fold cross validation of the MWE-types in
the OpenMWE subset, with micro-averaged results.
Training sets were the union of all MWE-tokens of
MWE-types in a partition. The majority class was
the idiomatic sense and provided a baseline accu-
racy of 0.594. Support Vector Machine models with
linear kernels were trained on various feature com-
binations using the libSVM package.

Our JDMWE type-level features performed com-
paratively well at the crosstype task, with an accu-
racy of 0.647, at 5.3 percentage points above the
baseline. This is a marked improvement on the lex-
ical type-level features from related work, which
achieved an accuracy of 4.0 points above baseline.
As has been observed in related work, the accuracy
gained by using type-level features is much smaller
than the token-level WSD features. However, the
relative performance of the JDMWE type features to
the lexical type features is sustained in combination
with other feature types, as shown in Figure 1a.

Our JDMWE token-level features on the other
hand perform quite badly at crosstype classification.
When measured against the baseline or used to aug-
ment other token features, they degraded or only
marginally improved performance. The fact that us-
ing these features resulted in worse-than-baseline
performance suggests that the constituent modifia-
bility features extracted from JDMWE may not be
strict constraints as they are construed.

To better examine the quality of the JDMWE con-
stituent modifiability constraint features, we con-
structed a heuristic classifier. The classifier applies
the idiomatic class by default, but the literal class to
any MWE-token which violates the JDMWE con-
stituent modifiability constraints. This classifier’s
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precision on the literal class was 0.624, meaning that
fully 0.376 of modifiability constraint violations in
the corpus occured for idiomatic tokens.

However, the classifier was correct in its literal
class labels more than half the time so it achieved a
better accuracy than the majority class classifer, at
0.612. As such, the heuristic classifier comfortably
outperformed the Support Vector Machine classifier
based on the same features. This shows that our poor
results with regards to the JDMWE constraint viola-
tion features are due mainly to failures of the ma-
chine learning model to take advantage of them.

As to the strength of the constraints encoded in
JDMWE, we found that 4.4% of all idiomatic tokens
in the corpus violated constituent modification con-
straints, and 10.8% of literal tokens. Thus the con-
straints seem sound but not as rigid as presented by
the JDMWE developers.

Figure 1a shows that even with our improvements
to type-level features, the finding of Fothergill and
Baldwin (2011) that WSD context features perform
best at crosstype classification still holds. We can-
not fully account for this, but one observation re-
garding the results of our type-specialised evaluation
may have bearing on the crosstype scenario.

For our type-specialised classification task we
performed cross-validation for each MWE-type in
isolation, aggregating final results. Some types had
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a literal majority class, so the baseline accuracy was
0.741. Figure 1b shows that type-specialised classi-
fication performance is basically constant when re-
stricting analysis to only the idiomatic test instances.
The huge performance boost produced through the
use of WSD features occurs only on literal instances
(see Figure 1c). That is, our type-specialised clas-
sifiers are capturing distributional similarity of con-
text for the literal instances of a MWE-type but not
for the idiomatic instances. Since the contexts of id-
iomatic instances of the same MWE-type do not ex-
hibit a usable distributional similarity, it is unlikely
that crosstype similarities between idiomatic MWE-
token contexts can explain the efficacy of WSD fea-
tures for crosstype classification.

5 Conclusion

Using a MWE dictionary as input to a supervised
crosstype MWE-token classification task we have
shown that the constituents’ modifiability character-
istics tell more about idiomaticity than their lexical
characteristics. We found that the constituent modi-
fication constraints in JOMWE are not hard-and-fast
rules but do show up statistically in the OpenMWE
corpus. Finally, we found that distributional simi-
larity of the contexts of idiomatic MWE-tokens is
unlikely to be the source of the success of WSD fea-
tures on MWE-token classification accuracy.
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Abstract

Modeling user preferences is crucial in many
real-life problems, ranging from individual
and collective decision-making to strategic in-
teractions between agents and game theory.
Since agents do not come with their prefer-
ences transparently given in advance, we have
only two means to determine what they are if
we wish to exploit them in reasoning: we can
infer them from what an agent says or from
his nonlinguistic actions. In this paper, we an-
alyze how to infer preferences from dialogue
moves in actual conversations that involve bar-
gaining or negotiation. To this end, we pro-
pose a new annotation scheme to study how
preferences are linguistically expressed in two
different corpus genres. This paper describes
the annotation methodology and details the
inter-annotator agreement study on each cor-
pus genre. Our results show that preferences
can be easily annotated by humans.

1 Introduction

Modeling user preferences is crucial in many real-
life problems, ranging from individual and collec-
tive decision-making (Arora and Allenby, 1999)
to strategic interactions between agents (Brainov,
2000) and game theory (Hausman, 2000). A web-
based recommender system can, for example, help
a user to identify (among an optimal ranking) the
product item that best fits his preferences (Burke,
2000). Modeling preferences can also help to find
some compromise or consensus between two or
more agents having different goals during a nego-
tiation (Meyer and Foo, 2004).
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Working with preferences involves three subtasks
(Brafman and Domshlak, 2009): preference acquisi-
tion, which extracts preferences from users, prefer-
ence modeling where a model of users’ preferences
is built using a preference representation language
and preference reasoning which aims at computing
the set of optimal outcomes. We focus in this paper
on the first task.

Handling preferences is not easy. First, specifying
an ordering over acceptable outcomes is not trivial
especially when multiple aspects of an outcome mat-
ter. For instance, choosing a new camera to buy may
depend on several criteria (e.g. battery life, weight,
etc.), hence, ordering even two outcomes (cameras)
can be cognitively difficult because of the need to
consider trade-offs and dependencies between the
criteria. Second, users often lack complete infor-
mation about preferences initially. They build a
partial description of agents’ preferences that typi-
cally changes over time. Indeed, users often learn
about the domain, each others’ preferences and even
their own preferences during a decision-making pro-
cess. Since agents don’t come with their preferences
transparently given in advance, we have only two
means to determine what they are if we wish to ex-
ploit them in reasoning: we can infer them from
what an agent says or from his nonlinguistic actions.
In this paper, we analyze how to infer preferences
from dialogue moves in actual conversations that in-
volve bargaining or negotiation.

Within the Artificial Intelligence community,
preference acquisition from nonlinguistic actions
has been performed using a variety of specific
tasks, including preference learning (Fiirnkranz and
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Montréal, Canada, June 7-8, 2012. (©)2012 Association for Computational Linguistics



Hiillermeier, 2011) and preference elicitation meth-
ods (Chen and Pu, 2004) (such as query learning
(Blum et al., 2004), collaborative filtering (Su and
Khoshgoftaar, 2009) and qualitative graphical rep-
resentation of preferences (Boutilier et al., 1997)).
However, these tasks don’t occur in actual conver-
sations about negotiation. We are interested in how
agents learn about preferences from actual conver-
sational turns in real dialogue (Edwards and Barron,
1994), using NLP techniques.

To this end, we propose a new annotation scheme
to study how preferences are linguistically expressed
in dialogues. The annotation study is performed
on two different corpus genres: the Verbmobil cor-
pus (Wahlster, 2000) and a booking corpus, built
by ourselves. This paper describes the annotation
methodology and details the inter-annotator agree-
ment study on each corpus genre. Our results show
that preferences can be easily annotated by humans.

2 Background

2.1 What are preferences?

A preference is commonly understood as an order-
ing by an agent over outcomes, which are under-
stood as actions that the agent can perform or goal
states that are the direct result of an action of the
agent. For instance, an agent’s preferences may be
defined over actions like buy a new car or by its end
result like have a new car. The outcomes over which
a preference is defined will depend on the domain or
task.

Among these outcomes, some are acceptable for
the agent, i.e. the agent is ready to act in such a
way as to realize them, and some outcomes are not.
Among the acceptable outcomes, the agent will typ-
ically prefer some to others. Our aim is not to de-
termine the most preferred outcome of an agent but
follows rather the evolution of their commitments to
certain preferences as the dialogue proceeds. To give
an example, if an agent proposes to meet on a certain
day X and at a certain time Y, we learn that among
the agent’s acceptable outcomes is a meeting on X
at Y, even if this is not his most preferred outcome.
We are interested in an ordinal definition of prefer-
ences, which consists in imposing a ranking over all
(relevant) possible outcomes and not a cardinal defi-
nition which is based on numerical values that allow
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comparisons.

More formally, let 2 be a set of possible
outcomes. A preference relation, written >, is a
reflexive and transitive binary relation over elements
of (2. The preference orderings are not necessarily
complete, since some candidates may not be com-
parable by a given agent. Given the two outcomes
01 and o3, 01 >~ 02 means that outcome o; is equally
or more preferred to the decision maker than os.
Strict preference 01 > o0 holds iff 01 >~ 02 and not
02 = o1. The associated indifference relation is
01 ~ 09 ifOl >~ 09 and 09 >~ 01.

2.2 Preferences vs. opinions

It is important to distinguish preferences from opin-
ions. While opinions are defined as a point of view, a
belief, a sentiment or a judgment that an agent may
have about an object or a person, preferences, as
we have defined them, involve an ordering on be-
half of an agent and thus are relational and com-
parative. Hence, opinions concern absolute judg-
ments towards objects or persons (positive, negative
or neutral), while preferences concern relative judg-
ments towards actions (preferring them or not over
others). The following examples illustrate this:

(a) The movie is not bad.

(b) The scenario of the first season is better than the
second one.

(c) I would like to go to the cinema. Let’s go and see
Madagascar 2.

(a) expresses a direct positive opinion towards the
movie but we do not know if this movie is the most
preferred. (b) expresses a comparative opinion be-
tween two movies with respect to their shared fea-
tures (scenarios) (Ganapathibhotla and Liu, 2008).
If actions involving these movies (e.g. seeing them)
are clear in the context, such a comparative opin-
ion will imply a preference, ordering the first season
scenario over the second. Finally, (c) expresses two
preferences, one depending on the other. The first
is that the speaker prefers to go to the cinema over
other alternative actions; the second is, given that
preference, that he wants to see Madagascar 2 over
other possible movies.

Reasoning about preferences is also distinct from
reasoning about opinions. An agent’s preferences



determine an order over outcomes that predicts how
the agent, if he is rational, will act. This is not true
for opinions. Opinions have at best an indirect link
to action: I may hate what I'm doing, but do it any-
way because I prefer that outcome to any of the al-
ternatives.

3 Data

Our data come from two corpora: one already-
existing, Verbmobil (Cy), and one that we cre-
ated, Booking (Cp).

The first corpus is composed of 35 dialogues ran-
domly chosen from the existing corpus Verbmobil
(Wahlster, 2000), where two agents discuss on when
and where to set up a meeting. Here is a typical frag-
ment:

71 A: Shall we meet sometime in the next week?
o A: What days are good for you?

w3 B: I have some free time on almost every day
except Fridays.

74 B: Fridays are bad.

75 B: In fact, 'm busy on Thursday too.

g A: Next week I am out of town Tuesday, Wednes-
day and Thursday.

77 A: So perhaps Monday?

The second corpus was built from various En-
glish language learning resources, available on the
Web (e.g., www.bbc.co.uk/worldservice/
learningenglish). It contains 21 randomly se-
lected dialogues, in which one agent (the customer)
calls a service to book a room, a flight, a taxi, etc.
Here is a typical fragment:

m A: Northwind Airways, good morning. May I
help you?

mo B: Yes, do you have any flights to Sydney next
Tuesday?

73 A: Yes, there’s a flight at 16:45 and one at 18:00.
74 A: Economy, business class or first class ticket?

75 B: Economy, please.

Our approach to preference acquisition exploits
discourse structure and aims to study the impact
of discourse for extracting and reasoning on prefer-
ences. Cadilhac et al. (2011) show how to compute
automatically preference representations for a whole
stretch of dialogue from the preference representa-
tions for elementary discourse units. Our annota-
tion here concentrates on the commitments to pref-
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erences expressed in elementary discourse units or
EDUs. We analyze how the outcomes and the depen-
dencies between them are linguistically expressed
by performing, on each corpus, a two-level anno-
tation. First, we perform a segmentation of the di-
alogue into EDUs. Second, we annotate preferences
expressed by the EDUSs.

The examples above show the effects of segmen-
tation. Each EDU is associated with a label ;.
For Verbmobil, we rely on the already avail-
able discourse annotation of Baldridge and Las-
carides (2005). For Booking, the segmentation
was made by consensus.

We detail, in the next section, our preference an-
notation scheme.

4 Preference annotation scheme

To analyze how preferences are linguistically ex-
pressed in each EDU, we must: (1) identify the set
Q) of outcomes, on which the agent’s preferences
are expressed, and (2) identify the dependencies be-
tween the elements of {2 by using a set of specific
operators, i.e. identifying the agent’s preferences on
the stated outcomes. Consider the segment “Let’s
meet Thursday or Friday”. We have 2 = {meet
Thursday, meet Friday} where outcomes are linked
by a disjunction that means the agent is ready to act
for one of these outcomes, preferring them equally.

Within an EDU, preferences can be expressed in
different ways. They can be atomic preference state-
ments or complex preference statements.

4.1 Atomic preferences

Atomic preference statements are of the form “I pre-
fer X7, “Let’s X, or “We need X, where X de-
scribes an outcome. X may be a definite noun phrase
(“Monday”, “next week”, “almost every day”), a
prepositional phrase (“at my office”) or a verb
phrase (“to meet”). They can be expressed within
comparatives and/or superlatives (‘“a cheaper room”
or “the cheapest flight”).

Preferences can also be expressed in an indirect
way using questions. Although not all questions
entail that their author commits to a preference, in
many cases they do. That is, if A asks “can we meet
next week?” he implicates a preference for meeting.
For negative and wh-interrogatives, the implication



is even stronger. Expressions of sentiment or polite-
ness can also be used to indirectly introduce prefer-
ences. In Booking, the segment “economy please”
indicates the agent’s preference to be in an economy
class.

EDUSs can also express preferences via free-choice
modalities; “I am free on Thursday” or “I can meet
on Thursday” tells us that Thursday is a possible day
to meet, it is an acceptable outcome.

A negative preference expresses an unacceptable
outcome, i.e. what the agent does not prefer. Neg-
ative preference can be expressed explicitly with
negation words (“I don’t want to meet on Friday”™)
or inferred from the context (“I am busy on Mon-
day”).

While the logical form of an atomic preference
statement is something of the form Pref(X), we
abbreviate this in the annotation language, using just
the outcome expression X to denote that the agent
prefers X to the alternatives, i.e. X = X. If X is
an unacceptable outcome, we use the non-boolean
operator not to denote that the agent prefers not X to
other alternatives, i.e. X = X. In our Verbmobil
annotation, X is typically an NP denoting a time or
place; X as an outcome is thus shorthand for meet
on X or meet at X. For Booking, X is short for
reserve or book X .

4.2 Complex preferences

Preference statements can also be complex, express-
ing dependencies between outcomes. Borrowing
from the language of conditional preference net-
works or CP-nets (Boutilier et al., 2004), we rec-
ognize that some preferences may depend on an-
other action. For instance, given that I have cho-
sen to eat fish, I will prefer to have white wine
over red wine—something which we express as
eat fish : drink white wine > drink red wine.

Among the possible combinations, we find con-
junctions, disjunctions and conditionals. We exam-
ine these conjunctive, disjunctive and conditional
operations over outcomes and suppose a language
with non-boolean operators &, 57 and — taking out-
come expressions as arguments.

With conjunctions of preferences, as in “Could
I have a breakfast and a vegetarian meal?” or in
“Mondays and Fridays are not good?”, the agent ex-
presses two preferences (respectively over the ac-
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ceptable outcomes breakfast and vegetarian meal
and the non acceptable outcomes not Mondays and
not Fridays) that he wants to satisfy and he prefers
to have one of them if he can not have both. Hence
01 & 09 means 01 >~ 01 and 0y >~ 03.

The semantics of a disjunctive preference is a free
choice one. For example in “either Monday or Tues-
day is fine for me” or in “I am free Monday and
Tuesday”, the agent states that either Monday or
Tuesday is an acceptable outcome and he is indif-
ferent between the choice of the outcomes. Hence
01 Y 02 means o : 01 ~ 01, 03 : 01 > o1 and
01 :09 ~ 02,01 : 03 > 03.

Finally, some EDUs express conditional among
preferences. For example, in the sentence ‘“What
about Monday, in the afternoon?”, there are two
preferences: one for the day Monday, and, given the
Monday preference, one for the time afternoon (of
Monday), at least for one syntactic reading of the
utterance. Hence o; +— 09 means o1 > 01 and
01 : 09 > 03.

For each EDU, annotators identify how outcomes
are expressed and then indicate if the outcomes are
acceptable, or not, using the operator not and how
the preferences on these outcomes are linked using
the operators &, 37 and —.

4.3 Example

We give below an example of how some EDUs are
annotated. <o>_i indicates that o is the outcome
number ¢ in the EDU, the symbol // is used to sepa-
rate the two annotation levels and brackets indicate
how outcomes are attached.

w1 @ <Tuesday the sixteenth>_1 I got class <from nine
to twelve>_2? // 1 — not 2

mo : What about <Friday afternoon>_1, <at two
thirty>_2 or <three>_3,// 1 — (2 v/ 3)

s : <The room with balcony>_1 should be equipped
<with a queen size bed>_2, <the other one>_3
<with twin beds>_4, please. // (1 — 2) & 3 —
4)

In 71, the annotation tells us that we have two out-
comes and that the agent prefers outcome 1 over any
other alternatives and given that, he does not pre-
fer outcome 2. In 79, the annotation tells us that
the agent prefers to have one of outcome 2 and out-
come 3 satisfied given that he prefers outcome 1. In
this example, the free choice between outcome 2 and



outcome 3 is lexicalized by the coordinating con-
junction “or”. On the contrary, 7r3 is a more complex
example where there is no discursive marker to find
that the preference operator between the couples of
outcomes 1 and 2 on one hand, and 3 and 4 on the
other hand, is the conjunctive operator &.

S Inter-annotator agreements

Our two corpora (Verbmobil and Booking)
were annotated by two annotators using the pre-
viously described annotation scheme. We per-
formed an intermediate analysis of agreement and
disagreement between the two annotators on two
Verbmobil dialogues. Annotators were thus
trained only for Verbmobil. The aim is to study to
what extent our annotation scheme is genre depen-
dent. The training allowed each annotator to under-
stand the reason of some annotation choices. After
this step, the dialogues of our corpora have been an-
notated separately, discarding those two dialogues.
Table 1 presents some statistics about the annotated
data in the gold standard.

| [ Cv [Cs ]
’ No. of dialogues ‘ 35 ‘ 21 ‘
’No. of outcomes ‘ 1081 ‘ 275 ‘
No. of EDUs with outcomes 776 | 182
% with 1 outcome 71% | 70%
% with 2 outcomes 22% | 19%
% with 3 or more outcomes 8% | 11%
No. of unacceptable outcomes (not) \ 266 \ 9 ‘
No. of conjunctions (&) 56 31
No. of disjunctions (5/) 75 | 29
No. of conditionals () 184 | 37

Table 1: Statistics for the two corpora.

We compute four inter-annotator agreements: on
outcome identification, on outcome acceptance, on
outcome attachment and finally on operator identifi-
cation. Table 2 summarizes our results.

5.1 Agreements on outcome identification

Two inter-annotator agreements were computed us-
ing Cohen’s Kappa. One based on an exact matching
between two outcome annotations (i.e. their corre-
sponding text spans), and the other based on a le-
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Cy | Cp
Outcome identification (Kappa) | exact: 0.66
lenient : 0.85
Outcome acceptance (Kappa) 0.90 | 0.95
Outcome attachment (F-measure) | 93% | 82%
Operator identification (Kappa) | 0.93 | 0.75

Table 2: Inter-annotator agreements for the two corpora.

nient match between annotations (i.e. there is an
overlap between their text spans as in “2p.m” and
“around 2p.m”). This approach is similar to the one
used by Wiebe, Wilson and Cardie (2005) to com-
pute agreement when annotating opinions in news
corpora. We obtained an exact agreement of 0.66
and a lenient agreement of 0.85 for both corpus gen-
res.

We made the gold standard after discussing cases
of disagreement. We observed four cases. The first
one concerns redundant preferences which we de-
cided not to keep in the gold standard. In such cases,
the second EDU 75 does not introduce a new prefer-
ence, neither does it correct the preferences stated in
my; rather, the agent just wants to insist by repeat-
ing already stated preferences, as in the following
example:

w1 A: Thursday, Friday, and Saturday I am out.

w9 A: So those days are all out for me,

The second case of disagreement comes from
anaphora which are often used to introduce new, to
make more precise or to accept preferences. Hence,
we decided to annotate them in the gold standard.
Here is an example:

71 A: One p.m. on the seventeenth?

7o B: That sounds fantastic.

The third case of disagreement concerns prefer-
ence explanation. We chose not to annotate these
expressions in the gold standard because they are
used to explain already stated preferences. In the
following example, one judge annotated “from nine
to twelve” to be expressions of preferences while the
other did not :

w1 A: Monday is really not good,

mo A: T have got class from nine to twelve.



Finally, the last case of disagreement comes from
preferences that are not directly related to the action
of fixing a date to meet but to other actions, such as
having lunch, choosing a place to meet, etc. Even
though those preferences were often missed by an-
notators, we decided to keep them, when relevant.

5.2 Agreements on outcome acceptance

The aim here is to compute the agreement on the not
operator, that is if an outcome is acceptable, as in
“<Mondays>_1 are good // 17, or unacceptable, as
in “<Mondays>_1 are not good // not 1”. We get a
Cohen’s Kappa of 0.9 for Verbmobil and 0.95 for
Booking. The main case of disagreement concerns
anaphoric negations that are inferred from the con-
text, as in o below where annotators sometimes fail
to consider “in the morning” as unacceptable out-
comes:
w1 A: Tuesday is kind of out,

mo A: Same reason in the morning

Same case of disagreement in this example where
“Monday” is an unacceptable outcome:

w1 well, I am, busy <in the afternoon of the twenty
sixth>_1, // not 1

mo thatis <Monday>_1 // not 1

5.3 Agreements on outcome attachment

Since this task involves structure building, we com-
pute the agreement using the F-score measure. The
agreement was computed on the previously built
gold standard once annotators discussed cases of
outcome identification disagreements. We compare
how each outcome is attached to the others within
the same EDU. This agreement concerns EDUSs
that contain at least three outcomes, that is 8% of
EDUs from Verbmobil and 11% of EDUs from
Booking. When comparing annotations for the ex-
ample m; below, there is three errors, one for out-
come 2, one for 3 and one for 4.

m <for the next week>_1 the only days I have
open are <Monday>_2 or <Tuesday>_3 <in the
morning>_4.

e Annotation 1: 1~ (27 (3 +— 4))
e Annotation2: 1+ (27 3)+—4)

We obtain an agreement of 93% for Verbmobil
and 82% for Booking.
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5.4 Agreements on outcome dependencies

Finally, we compute the agreements for each couple
of outcomes on which annotators agreed about how
they are attached.

In Verbmobil, the most frequently used binary
operator is —. Because the main purpose of the
agents in this corpus is to schedule an appointment,
the preferences expressed by the agents are mainly
focused on concepts of time and there are many con-
ditional preferences since it is common that prefer-
ences on specific concepts depend on more broad
temporal concepts. For example, preferences on
hours are generally conditional on preferences on
days. In Booking, there are almost as many & as
— because independent and dependent preferences
are more balanced in this corpus. The agents dis-
cuss preferences about various criteria that are in-
dependent. For example, to book a hotel, the agent
express his preferences towards the size of the bed
(single or double), the quality of the room (smoker
or nonsmoker), the presence of certain conveniences
(TV, bathtub), the possibility to have breakfast in
his room, etc. Within an EDU, such preferences are
often expressed in different sentences (compared to
Verbmobil where segments’ lengths are smaller)
which lead annotators to link those preferences with
the operator &. Conditionals between preferences
hold when decision criteria are dependent. For ex-
ample, the preference for having a vegetarian meal
is conditional on the preference for having lunch.
There also are conditionals between temporal con-
cepts, for example, to choose the time of a flight.

Table 3 shows the Kappa for each operator on
each corpus genre. The Cohen’s Kappa, averaged
over all the operators, is 0.93 for Verbmobil and
0.75 for Booking. We observe two main cases of
disagreement: between 1/ and &, and between &
and —. These cases are more frequent for Booking
mainly because annotators were not trained on this
corpus. This is why the Kappa was lower than for
Verbmobil. We discuss below the main two cases
of disagreement.

Confusion between 17 and &. The same lin-
guistic realizations do not always lead to the same
operator.  For instance, in “<Monday>_1 and
<Wednesday>_2 are good” we have 1 57 2 whereas
in “<Monday>_1 and <Wednesday>_2 are not



Cv | Cx
& | 0.90 | 0.66
v | 0.97 | 0.89
— | 092071

Table 3: Agreements on binary operators.

good” or in “I would like a <single room>_1 and
a <taxi>_2” we have respectively not 1 & not 2
and 1 & 2.

The coordinating conjunction “or” is a strong pre-
dictor for recognizing a disjunction of preferences,
at least when the “or” is clearly outside of the scope
of a negation', as in the examples below (in 7y, the
negation is part of the wh-question, and not boolean
over the preference):

w1 Why don’t we <meet, either Thursday the first>_1,
or <Thursday the eighth>_2// 17 2

mo Would you like <a single>_1 or <a double>_27 //
1v2

The coordinating conjunction “and” is also a
strong indication, especially when it is used to link
two acceptable outcomes that are both of a single
type (e.g., day of the week, time of day, place,
type of room, etc.) between which an agent wants
to choose a single realization. For example, in
Verbmobil, agents want to fix a single appoint-
ment so if there is a conjunction “and” between two
temporal concepts of the same level, it is a disjunc-
tion of preference (see 73 below). It is also the case
in Booking when an agent wants to book a single
plane flight (see m4).

m3 <Monday>_1 and <Tuesday>_2 are good for me
"nN1<72

w4 You could <travel at 10am.>_1, <noon>_2 and
2pm>3//157 (2 3)

The acceptability modality distributes across
the conjoined NPs to deliver something like

O (meet Monday) N <(meet Tuesday) in  modal
logic (clearly acceptability is an existential
rather than universal modality), and as is

known from studies of free choice modality

"When there is a propositional negation over the disjunction
as in “I don’t want sheep or wheat”, which occurs frequently
in a corpus in preparation, we no longer have a disjunction of
preferences.
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(Schulz, 2007), such a conjunction translates to
& (meet Monday NV meet Tuesday), ~ which  ex-
presses our free choice disjunction of preferences,
01 \/ 02.

On the other hand, when the conjunction “and”
links two outcomes referring to a single concept
that are not acceptable, it gives a conjunction of
preferences, as in m5. Once again thinking in
terms of modality is helpful. The “not accept-
able” modality distributes across the conjunction,
this gives something like O0-0; A O-o092 (Where —
is truth conditional negation) which is equivalent to
O(-o1 A —02),i.e. not 01 & not oz and not equiv-
alent to O(—o; V —09), i.e. not 01 7 not o0s.

The connector “and” also involves a conjunction
of preferences when it links two independent out-
comes that the agent wants to satisfy simultaneously.
For example, in 7g, the agent wants to book two ho-
tel rooms, and so the outcomes are independent. In
w7, the agent expresses his preferences on two differ-
ent features he wants for the hotel room he is book-
ing.

75 <Thursday the thirtieth>_1, and <Wednesday the
twenty ninth>_2 are, booked up // not 1 & not 2

g Can I have one room< with balcony>_1 and <one
without balcony>_27 // 1 & 2

7 <Queen>_1 and <nonsmoking>_2//1 & 2

Confusion between & and —. In this case, dis-
agreements are mainly due to the difficulty for an-
notators to decide if preferences are dependent, or
not. For example, in “I have a meeting <starting
at three>_1, but I could meet <at one o’clock>_2",
one annotator put not 1 +— 2 meaning that the
agent is ready to meet at one o’clock because he
can not meet at three, while the other annotated
not 1 & 2 meaning that the agent is ready to meet
at one o’clock independently of what it will do at
three.

Some connectors introduce contrast between the
preferences expressed in a segment as “but”,
“although” and “unless”. In the annotation, we can
model it thanks to the operator —. When it is used
between two conflicting values, it represents a cor-
rection. Thus, the annotation 01 — not 0 means we
need to replace in our model of preferences 0; > 01
by 01 > o0;. And vice versa for not o1 — 0;.

g I have class <on Monday>_1, but, <any time, after
one or two>_2 I am free. / not 1 — (1 — 2)



w9 <Friday>_1 is a little full, although there is some
possibility, <before lunch>_2 //not 1 — (1 — 2)

w10 we’re full <on the 22nd>_1, unless you want <a
smoking room>_2 // not 1 — (1 — 2)

However, it is important to note that the coordi-
nating conjunction “but” does not always introduce
contrast, as in the example below, where it intro-
duces a conjunction of preferences.

m1 I am busy <on Monday>_1, but <Tuesday
afternoon>_2, sounds good // not 1 & 2

The subordinating conjunctions “if”’, “because”
and “so” are indications for detecting conditional
preferences. The preferences in the main clause de-
pend on the preferences in the subordinate clause
(if-clause, because-clause, so-clause), as in the ex-
amples below.
w12 so if we are going to be able to meet <that, last

week in January>_1, it is going have to be <the,
twenty fifth>_2//1— 2

<the twenty eighth>_1 I am free, <all day>_2, if
you want to go for <a Sunday meeting>_3 // 3 —
Q2 1)

it is going to have to be <Wednesday the third>_1
because, I am busy <Tuesday>_2 //not 2 + 1

13

14

I have a meeting <from eleven to one>_1, so
we could, meet <in the morning from nine to
eleven>_2, or, <in the afternoon after one>_3 // not
1—@2wv3)

15

Whether or not there are some discursive markers
between two outcomes, to find the appropriate oper-
ator, we need to answer some questions : does the
agent want to satisfy the two outcomes at the same
time ? Are the preferences on the outcomes depen-
dent or independent ?

We have shown in this section that it is difficult to
answer the second question and there is quite some
ambiguity between the operators & et —. This am-
biguity can be explained by the fact that both opera-
tors model the same optimal preference. Indeed, we
saw in section 4.2 that for two outcomes 01 and o9
linked by a conjunction of preferences (01 & 02), we
have 01 = o071 and 09 = 03. For two outcomes o7 and
02 where 02 is linked to o7 by a conditional prefer-
ence (01 — 09), we have o1 > o7 and 01 : 09 = 09.
In both cases, the best possible world for the agent
is the one where 01 and oy are both satisfied at the
same time.
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6 Conclusion and Future Work

In this paper, we proposed a linguistic approach
to preference aquisition that aims to infer prefer-
ences from dialogue moves in actual conversations
that involve bargaining or negotiation. We stud-
ied how preferences are linguistically expressed in
elementary discourse units on two different cor-
pus genres: one already available, the Verbmobil
corpus and the Booking corpus purposely built
for this project. Annotators were trained only for
Verbmobil. The aim is to study to what extent
our annotation scheme is genre dependent.

Our preference annotation scheme requires two
steps: identify the set of acceptable and non accept-
able outcomes on which the agents preferences are
expressed, and then identify the dependencies be-
tween these outcomes by using a set of specific non-
boolean operators expressing conjunctions, disjunc-
tions and conditionals. The inter-annotator agree-
ment study shows good results on each corpus genre
for outcome identification, outcome acceptance and
outcome attachment. The results for outcome de-
pendencies are also good but they are better for
Verbmobil. The difficulties concern the confu-
sion between disjunctions and conjunctions mainly
because the same linguistic realizations do not al-
ways lead to the same operator. In addition, anno-
tators often fail to decide if the preferences on the
outcomes are dependent or independent.

This work shows that preference acquisition from
linguistic actions is feasible for humans. The next
step is to automate the process of preference extrac-
tion using NLP methods. We plan to do it using an
hybrid approach combining both machine learning
techniques (for outcome extraction and outcome ac-
ceptance) and rule-based approaches (for outcome
attachment and outcome dependencies).
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Abstract

Neurosemantics aims to learn the mapping
between concepts and the neural activity
which they elicit during neuroimaging ex-
periments. Different approaches have been
used to represent individual concepts, but
current state-of-the-art techniques require
extensive manual intervention to scale to
arbitrary words and domains. To over-
come this challenge, we initiate a system-
atic comparison of automatically-derived
corpus representations, based on various
types of textual co-occurrence. We find
that dependency parse-based features are
the most effective, achieving accuracies
similar to the leading semi-manual ap-
proaches and higher than any published
for a corpus-based model. We also find
that simple word features enriched with
directional information provide a close-to-
optimal solution at much lower computa-
tional cost.

1 Introduction

The cognitive plausibility of computational
models of word meaning has typically been
tested using behavioural benchmarks, such as
identification of synonyms among close asso-
ciates (the TOEFL task for language learners,
see e.g. Landauer and Dumais, 1997); emulating
elicited judgments of pairwise similarity (such as
Rubenstein and Goodenough, 1965); judgments
of category membership (e.g. Battig and Mon-
tague, 1969); and word priming effects (Lund
and Burgess, 1996). Mitchell et al. (2008) in-
troduced a new task in neurosemantic decoding
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— using models of semantics to learn the map-
ping between concepts and the neural activity
which they elicit during neuroimaging experi-
ments. This was achieved with a linear model
which used training data to find neural basis im-
ages that correspond to the assumed semantic
dimensions (for instance, one such basis image
might be the activity of the brain for words rep-
resenting animate concepts), and subsequently
used these general patterns and known seman-
tic dimensions to infer the fMRI activity that
should be elicited by an unseen stimulus con-
cept. Follow-on work has experimented with
other neuroimaging modalities (Murphy et al.,
2009), and with a range of semantic models in-
cluding elicited property norms (Chang et al.,
2011), corpus derived models (Devereux and
Kelly, 2010; Pereira et al., 2011) and structured
ontologies (Jelodar et al., 2010).

The current state-of-the-art performance on
this task is achieved using models that are hand-
tailored in some respect, whether using manual
annotation tasks (Palatucci et al., 2009), use of
a domain-appropriate curated corpus (Pereira
et al., 2011), or selection of particular collocates
to suit the concepts to be described (Mitchell
et al., 2008). While these approaches are clearly
very successful, it is questionable whether they
are a general solution to describe the vari-
ous parts-of-speech and semantic domains that
make up a speaker’s vocabulary. The Mitchell
et al. (2008) 25-verb model would probably have
to be extended to describe the lexicon at large,
and it is unclear whether such a compact model
could be maintained. While Wikipedia (Pereira
et al., 2011) has very broad and increasing cov-
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erage, it is possible that it will remain inad-
equate for specialist vocabularies, or for less-
studied languages. And while the method used
by Palatucci et al. (2009) distributes the anno-
tation task efficiently by crowd-sourcing, it still
requires that appropriate questions are compiled
by researchers, a task that is both difficult to
perform in a systematic way, and which may not
generalize to more abstract concepts.

In this paper we examine a representative set
of corpus-derived models of meaning, that re-
quire no manual intervention, and are applicable
to any syntactic and semantic domain. We con-
centrate on which types of basic corpus pattern
perform well on the neurosemantic decoding
task: LSA-style word-region co-occurrences,
and various HAL-style word-collocate features
including raw tokens, POS tags, and a full de-
pendency parse. Otherwise a common feature
extraction and preprocessing pipeline is used: a
co-occurrence frequency cutoff, application of a
frequency normalization weighting, and dimen-
sionality reduction with SVD.

The following section describes how the brain
activity data was gathered and processed; the
construction of several corpus-derived models
of meaning; and the regression-based meth-
ods used to predict one from the other, evalu-
ated with a brain-image matching task (Mitchell
et al., 2008). In section 3 we report the re-
sults, and in the Conclusion we discuss both the
practical implications, and what this works sug-
gests for the cognitive plausibility of distribu-
tional models of meaning.

2 Methods

2.1 Brain activity features

The dataset used here is that described in detail
in (Mitchell et al., 2008) and released publicly*
in conjunction with the NAACL 2010 Work-
shop on Computational Neurolinguistics (Mur-
phy et al., 2010). Functional MRI (fMRI) data
was collected from 9 participants while they per-
formed a property generation task. The stimuli
were line-drawings, accompanied by their text

"http:/ /www.cs.cmu.edu/afs/cs/project /theo-
73/www /science2008 /data.html
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label, of everyday concrete concepts, with 5 ex-
emplars of each of 12 semantic classes (mam-
mals, body parts, buildings, building parts,
clothes, furniture, insects, kitchen utensils, mis-
cellaneous functional artifacts, work tools, veg-
etables, and vehicles). Stimuli remained on
screen for three seconds, and each was each pre-
sented six times, in random order, to give a total
of 360 image presentations in the session.

The fMRI images were recorded with 3.0T
scanner at 1 second intervals, with a spatial reso-
lution of 3x3x6mm. The resulting data was pre-
processed with the SPM package (Friston et al.,
2007); the blood-oxygen-level response was ap-
proximated by taking a boxcar average over a
sequence of brain images in each trial; percent
signal change was calculated relative to rest pe-
riods, and the data from each of the six repeti-
tions of each stimulus were averaged to yield a
single brain image for each concept. Finally, a
grey-matter anatomical mask was used to select
only those voxels (three-dimensional pixels) that
overlap with cortex, yielding approximately 20
thousand features per participant.

2.2 Models of semantics

Our objective is to compare current semantic
representations that get state-of-the-art perfor-
mance on the neuro-semantics task with repre-
sentative distributional models of semantics that
can be derived from arbitrary corpora, using
varying degrees of linguistic preprocessing. A
series of candidate models were selected to rep-
resent the variety of ways in which basic textual
features can be extracted and represented, in-
cluding token co-occurrence in a small local win-
dow, dependency parses of whole sentences, and
document co-occurrence, among others. Other
parameters were kept fixed in a way that the
literature suggests would be neutral to the var-
ious models, and so allow a fair comparison
among them (Sahlgren, 2006; Bullinaria and
Levy, 2007; Turney and Pantel, 2010).

All textual statistics were gathered from a set
of 50m English-language web-page documents
consisting of 16 billion words. Where a fixed
text window was used, we chose an extent of
+4 lower-case tokens either side of the target



word of interest, which is in the mid-range of
optimal values found by various authors (Lund
and Burgess, 1996; Rapp, 2003; Sahlgren, 2006).
Positive pointwise-mutual-information (1,2) was
used as an association measure to normalize
the observed co-occurrence frequency p(w, f) for
the varying frequency of the target word p(w)
and its features p(f). PPMI up-weights co-
occurrences between rare words, yielding posi-
tive values for collocations that are more com-
mon than would be expected by chance (i.e. if
word distributions were independent), and dis-
cards negative values that represent patterns of
co-occurrences that are rarer than one would ex-
pect by chance. It has been shown to perform
well generally, with both word- and document-
level statistics, in raw and dimensionality re-
duced forms (Bullinaria and Levy, 2007; Turney
and Pantel, 2010).2

PMI if PMI
PPMwa _ wf 1 u‘Jf >0 (1)
0 otherwise
p(w, f) >
P