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Introduction from the Program Chairs

The members of the International Committee on Computational Linguistics were
immensely privileged to be able to accept the invitation to hold our 24th COLING
Conference here in India, a country which can justly be thought of as the center of
the linguistic world. This is where Panini wrote the first formal grammar in the 6th
century BC and where a linguistic diversity flourishes today that is nothing short of
astounding to the rest of us. This conference has received twice as many submissions
as any of its predecessors and, in many ways, is twice as rich because of the high
proportion of contributions by teachers, researchers and, above all, students. Many
are from India and other countries, such as Iran, with long and diverse linguistic
traditions. There are challenges here for linguists of all varieties, most especially for
those who put their faith in n-grams and machine learning.

The 195 full-length technical papers in 5 parallel tracks, 138 posters, and 66
demonstrations that will be presented still constitute no more than a quarter of the
total number of submissions. The chairs of some of the 26 program subcommittees
were overwhelmed with both their number and their quality. The International
Committee is always greatly indebted to the area chairs and reviewers for the
invaluable work that they do. Never so much as on this occasion.

Our greatest debt is clearly to our colleagues here in Mumbai, as will become clear
to all as the week proceeds. They were even less well equipped than we on the
permanent committee to predict what they were getting into, but they have risen to
the occasion in every way and you will find them to be immensely warm, helpful,
and resourceful hosts.

COLING’s founding fathers wanted these conferences to be more than learned
presentations. They wanted them to be opportunities to meet, and talk and delight
in the company of other who share our fascination with language and the processes
that make it work. Some call this the COLING spirit. There is nowhere that could
nurture this spirit more effectively than here in India.

Martin Kay

Christian Boitet
(Program chairs)
December 2012, Mumbai
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Introduction from the Organizing Chairs

It is a matter of great pride that the 24" International Conference on Computational
Linguistics (COLING 2012) is taking place in India, the land of multilinguality and
multiculure. The organization of an event of COLING'’s scale takes enormous energy,
planning and time. Two years back, in Beijing, when COLING was awarded to India,
we knew that the task will be demanding, and happily for us, the NLP team at IIT
Bombay, the organzing institute, has risen to the occasion.

At the time of going to press, the total number of registrants in COLING has exceeded
700. With delegates coming from 60 countries, COLING 2012 will witness a colourful
diversity of language and culture, and fittingly so. Conforming to current practices
of international conferences, there are two days of workshops and tutorials before
the main conference and one day of workshop immediately after. 15 focussed and
topical workshops will be attended by about 300 delegates, as will be 6 high quality
tutorials of contemporary interest.

Social events include a reception in the evening of 10" Dec, a banquet in a nearby
7 star hotel on 11" Dec, an excursion to the famed Bhaja caves on 12" Dec and
a cultural evening of Indian classical music on 13" Dec. Bhaja Caves, built in the
period 374 century BC to 2™ century CE, is a set of Buddhist monastery-caves near
the hill station of Lonavala, nestled in the Sahayadri mountain ranges, about 90 km
to the south-east of Mumbai. There will be cultural evening on the fourth day of
the conference, featuring a solo performance on “tabla”, the representative of Indian
percussion instruments, and another solo on Sitar, an instrument that drew world’s
attention Indian classical music tradition.

Indian Institute of Technology Bombay is fittingly the host of COLING 2012. IITs
have, over the years, emerged as the premier institutes of technology in India. The
Computer Science and Engineering Department at IIT Bombay is one of the largest
and oldest Departments of CSE in the country. Each and every member of the 40
strong NLP group at IIT Bombay is toiling hard to make COLING 2012 a resounding
success.

The Government and industries have been our generous sponsors. All their names and
logos are to be found in printed and USB proceedings. We thank them wholeheartedly.

Technology Development in Indian Languages (TDIL) project of Department of IT,
Ministry of Communication and Information Technology, has been the harbinger of
growth of NLP in India. COLING happening in India is a result of this long history of
active patronage.



Logistics wise, the “large events” — inauguration, invited speeches, reception and the
cultural program — are in the convocation hall of IIT Bombay. Oral presentations
are all in the newly constructed Victor Menezes Convention Center (VMCC) about
200 mtrs from the convocation hall. Poster presentations are in the convocation hall,
except on the first day, when it is VMCC.

A very competent team of volunteers will be available for any assistance. We hope
COLING participants will have a memorable time in India.

Pushpak Bhattacharyya
Rajeev Sangal
(Organizing chairs)
December 2012, Mumbai
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Program Committee:

Program Chair: Martin Kay (Stanford University)

Program Co-chair: Christian Boitet (University of Grenoble)
Workshop Chair: Prof. Laurent Besacier

Tutorial Chair: Prof. Sadao Kuroshashi

Area Chairs:

Indian language technology: Dipti Sharma (IIIT Hyderabad)
Underresourced languages: Vincent Berment (C&S, Paris & LIG, GETALR Grenoble)

Morphology & POS Tagging: Gédbor Proszéky (MorphoLogic & Pdzmany Péter Catholic University,
Budapest)

Grammar and formalisms: Hans Uszkoreit (DFKI, Saarbriicken)

Parsing: Mark Johnson (Macquirie Univ., Sydney)

Semantics: Igor Boguslavsky (RAS, IPPI/IITR Moscow & UPM, Madrid)

Discourse and pragmatics: Eva Hajicova (Charles Univ., Prague)

Coreference analysis resolution: Alexander Gelbukh (Instituto Politécnico Nacional, Mexico-city)
Ontologies and terminology: Christophe Roche (Univ. de Savoie, Chambéry)

Textual Entailment: Lauri Karttunen (Stanford University)

Resources and annotation: Nicoletta Calzolari (CNR - ILC, Pisa)

Psychological and neurological modelling: Véronique Aubergé CNRS - LIG lab Grenoble) &
Rohit Manchanda (IITB, Mumbai)

Empirical Machine Translation: Philipp Koehn (University of Edinburgh)

Expert or Hybrid Machine Translation: Mandel Shi (Xiamen University)

Hybrid man+machine architectures & human factors: Hervé Blanchon (Université de Greno-
ble (LIG, GETALP))

Information Retrieval: Jian-Yun Nie (Univ. de Montréal (RALI) )

Summarization: Horacio Saggion (Universitat Pompeu Fabra) & Sivaji Bandyopadhyaya (Jadavpur
University)

Named Entity recognition: Sergei Nirenburg (Univ. of Maryland, Baltimore)

Word Sense Disambiguation: Mathieu Lafourcade (Univ. de Montpellier II (LIRMM))
Sentiment and text classification: Yorick Wilks (Univ. of Sheffield)

Information & content extraction, text mining: Junichi Tsujii (MSRA, Beijing)

Question Answering: Constantin Orasan (University of Wolverhampton)

Speech recognition and synthesis: Roland Kuhn (National Research Council of Canada, Ottawa)
Software internationalization & localization: Andy Way (Univ. of Dublin and Applied Language)
Deployment of NLP-based applications, software integration & quality: Rajeev Sangal (IIIT
Hyderabad) & Christian Boitet (Université de Grenoble (UJE LIG, GETALP))

Natural Language Generation: Donia Scott (Univ. of Sussex)

Invited Speakers:

Prof. Paul Kiparsky (Stanford University)

Prof. Makoto Nagao (Kyoto University)

Prof. Dipti Misra (Sharma IIIT-Hyderabad)

Prof. Barbara Moser-Mercer (University of Geneva )
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List of the 723 reviewers for COLING-2012, Mumbai
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Vicente Alabau, Universitat Politecnica de Valencia, Spain.

Inaki Alegria, University of the Basque Country, Spain.

Laura Alonso Alemany, Universidad Nacional de Cérdoba, Argentina.

Le An Ha, Univ. Wolverhampton, United Kingdom.

Sophia Ananiadou, University of Manchester, United Kingdom.

R Ananthakrishnan, IBM Research - India, India.

Ton Androutsopoulos, Athens University of Economics and Business, Greece.
Gabor Angeli, Stanford, United States.

Marianna Apidianaki, LIMSI-CNRS, France.

Eiji Aramaki, The university of Tokyo, Japan.

Karunesh Arora, CDAC, India.

Nicholas Asher, CNRS, IRIT, Université Paul Sabatier, Toulouse, France.
Corinne Astesano, Univeristé de Toulouse, UTM, Laboratoire Octogone-Lordat, France.
Véronique Aubergé, CNRS, Grenoble (LIG, GETALP), France.

Tania Avgustinova, Saarland University, Germany.

Julia Aymerich, Pan American Health Organization, United States.

Wilker Aziz, University of Wolverhampton, United Kingdom.

Bruno Bachimont, Université de Technologie de Compiegne, France.

B Lakshmi Bai, ITIT Hyderabad, India.

Collin Baker, International Computer Science Institute, United States.
Timothy Baldwin, Affiliation unknown, United States.

Kalika Bali, Microsoft Research Labs India, India.

Rafael E Banchs, Institute for Infocomm Research, Singapore.

Sivaji Bandyopadhyay, Jadavpur University, India.

Sivaji Bandyopadhyay, Jadavpur University, India.

Carmen Banea, University of North Texas, United States.

Srinivas Bangalore, ATT, India.

Eva Banik, Computational Linguistics Ltd, United Kingdom.

Regina Barzilay, MIT, United States.

Nuria Bel, Universitat Pompeu Fabra, Spain.

Valérie Bellynck, Université de Grenoble (UJF, LIG, GETALP), France.
Emily M. Bender, University of Washington, United States.

Shane Bergsma, Johns Hopkins University, United States.

Vincent Berment, CS, Paris & Inalco, Paris & GETALP (LIG, UJF), Grenoble, France.
Nicola Bertoldi, FBK, Italy.

Laurent Besacier, Université de Grenoble (UJF, LIG, GETALP), France.
Steven Bethard, University of Colorado Boulder, United States.

Rajesh Bhatt, UMass Amherst, United States.

Pushpak Bhattacharyya, CFILT, IIT Bombay, India.

Kristin Bjarnadéttir, The Arni Magnusson Institute for Icelandic Studies, Iceland.
Patrick Blackburn, Roskilde University, Denmark.

Herve Blanchon, Univ. of Grenoble (UPMF, LIG, GETALP), France.

Victor Bocharov, Saint-Petersburg State University, Russian Federation.

Igor Boguslavsky, RAS, IPPI/IITP, Moscow & UPM, Madrid, Russian Federation.
Christian Boitet, Université de Grenoble (LIG, GETALP), France.



Ondrej Bojar, Charles University, Prague, Czech Republic.

Danushka Bollegala, University of Tokyo, Japan.

Anastasia Bonch-Osmolovskaya, Higher School of Economics, philology department Moscow, Russian
Federation.

Francis Bond, Nanyang Technological University, Singapore.

Kalina Bontcheva, University of Sheffield, United Kingdom.

Lars Borin, University of Gothenburg, Sweden.

Vladimir Borschev, University of Massachusetts, United States.
Johan Bos, University of Groningen, Netherlands.

Nadjet Bouayad-Agha, University Pompeu Fabra, Spain.

Florian Boudin, Université de Nantes, France.

Mohand Boughanem, IRIT, CNRS, France.

Gosse Bouma, University of Groningen, Netherlands.

Paolo Bouquet, University of Trento, Italy.

Anténio Branco, University of Lisbon, Portugal.

Pavel Braslavski, Kontur labs, Russian Federation.

Frangois Brown de Colstoun, Lingua et Machina, France.

Rebecca Bruce, University of North Carolina @ Asheville, United States.
Gerhard Budin, University of Vienna, Austria.

Paul Buitelaar, DERI, National University of Ireland, galway, Ireland.
Harry Bunt, Tilburg Uiversity, Netherlands.

Miriam Butt, University of Konstanz, Germany.

Lynne Cahill, University of Brighton, United Kingdom.

Shu Cai, USC/ISI, United States.

Nicoletta Calzolari, CNR, ILC, Pisa, Italy.

Erik Cambria, National University of Singapore, Singapore.

Nick Campbell, TCD, Ireland.

Yunbo Cao, Microsoft Research Asia, China.

Jesus Cardefiosa, Universidad Politecnica de Madrid (Spain), Spain.
Claire Cardie, Cornell University, United States.

Michael Carl, Copenhagen Business School, Denmark.

Marine Carpuat, National Research Council Canada, Canada.
Francisco Casacuberta, Universitat Politecnica de Valéncia, Spain.
Eric Castelli, International Research Institute MICA - CNRS, Viet Nam.
Daniel Cer, Stanford - NLP Group, United States.

Ozlem Cetinoglu, IMS, University of Stuttgart, Germany.

Vineet Chaitanya, IIIT Hyderabad, India.

Baobao Chang, Peking University, China.

Eugene Charniak, Brown University, United States.

Jacques Chauché, lirmm Montpellier France, France.

‘Wanxiang Che, Harbin Institute of Technology, China.

Yu-N Cheah, Universiti Sains Malaysia, Malaysia.

Ying Chen, China Agricultural University, China.

Wenliang Chen, I2R, Singapore, Singapore.

Jiajun Chen, Nanjing University, China.

Boxing Chen, National Research Council, Canada.

Yidong Chen, Xiamen University, China.

Colin Cherry, National Research Council Canada, Canada.
Jean-Pierre Chevallet, Université de Grenoble (UJF, LIG, MRIM), France.
Jean-Pierre Chevrot, Lidilem, Université Stendhal, Institut Universitaire de France, France.
David Chiang, USC/ISI, United States.

Jen-Tzung Chien, National Chiao Tung University, Taiwan.



Manoj Chinnakotla, Relevance and Data Sciences Team, Bing, Microsoft, India.
Raymond Chiong, Swinburne University of Technology, Australia.
Key-sun Choi, KAIST, Republic of Korea.

Jinho Choi, University of Massachusetts Amherst, United States.
Monojit Choudhury, Microsoft Research Lab India, India.

Khalid Choukri, ELRA/ELDA, France.

Ken Church, IBM, United States.

Massimiliano Ciaramita, Google, Switzerland.

Philipp Cimiano, University of Bielefeld, Germany.

Michael Collins, Columbia University, United States.

Sherri L Condon, The MITRE Corporation, United States.

José Carlos Cortizo Pérez, BrainSINS, Spain.

Rute Costa, CLUNL - Universidade Nova de Lisboa, Portugal.
Dan Cristea, Al. I. Cuza University of Iasi, Romania.

Xiaodong Cui, IBM T. J. Watson Research Center, United States.
Aron Culotta, Northeastern Illinois University, United States.
Hamish Cunningham, University of Sheffield, United Kingdom.
Iria da Cunha, Universitat Pompeu Fabra, Spain.

Walter Daelemans, CLiPS, University of ANtwerp, Belgium.

Ido Dagan, Bar-Ilan University, Israel.

Beatrice Daille, Université de Nantes - LINA, France.

Om Damani, I[IT Bombay, India.

Luc Damas, Université de Savoie, France.

Sandipan Dandapat, CNGL, School of Computing, Dublin City University, Ireland.
Laurence Danlos, University Paris DIderot, France.

Kareem M Darwish, QF, Qatar.

Amitava Das, NTNU, Norway.

Marie-Catherine de Marneffe, Stanford University, United States.
Maarten de Rijke, University of Amsterdam, Netherlands.
Koenraad De Smedt, ULB, Norway.

Thierry Declerck, DFKI, Language Technology Lab, Germany.
Steve DeNeefe, SDL Language Weaver, United States.

Pascal Denis, INRIA, France.

Tejaswini Deoskar, University of Edinburgh, United Kingdom.
Heidi Depraetere, CrossLang NV, Belgium.

Leon Derczynski, University of Sheffield, United Kingdom.

Alain Désilets, National Research Council of Canada, Canada.
Barbara Di Eugenio, Univ. of Illinois at Chicago, United States.
Gaél Dias, University of Caen Basse-Normandie, France.
Fernando Diaz, Microsoft, United States.

Alberto Diaz, Universidad Complutense de Madrid, Spain.

Mike Dillinger, TOPs Globalization Consulting, United States.
Bill Dolan, Microsoft Research, United States.

Zhendong Dong, Canada Keentime Inc., Canada.

Sophie Donnadieu, Université de Savoie, France.

Tustin Dornescu, University of Wolverhampton, United Kingdom.
Mark Dras, Macquarie University, Australia.

Markus Dreyer, SDL Language Weaver, United States.

Jinhua Du, Faculty of Automation and Information Engineering, Xi'an University of Technology,
China.

Xiangyu Duan, Institute for Infocomm Research, Singapore, Singapore.
Pablo Duboue, Les Laboratoires Foulab / Universite de Montreal, Canada.
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Jonathan Dunn, Purdue University, United States.

Georges Dupret, Yahoo! Labs, United States.

Chris Dyer, Carnegie Mellon University, United States.

Kurt Eberle, Lingenio GmbH, Germany.

Terumasa Ehara, Yamanashi Eiwa College, Japan.

Jacob Eisenstein, Georgia Institute of Technology, United States.
Jason Eisner, Johns Hopkins University, United States.

Asif Ekbal, IIT Patna, India.

Michael Elhadad, Ben Gurion University, Israel.

Jeremy Ellman, Northumbria University, United Kingdom.

Jakob Elming, Copenhagen Business School, Denmark.

Micha Elsner, Ohio State University, United States.

Brigitte Endres-Niggemeyer, Noapps, Germany.

Chantal Enguehard, LINA, University of Nantes, France.

Tomaz Erjavec, Jozef Stefan Institute, Slovenia.

Katrin Erk, University of Texas at Austin, United States.

Xavier Blanco Escoda, Universitat Autonoma de Barcelona, Spain.
Emmanuelle Esperanca-Rodier, UJF LIG Getalp, France.

Jérome Euzenat, INRIA & LIG, France.

Roger Evans, University of Brighton, United Kingdom.

Achille Falaise, LIG-GETALP, France.

Ji Fang, Medallia.com, United States.

Atefeh Farzindar, NLP Technologies Inc., Canada.

Christiane Fellbaum, Princeton University, United States.

Zhiwei FENG, Institute of Applied Linguistics, The Ministry of Education, China.
Oscar Ferrandez, Nuance Communications, Inc., United States.
Antonio Ferrandez, University of Alicante, Spain.

Gabriela Ferraro, Universitat Pompeu Fabra, Spain.

Dan Flickinger, CSLI, Stanford University, United States.

Radu Florian, IBM, United States.

Ray Flournoy, Adobe, United States.

Corina Forascu, Univ. ALL Cuza of Iasi, Faculty of Computer Science, Romania.
George Foster, National Research Council Canada, Canada.

Gil Francopoulo, CNRS-LIMSI-IMMI + Tagmatica, France.
Anette Frank, Universitit Heidelberg, Germany.

Guohong Fu, School of Computer Science and Technology, Heilongjiang University, China.
Piotr Fuglewicz, TiP Sp. z 0. 0., Poland.

Atsushi Fujii, Tokyo Institute of Technology, Japan.

Robert Gaizauskas, University of Sheffield, United Kingdom.
Michel Galley, Microsoft, United States.

Suryakanth Gangashetty, International Institute of Information Technology Hyderabad, India.
Jianfeng Gao, Microsoft Research, Redmond, United States.

Claire Gardent, CNRS/LORIA UMR 7503 Nancy, France.

Eric Gaussier, Univ. J. Fourier, France.

Alexander Gelbukh, Instituto Politécnico Nacional, Mexico.

Josef Van Genabith, Dublin City University, Ireland.

Kim Gerdes, Sorbonne Nouvelle & Chinese Academy of Sciences, France.
Salvatore Giammarresi, PayPal, United States.

George Giannakopoulos, NCSR Demokritos, Greece.

Dafydd Gibbon, Universitit Bielefeld, Germany.

Daniel Gildea, University of Rochester, United States.

Kevin Gimpel, Carnegie Mellon University, United States.
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Filip Ginter, University of Turku, Finland.

Corina R Girju, UIUC, United States.

Oren Glickman, Unaffiliated, Israel.

Asuncién Gémez Pérez, Universidad Politecnica de Madrid, Spain.

Jerome Goulian, LIG - GETALP, France.

Cyril Goutte, National Research Council Canada, Canada.

Vishal Goyal, Department of Computer Science, Punjabi University Patiala, India.
Jorge Gracia, Universidad Politécnica de Madrid, Spain.

Didier Grandjean, University of Geneva, Switzerland.

Daniel Grasmick, Lucy Software and Services GmbH, Germany.

Brigitte Grau, LIMSI-CNRS, France.

Gregory Grefenstette, 3DS Exalead, France.

Nikolai Grigoriev, Yandex, Russian Federation.

Ralph Grishman, New York University, United States.

Iryna Gurevych, UKP Lab, Technische Universitit Darmstadt and DIPF, Germany.
Louise Guthrie, University of Brighton, United Kingdom.

Barry Haddow, University of Edinburgh, United Kingdom.

Eva Hajicova, Charles University, Prague, Czech Republic.

Tanmay Haldankar, OC, IITB, India.

Keith Hall, Google Research, United States.

Rejwanul Haque, Applied Language Solutions, India.

Sanda Harabagiu, University of Texas at Dallas, United States.

Christian Hardmeier, Uppsala University, Sweden.

Tony Hartley, Tokyo University of Foreign Studies, Japan.
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Minimum Description Length as the basis of Panini’s grammar
Prof. Paul Kiparsky
Robert M. and Anne T. Bass Professor in the School of Humanities and Sciences
Department of Linguistics, Stanford University

Abstract

Panini attempted, and to a considerable extent succeeded, in constructing the
shortest possible complete grammar of Sanskrit that contains a description of its
own metalanguage. Minimizing the total length of the grammar required introducing
a rule or convention just in case it achieves overall economies in the grammar which
outweigh the cost of stating it.

The grammar presupposes nothing beyond certain elementary relations (such as
“before” and “after”) and operations (such as “replace”). Based on them, it defines a
rich descriptive formalism. Simplicity dictates the inclusion of rules of grammar that
encode all generalizations about Sanskrit phonology, morphology, and syntax, as well
as of rules that define its grammatical categories, and of metarules that stipulate how
rules of grammar apply and interact with each other. The grammar uses a fixed rule
format, phonological and morphosyntactic features, rule ordering, cyclicity, blocking,
the equivalent of Theta roles, inheritance hierarchies, and several hundred technical
terms denoting classes of lexemes and morphemes. Four levels of representation
(approximately corresponding to semantics, syntax, morphology, and phonology)
emerge from the analysis.

Completeness of empirical coverage requires, among other things, the exhaustive
treatment of derivational morphology, clausal syntax, variation (three degrees of
optionality), and even of certain dialectal and sociolinguistic facts. Some of the
abovementioned devices could be dispensed with in a less exhaustive description, as
I will illustrate with the karaka system.

The grammar appears to be very nearly optimal. Although this has not be proved
(except for certain subsystems), it appears likely, for no-one has been able to shorten
the grammar in non-trivial ways (without losing content), either by modifying the
rules without changing the metalanguage, or by modifying the metalanguage with
additional devices and conventions, or removing some of the existing ones.

It would be anachronistic to construe the formal apparatus used by Panini as
embodying a “theory”: from his perspective it merely serves to compress the grammar.
But the fact that many of the same conventions and principles that modern generative
grammar posits as universals of language emerge just from the attempt to construct
the maximally compact description of a single language is quite remarkable. It could
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be taken as a challenge to the widespread assumption that learners are innately
equipped with a format for grammatical description. For if a generative grammar can
be arrived at purely by minimizing description length, without relying on any further
prior assumptions, might not language acquisition by humans proceed in the same
way? I will argue that this is not the case, because there is no effective procedure for
constructing the maximally compact representation without prior analytic bias. In
fact, the near-perfection of Panini’s grammar and its metalanguage required hand-
crafting by many generations of grammarians. In contrast, the rapidity of normal
language acquisition, and the existence of robust cross-linguistic generalizations,
remains a persuasive argument for UG.
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The adaptive brain: acquiring a complex cognitive skill
in complex contexts
Prof. Barbara Moser-Mercer
Director; Department of Interpretation
Faculty of Translation and Interpretation, University of Geneva

Abstract

Real-time human communication across language barriers relies on consecutive and
simultaneous interpretation, a complex cognitive skill that can be acquired only over
a certain period of time. Interpreting novices differ from interpreting experts in terms
of their knowledge and knowledge organization, their analytical strategies, their
use of memory processes, and the smoothness and speed with which they execute
the interpreting task. In order to be able to move from comprehending a speech in
one language and simultaneously interpreting that speech into another, the learner
needs to make considerable adaptations to component processes of tasks already
mastered, for the most part, before even being admitted to an interpreter training
program. These adaptations concern mostly language comprehension and knowledge
organization, component skills non-interpreters need in order to communicate. One
must thus assume that significant changes occur in brain activity (functional changes
or plasticity) and brain structure (structural plasticity) during the acquisition of
interpreting skills that are the result of learning, knowledge re-organization, strategy
acquisition, and task monitoring.

In investigating this hypothesis we have recently found evidence for brain structural
plasticity in individuals training to become simultaneous interpreters as they develop
expertise in this skill. We found that in interpreting students, but not in matched
multilingual controls, there is an increase in gray matter volume over the course of a
15-month training program in brain regions known to be involved not only in semantic
processing but also in aspects of executive function and error monitoring. Tasks
involving the conversion of content from one language to another (i.e., translation and
interpretation) mainly engage a left-lateralized cortico-subcortical circuit, including
the basal ganglia, inferior frontal gyrus, and DLPFC. There is strong anatomical
support for functional links between these regions. We propose that the evidence
suggests the presence of two distinct networks contributing to the executive control
of language. Although perturbing either may have superficially similar behavioral
consequences, they are likely to have differing roles.

The plasticity of the brain allows for reshaping and reorganization, acquiring expertise
in a task involves the generation of new neuronal connections whose survival is
dependent on stimulation through extended electrical pulses that reverberate in the
neural net to establish associations and connections between areas of specialized
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information. The interpreter is constantly establishing logical connections on-line
between what has already been comprehended and what is being heard, relying on
multiple associations that have been formed while preparing for a specific assignment.
The interpreter’s ability to link new to existing information is thus one of the prime
skills to be developed during skill acquisition: being able to associate multiple
facets of data in neural networks with only a single sensory trigger firing up the
entire network of associated facts emerges as one of the most important factors for
successful skill acquisition. Fluency and speeded expert performance develop in a
learning environment that is highly contextualized and provides multiple exposures
to information so that the task can be executed efficiently as the multilingual brain
adapts to complex demands.

Our understanding of skill acquisition in interpreting then informs our pedagogical
approach and allows us to design learning environments for even the most extreme
contexts, with socio-cultural environments characterized by political instability and
conflict, where skills need to be acquired swiftly and reliably.
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Digital Book, Digital Library, and Natural Language Processing
Prof. Makoto Nagao
Professor Emeritus, Kyoto University
Former President, National Diet (Congress) Library, Japan

Abstract
The following topics will be discussed with the author’s experience with natural
language processing and its applications to digital library.

1. Features of forth-coming digital books compared to the present-day paper books

2. Features of digital library which organizes digital books and offers highly
sophisticated utilization of knowledge accumulated in digital library. This
includes problems in digitization, structuring of a book according to the table of
contents, varieties of retrieval methods which extract sections of a book, linking
related parts of books as a hypertext structure, etc.

3. Construction of an ideal digital library based on these features

4. Natural language processing technologies which are required for the
construction of future digital libraries.
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NLP from Paninian Perspective
Prof. Dipti Misra Sharma
Prof. Dipti Misra Sharma

Abstract

Akshar Bharati, for several years now, has been pursuing NLP basing its linguistic
models on Paninian grammatical framework. The talk will re-look at how the concepts
from Panini’s Grammar help in selecting and modelling linguistically informed NLP
(both building resources and systems). (Akshar Bharati et al, 1995) proposed
Computational Paninian Grammar models for various levels of linguistic analysis.
It is noticed that it works well for relatively free word order languages. Not only,
the insights from Panini’s grammar help in exploiting morphological properties in
computationally efficient parsing but also help in the selection of appropriate features
for better machine learning.

Panini’s grammar focusses on how language is used for comunication. Thus, language
is viewed as a system which encodes information. There are three major schools
of thought in the Indian grammatical tradition, the grammarians, the logicians and
the text analysts. All of these schools lay emphasis on interpretation of meaning
(Shaabdabodha)from what is given in a sentence. The grammar provides ways of
identification of various linguistic units, their generation processes, relations across
units and the syntactic realization of these relations. The talk will look at how a
principled application of the concepts and the methods given in this tradition help in
developing efficient computational models.

Most parsing approaches in NLP adopt either a constituency based grammar model or
a dependency based one. Conversion from one to the other, combining constituency
and dependency representation and producing a hyprid tree are some of the areas
that the scholars in NLP have been looking at in the direction of bringing the two
approaches together. However, Paninian approach suggests that languages encode
information both ways. Thus, the talk will also explore whether both consituency
and dependency can be incorporated in a single model and whether this would lead
to better parsing.
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Multi-dimensional feature merger for Question Answering

Apoorv Agarwal' J. William Murdock?
Jennifer Chu-Carroll> Adam Lally? Aditya Kalyanpur?
(1) Department of Computer Science, Columbia University, New York, NY, U.S.A.
(2) IBM T.J. Watson Research Center, Yorktown Heights, NY, U.S.A.
apoorv@cs.columbia.edu, {murdockj, jencc, alally,
adityakal}@us.ibm.com

Abstract

In this paper, we introduce new features for question-answering systems. These features are inspired
by the fact that justification of the correct answer (out of many candidate answers) may be present
in multiple passages. Our features attempt to combine evidence from multiple passages retrieved for
a candidate answer. We present results on two data-sets: Jeopardy! and Doctor’s Dilemma. In both
data-sets, our features are ranked highest in correlation with gold class (in the training data) and
significantly improve the performance of our existing QA system, Watson.
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1 Introduction

Most existing factoid question answering systems adopt search strategies and scoring algorithms
with the assumption that a short passage exists in the reference corpus which contains sufficient
information to answer each question. This assumption largely holds true for short and focused
factoid questions such as those found in the TREC QA track (Voorhees and Tice, 2000). Examples of
TREC QA questions include “When did Hawaii become a state?”” and “What strait separates North
America from Asia?”” However, some more complex factoid questions contain facts encompassing
multiple facets of the answer, which often cannot be found together in a short text passage. Consider
the following examples, selected from collections of Jeopardy!' and Doctor’s Dilemma? questions,
respectively:

(1) WHO’S WHO IN SPORTS: Born in 1956, this Swedish tennis player won 6 French
Opens & 5 straight Wimbledons (A: Bjorn Borg)

(2) CARDIOLOGY: Murmur associated with this condition is harsh, systolic, diamond-
shaped, and increases in intensity with Valsalva (A: Hypertrophic cardiomyopathy)

In both examples, information presented in the question can reasonably be expected to be in
documents that describe the respective answer entities. However, it is quite unlikely that all the
information will be present in one or two adjacent sentences in the document. More specifically,
in example (1), we find birth year and nationality information in the basic biographic section of
documents about Bjorn Borg, while statistics about his tennis record can generally be found in
a section about Borg’s career. Similarly, for example (2), the descriptions of typical murmurs
associated with hypertrophic cardiomyopathy (harsh, systolic, and diamond-shaped) may not fall
under the same section as the impact of Valsalva maneuver on the murmur (which is a factor used
to distinguish hypertrophic cardiomyopathy from aortic stenosis). As a result, a typical passage
retrieved from most reference corpus would cover only a portion of the facts given in the question.

These multi-faceted factoid questions present a challenge for existing question answering systems
which make the aforementioned assumption. Consider the following short passages relevant to the
question in example (2):

(2.1 a) Hypertrophic cardiomyopathy generates a harsh late-systolic murmur, ending at
S2.

(2.1 b) The straining phase of the Valsalva maneuver induces an increase in the intensity
of the systolic ejection murmur of hypertrophic cardiomyopathy.

(2.2 a) A harsh, late-peaking, basal murmur radiating to the carotid arteries suggests
aortic stenosis.

(2.2 b) A classic physical finding of aortic stenosis is a harsh, crescendo-decrescendo
systolic murmur that is loudest over the second right intercostal space and radiates to
the carotid arteries.

Existing systems which evaluate each passage separately against the question would view each
passage as having a similar degree of support for either hypertrophic cardiomyopathy or aortic

Uhttp://www.jeopardy.com; Jeopardy! is a registered trademark of Jeopardy! Productions, Inc.
Zhttp://www.acponline.org/residents_fellows/competitions/doctors_dilemma
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Figure 1: Typical question answering scenario. Q refers to question. CA are candidate answers for
question Q, and p refers to passages supporting candidate answers.

stenosis as the answer to the question. However, these systems lose sight of a crucial fact, namely,
that even though each passage covers half of the facts in the question, (2.1 a) and (2.1 b) cover
disjoint subsets of the facts, while (2.2 a) and (2.2 b) address the same set of facts.

In this paper, we introduce the notion of multi-dimensional feature merger or MDM features, which
allow for passage scoring results to be combined across different dimensions, such as question
segments and different passage scoring algorithms. In this motivating example, MDM features
that combine results across question segments would capture the broader coverage of passages (2.1
a) and (2.2 b), and thus enable the system to recognize hypertophic cardiomyopathy as a better
answer for the question than aortic stenosis. We describe a general-purpose MDM feature merging
framework that can be adopted in question answering systems that evaluate candidate answers
by matching candidate-bearing passages against the question. We discuss our implementation of
this MDM feature merging framework on top of our own question answering system, Watson.
Finally, we demonstrate how passage scoring results can be merged across various dimensions in
our system, resulting in 1) new features that are more highly correlated with correct answers than
the base features from which they were derived, and 2) significant component level performance
improvement and 3) end-to-end performance improvement. We present a comprehensive set of
experiments for our current domain of interest — the medical domain and a less comprehensive set
of experiments for Jeopardy! data.

The rest of the paper is organized as follows. In section 2, we describe our feature set. Since we build
on existing state-of-the-art QA system, in section 3, we briefly describe the current system, focusing
on the component of the system that we enhance in this paper. In section 4, we describe passage
scorers in the current system, with specific examples of features that leverage scores assigned to
passages by these scorers. In section 5, we presents a detailed description of the data we use for
training and testing. Additionally, we present experiments and results to show the impact of our
features. Section 6 presents a survey of current work in question answering. Finally, we conclude
and present future direction of research in the last section.

2 Multi-dimensional feature merger (MDM)

Given a question, Q, each of its candidate answer, CA, has a set of supporting passages (Figure 1).
In a typical question-answering system, support of each passage for a candidate answer is quantified.
Then a merging strategy is used to combine the support of all passages for a particular candidate
answer. In this paper, we introduce a general framework for merging support from supporting
passages.

The methodology of calculating the support of a passage for a candidate answer is called passage
scoring (Murdock et al., 2012a). At an abstract level, a passage scorer is responsible for quantifying
how well a passage matches a question. We represent a question and a passage as an ordered set of
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Table 1: Standard formulae that constitute g(M)

Question | large | land | animal | has | large | ears
P11 X1 X2 X3 X4 Xs X6 f;l
P12 X7 Xg X9 X100 [ ¥ X5 | fi2
P2.1 X13 X14 X15 X16 | X17 X18 fy
P22 X19 X20 X21 Xga | X23 Xo4 | fo

Table 2: Passage match scores for question and passages in Figure 2.

terms (Q ={q1,qg, - -->qn})s and (P = {p1, P2, --->Pm}) respectively, Passage scorers align question
terms to passage terms and assign a score based on how well the terms align. For example, a passage
scorer will take as input Q and P and output a vector of scores that represents how well the passage
matches the question. We denote this vector for P as f such that f; is the score of how well one of
the passage terms matches the i term in the question. Note the length of this vector is fixed per
question but may vary across questions.

We collect all these vectors per question, per candidate answer into a matrix, M. For example, CA;
may be represented as a matrix where row i corresponds to the passage scoring vector for passage
P;. An element of this matrix, f; ; is the score assigned by one of the passage scorers of how well
passage P; aligns with the term j in the question Q.

This matrix is of variable dimensions for different candidate answers per question. Number of rows
could be different because the number of supporting passages could be different for each candidate
answer for the same question. Since different questions have different number of question terms,
the number of columns could be different for candidate answers across questions. Therefore, we
cannot capture the distribution of this matrix simply by linearizing the matrix.

In this paper, we define a function f : M — R", that maps each matrix into feature vector of fixed
length, N. This function is defined as follows:

fM) =< g(M),g(M) >
where M’ is the transpose of matrix M and g is a function g : M — R/ that maps a matrix into
feature vector of fixed length, defined as follows:

g(M) =<sum(s), avg(s), std(5), max(5), min(s), dim($), non-zero(s)>

where §is a vector of dimensionality dim(s), such that s; = Z::fs fi,; and the remaining standard
formulae are given in Table 1.

Consider an example Jeopardy! question:® This large land animal also has large ears. Consider
two candidate answers and their supporting passages:

3modified for readability.




[Question]

This large land animal also has ears
[Candidate Answer 1] [Candidate Answer 2]
African Elephant Hippo
[P1.1] [P1.2] [P2.1] [P2.2]
The African elephantis  African Elephants Ahippoisa Hippos have relatively
a very large land animal ~ have ears  large land animal small ears

Figure 2: A specific example showing candidate answers and supporting passages for a modified
Jeopardy! question. P1.1 means first justifying passage for the first candidate answer.

1. Candidate answer 1: African Elephant

(a) P1.1: The African Elephant is a very large land animal.
(b) P1.2: African elephants have large ears.

2. Candidate answer 2: Hippo

(a) P2.1: A hippo is a large land animal.
(b) P2.2: Hippos have relatively small ears.

This example is shown pictorially in Figure 2

Table 2 abstractly shows how passage scorers assign values to specific question terms for specific
passages. For example, consider the P1.1 row, which represents how well the passage The African
elephant is a very large land animal supports the answer elephant for the question This large land
animal also has large ears. If the passage scorer is effective, it will give a high score to x;, x,
and x3 (because the passage does, indeed, provide strong justification for “elephant” satisfying the
requirements of being large land animal). It will give a very small score (typically 0) to x4, x5, and
X¢, because the passage says nothing about elephants having large ears. However, some passage
scorers may be mislead by the fact that the term “large” appears twice question and either one could
align to the one occurrence in the passage. Often some passage scorers match too many terms and
thus assign credit to terms that don’t deserve it while others match too few and miss important
content; this is why we have a diverse collection of scorers and let the classifier sort out how much
to trust each of them.

Using one of the existing merging strategy, say MAX, candidate answer 1, African Elephant, will get
assigned a feature value equal to MAX {(x; +xo+ X3+ X4+ X5+ Xg), (X574 Xg+Xo+ X9+ X171 +X12)}
So either passage P1.1 or passage P1.2 will be selected as an optimal passage. As is apparent from
this merger strategy, it does not attempt to leverage the complementary information in the two
passages. Our merging strategy will attempt to capture the distribution of alignment across passages.
For the matrix for African Elephant, M, f(M) =< g(M), g(M’) >. First dimension of vectors
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Figure 3: Architecture of Watson, state-of-the-art DeepQA system (taken from (Ferrucci et al.,
2010)).

g(M) and g(M’") will be the same, because sum(3) = sum(s’) = leil x;. But others will be
different. For example, mean(s) = % xsum(s), whereas, mean(s’) = % *sum(S).

Note, the sum(5) feature is aggregating the information across passages. In a passage scorer, which
assigns 1 for a match and O otherwise, it is clear why this feature will have a higher value for African
Elephant, the correct answer, than Hippo (because Hippo’s don’t have large ears).

Our framework is general in three ways: 1) It is independent on the type of passage scorer, 2) More
matrix operations (like rank(M)), may be easily added to the definition of function g(M), and 3) Our
framework is easily extensible to beyond two dimensions, which can be used to capture additional
orthogonal feature dimensions (see future work section for an example).

In the following sections, we first describe a specific, and state-of-the-art QA system, Watson. We
present where our features fit in the larger architecture. Then we give an overview of specific passage
scorers and merging strategies in the current system, followed by experiments and results showing
that the new features we introduce add value to the current system.

3 Overview of Watson

IBM undertook the challenge to build a question-answering system named Watson that is able to
answer open domain questions, such as those posed in a U.S. quiz show Jeopardy!. An overview of
the architecture of Watson is illustrated in Figure 3. We refer the reader to (Ferrucci et al., 2010) for
a detailed description of the architecture. In this section, we present a high level overview of the
system pointing out where our features fit in.

The DeepQA system analyzes a question, Question Analysis (Lally et al., 2012), and generates
multiple possible candidate answers, Hypothesis Generation (Chu-Carroll et al., 2012).1t then
applies many different answer scoring algorithms, each of which produces features that are used to
evaluate whether the answer is correct. One way in which DeepQA evaluates candidate answers is
to first retrieve passages of text that contain the candidate answer, via a technique called Supporting
Evidence Retrieval; each passage is then scored using a variety of algorithms called passage scorers
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Figure 4: Training and test data for a question-answering system. Each question Q has multiple
candidate answers, CA, where few, if any, are correct (class = 1).

in the Hypothesis and Evidence Scoring phase (Murdock et al., 2012a). All of the features are sent
to a Final Merging and Ranking (Gondek et al., 2012) component, which uses machine learning
techniques to weigh and combine features to produce a single confidence value estimating the
probability that the candidate answer is correct. The features we introduce are extracted and made
available to the machine learning model in the Final Merging and Ranking component, where the
scores assigned by different passage scorers are available. In the next section 4, we give details of
existing passage scorers and their feature merging strategies used prior to the framework introduced
in this paper.

4 Passage scoring

Our question-answering system works by finding candidate answers, employing a variety of algo-
rithms to compute feature values relating to those answers, and then using a statistical classifier to
determine which candidate answer is correct. A question-answering scenario is shown in Figure 1.
For a given question Q, search components find a set of candidate answers {CA;, CA,,...,CA,}.
The task of the classifier is to decide which of the candidate answers is the correct answer. Hence
the training and test data for that classifier looks as in Figure 4.

Each candidate answer is associated with one or more passages that contain the candidate answer.
A subset of the algorithms that compute feature values in our system are the passage scoring
components. These components evaluate the evidence that a single passage provides relating to how
well the candidate answer satisfies the requirements of the question. Thus among the feature values
associated with a candidate answer, some will be passage scoring features.

Our passage scorers are described in detail elsewhere (Murdock et al., 2012a). Here we provide
only a brief introduction to provide context for later sections of this paper. We have a variety of
passage scoring algorithms that use different strategies for determining which parts of a question to
attempt to match to each part of a passage and for determining whether two parts of a passage match.
Some attempt to align question terms to passage terms using syntactic structure and/or semantic
relations, while others use word order or ignore the relationship among terms completely (e.g.,
simply counting how many question terms appear in the passage, regardless of whether those terms
are similarly arranged).

Watson’s passage scorers leverage available annotation components developed for the DeepQA
framework, such as dependency parsing, Named Entity (NE) recognition, coreference resolution
and relation detection. The question and the passage are decomposed into sets of terms, where a
term can either be a single token or a multiword token. All of these scorers try to determine the
amount of overlap between the passage and the question by looking at which terms match. The
individual scorers put different restrictions on when a term is considered to match.

Currently, there are four scorers being used in the system:



1. Passage Term Match: Assigns a score based on which question terms are included in the
passage, regardless of word order or grammatical relationship.

2. Skip Bigram: Assigns a score based on whether pairs of terms that are connected or nearly
connected in the syntactic-semantic structure of the question match corresponding pairs of
terms in the passage.

3. Textual Alignment: Assigns a score based on how well the word order of the passage aligns
with that of the question, when the focus is replaced with the candidate answer.

4. Logical Form Answer Candidate Scorer (LFACS): Targets high-precision matching be-
tween the syntactic structures of passages and questions, and is therefore quite restrictive
concerning structural overlap of the question and the passage. Like Skip Bigram, it operates
on syntactic-semantic structural graphs, which contain one node for each lexical item.

Each passage scoring component produces a fixed number of feature value pairs for each candidate
answer within each passage. Some of these values range from 0 to 1, where a high score indicates
that the passage matches the question well based on that passage scorer’s evaluation criteria; other
passage scorers have other ranges. Watson’s final answer merging and ranking component considers
a pre-defined set of features and applies a machine learned model to score each candidate answer.
However, since each candidate has multiple, and generally a varying number of supporting passages,
we use a merger to combine passage scores for < candidate answer, passage > pairs into a fixed set
of features. For example, if a candidate answer has three passages and a passage scorer assigns a
value of 0.5, 0.6, and 0.7 to each passage, these scores may be merged using a merger strategy like
MAX . Using this merger strategy, the feature added to the learning model for the candidate answer
under consideration will be MAX(0.5,0.6,0.7) = 0.7.

We have the following three distinct algorithms that we use to merge features across passages
(Gondek et al., 2012).
1. Maximum: The final score for the candidate answer is the maximum score for that answer in

any passages found for that answer.

2. Sum: The final score for the candidate answer is the sum of the scores for that answer in each
of the passages found for that answer.

3. Decaying sum: The final score for the candidate answer is computed to be 2;’1:0 }211, where
Do, P1,---,Pm are the scores of the passages that contain the answers, sorted in descending

order.

A key limitation of our earlier work is that the passage scorers capture limited complementary
information that the passages have to offer. For example, in Figure 2, a passage scoring component
may assign scores s; 1,51, to passages P1.1 and P1.2 respectively. A merger strategy that takes
maximum across passages will choose MAX (s, 1,51 5) as the optimal supporting passage. However,
since these passages have complementary information to offer, it would be better to somehow
aggregate this information. This is exactly where our multi-dimensional merging features come into
the picture.

As described in earlier publications (Gondek et al., 2012), for each of our features, we have two
other derived features: a feature for whether that feature is missing and a standardized version of the



Feature name

Explanation

In terms of Table 2

max-then-sum

mum of the LFACS scores across all passages,
and then compute the mean of the maxima

MDM- For each question term, compute the sum of | f(M) = [(x; + x;) +
TextualAlignment- | the Textual Alignment scores across all pas- | (x5 + xg) + (x3 + xo) +
sum-then-mean sages, and then compute the mean of the sums | (x4+x;9)+ (x5+x77)+
(x6 + x12)1/6

MDM- For each passage, compute the sum of the | f(M) = [(x; + x5 +
SkipBigram- Skip-Bigram scores across all question terms, | ...+ xg) + (x; + xg +
transpose-sum- and then compute the mean of the sums st x0)]/2
then-mean

MDM-LFACS- For each question term, compute the maxi- | f(M) =

max(xq,Xy,...,Xg) +
max(xz,Xg, ..., X15)

MDM- For each passage, compute the sum of the | Set cnt = 0. If
SkipBigramScore- | Skip-Bigram scores across all question terms, | (x; + x5 + ...+ xg) >
transpose- and then compute the number of sums thatare | 0,cnt = cnt + 1. If
sum-then- non-zero (7 +xg+ ...+ x15) >
nonZeroColumns O,cnt = cnt + 1.
F(M)=cnt.

Table 3: Examples of MDM features. First column is the feature name, column 2 a natural language
description of the feature and the third column is the exact mathematical formula in reference to
Table 2 for passages P1.1 and P1.2 belonging to the candidate answer 1.

feature. When the value of a feature is missing, we assert a value of 0 for the feature and a value
of 1 for the corresponding derived missing feature; this allows the learner to distinguish between
cases where the feature actually has 0 value versus cases where it simply did not apply at all. The
standardized version of a feature is computed by subtracting the mean value of that feature and
dividing by the standard deviation for that feature. Both mean and standard deviation are computed
across all answers to a single question, not across all answers to all questions in the test set. The
purpose of the standardized feature is to encode how much the base feature differs from a typical
value of that feature for a single question.

In Table 3, we present examples of some top scoring (in terms of correlation with the gold class)
MDM features. For a passage scoring feature X, we produce the following MDM features: MDM-
X-sum-then-mean (avg(5)), MDM-X -transpose-sum-then-mean (avg(s’)), MDM-X -sum-then-max
(max(s)) etc.

5 Experiments and Results

To demonstrate the generality of our approach, we experimented with two data sets, an open-domain
question set and one focused on the medical domain. We briefly describe these data sets in this
section. Our first open-domain test set is a randomly selected set of 3,505 Jeopardy! questions.
Jeopardy! questions span a large number of domains, including arts and entertainment, history,
geography, and science. These questions are also generally more complex, incorporating multiple
loosely related facts about the correct answers, particularly as compared with typical questions from
the TREC QA track. The last characteristic makes Jeopardy! questions an excellent test set for our
MDM feature merging framework.

Our second test set is a collection of 905 Doctor’s Dilemma questions. Doctor’s Dilemma, also



#Questions | #Positive | #Negative | #Average cand. per Q
Jeopardy! 11,520 12,173 | 2,555,396 222.87
Doctor’s Dilemma 1,322 2,338 543,963 413.23

Table 4: Data distribution for our data-sets. #Question refers to number of questions. #Positive refers
to number of positive instances i.e. correct answers to questions, #Negative refers to number of
negative instances and #Average cand. per Q refers to the average number of candidates considered
for a particular question. Note, this is simply total number of positive and negative examples divided
by the number of questions in the data-set.

known as Medical Jeopardy, is a competition organized by the American College of Physicians for
medical interns and residents and held each year at the Internal Medicine meeting. The format of
these questions is modeled after Jeopardy!, while their content is focused solely on topics related
to medicine. Although not as linguistically complex as Jeopardy! questions, Doctor’s Dilemma
questions generally also consists of multiple facts about the correct answer, making it suitable as a
test set for MDM features. Following are some examples from the Doctor’s Dilemma domain:

1. The syndrome characterized by joint pain, abdominal pain, palpable purpura, and a nephritic
sediment. Answer: Henoch-Schonlein Purpura.

2. Familial adenomatous polyposis is caused by mutations of this gene. Answer: APC Gene.

3. The syndrome characterized by narrowing of the extra-hepatic bile duct from mechanical
compression by a gallstone impacted in the cystic duct. Answer: Mirizzi’s Syndrome.

We use a supervised learning paradigm, with features extracted as described in previous sections.
We use logistic regression classifier for training and testing. We report results on a held-out test set
for both data-sets. The distribution of training set for the two data-sets are in Table 4. We test on
3,505 Jeopardy! questions and 905 DD questions.

We present three types of analyses to show the usefulness of our features. First, we present the
correlation of our features with the gold class (for the training set only) i.e. correctness of a candidate
answer. Second, we present a component level analysis, where we add our features to a baseline QA
system and show improvement. Third, we present results on the end-to-end Watson system.

5.1 Correlation

A standard way to judge the goodness of features is to look at the features” Pearson’s r correlation
with the gold class (Hall, 2000). The Pearson’s r correlation coefficient between feature X and gold
standard Y is given by:

D Y ¢ 0/ At 9]
VIL K - XPVEL (G -7

where X and Y are the arithmetic mean of feature values and gold class values respectively. We
refer to the degree of correlation between the feature and the gold class as the “informativeness” of
the feature. Naturally, we would like to keep features that have high informativeness.
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Figure 5: Inform analysis comparison of MDM features with the existing features in the system
trained on Jeopardy! data. X-axis is the feature index (in no specific order) and Y-axis is the %
correlation of features with the gold class.

Figure 5 presents the informativeness of existing features (red squared dots) and MDM features (blue
diamond dots) for the Jeopardy! data-set. In figure 5, the x-axis is the feature index (existing features
indexed from 1 to 535 and new features indexed from 1 to 110) and the y-axis is the informativeness
of the features. For example, the highest informativeness of existing features (square red dot) is 30%
(100 - r), while the highest informativeness of MDM features is 43.2%. Many of the MDM features
have higher informativeness than the most correlated feature in the existing system.

Similar is the case with the medical domain data. Figure 6 presents the informativeness of existing
features (red squared dots) and MDM features (blue diamond dots) for the Doctor’s Dilemma
data-set. The highest informativeness of MDM features is 21.5%, which is comparable to the three
existing features with highest informativeness (between 20% to 21%). However, as the graph shows,
the vast majority of MDM features have substantially higher informativeness than the original
features. the Jeopardy! domain, many of the MDM features are more correlated with answer
correctness than most of the original features.

5.2 Component level analysis

As described in section 3, we add new features in the final merger stage of the system. Our features
are calculated for each of the four passage scorers described in section 4. In this section, we evaluate
the impact of these MDM features when only a single passage scoring component is employed in
the system. To do so, we create a component level baseline for each of our four passage scorers as
follows: on top of the Watson answer-scoring baseline configuration(Ferrucci et al., 2010), which
includes all of the standard question analysis, search, and candidate generation, but only one answer
scorer (which checks answer types using a named entity detector (Murdock et al., 2012b)) and a
simplified configuration for merging and ranking answers. We add each of our existing Passage
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Figure 6: Inform analysis comparison of MDM features with the existing features in the system
trained on Doctor’s Dilemma data. X-axis is the feature index (in no specific order) and Y-axis is
the % correlation of features with the gold class.

Term Match, Skip Bigram, Textual Alignment, and LFACS passage scoring, to create four baseline
systems. We then compare each baseline to the system with our MDM features for the corresponding
passage scorer and show a significant gain in Precision@70% and accuracy.

We often consider Precision@70% as a numerical measure that combines the ability to correctly
answer questions and the ability to measure confidence; this metric corresponds to the precision
when the system answers 70% of the questions of which it is most confident.

Table 5 present results for our component level analysis for Doctor’s Dilemma questions. A
component level baseline for each passage scorer was computed as described above. System
performance improves across the board after adding MDM features for a passage scorer. Using

Component Level Baseline With MDM features
Passage Scorer Precision@70% | %Accuracy | Precision@70% | %Accuracy
Passage Term Match 24.9 20.2 29.2 234
Skip Bigram 26.8 21.5 28.7 23.3
Textual Alignment 22.9 18.8 25.7 21.1
LFACS 25.7 20.3 28.5 22.4

Table 5: Component level comparison for Doctor’s Dilemma data-set for each of the four passage
scorers. Each component level baseline is the answer-scoring baseline plus features for one of the
passage scorers. All the numbers after adding MDM features for a passage scorer are significantly
better than the baseline by p < 0.05, using McNemar’s significance testing.
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Baseline With MDM features
Data-set Precision@70% | %Accuracy | Precision@70% | %Accuracy
Doctor’s Dilemma 37.2 29.2 40.2 31.3

Table 6: End-to-End comparison for medical domain data, Doctor’s Dilemma. Baseline refers
to the configuration with all the current features in the system. With MDM features refers to the
configuration when we add all our MDM features to the existing feature set. This difference in
performance is statistically significant with p < 0.05, using McNemar’s significance testing.

McNemar’s significance test, these are statistically significant improvements over the baseline at
p < 0.05. As is clear from the results, for each of the four passage scorers, adding MDM features
that capture the distribution of the passage scores across multiple passages improves the performance,
in terms of both Precision@70% and % accuracy, by a significant amount.

For the Jeopardy! data-set, for the LFACS passage scorer, Precision@70% improves from 64.9% to
71.3% and % Accuracy improves from 52.2% to 57.3%. Both these improvements are statistically
significant at p < 0.05, using McNemar’s significance testing.

Based on these experimental results, we conclude that addition of MDM features for passage scorers
significantly improves the performance of our QA system.

5.3 End-to-End Analysis

In this section, we present results for running the full Watson system with and without MDM
features. Table 6 shows the Precision@70% and % accuracy performance on the Doctor’s Dilemma
test set. The results show that by adding MDM features to existing system, we are able to get a
statistically significantly better performance than the baseline system: Precision@70% improves
from 37.2 to 40.2 and % accuracy improves from 29.2% to 31.3%.

6 Literature Survey

Question answering has had a long history (Simmons, 1970) and has seen considerable advancement
over the past decade (Maybury, 2004; Strzalkowski and Harabagiu, 2006). However, to the best of
our knowledge, there is no general purpose framework integrated into a QA system that is capable of
aggregating information across multiple pieces of evidence, each analyzed using different analytics
(features), and comparing this with coverage of terms/facts in the input question.

A technique that is complementary to ours is corpus expansion (Schlaefer et al., 2011), in which
corpus documents are expanded to include topically related facts from an external resource (e.g.
Web). Sometimes in this process, pseudo documents are created which contain aggregate information
about a particular entity. This approach helps standard document search by providing better
document-level evidence/scores for the input search terms. The system is more likely to find a
single document that addresses all of the parts of the question in a corpus after it has been expanded.
However, passage scoring still encounters the same underlying problem even with an expanded
corpus: in some cases, there will not be any single passage that addresses all of the requirements of
the question.

The second related approach is question decomposition (Kalyanpur et al., 2012; Felshin, 2005),
which aims at decomposing the question into different facts that need to be independently or

sequentially solved in order to arrive at the correct answer. However, question decomposition does
not deal with the issue of combining multiple pieces of evidence (possibly assessed using different
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analytics) for the same fact within a decomposed question (which our approach does). In addition,
the process of decomposing a question into multiple subquestions is an extremely challenging
linguistic one, and is very sensitive to how questions are phrased; a set of rules that are effective at
formulating subquestions from Jeopardy! clues may not be as effective for other types of questions.
Multi-dimensional merging also requires that the question be divided up, but it does not require that
the parts of the question form coherent subquestions, since it is performed after all of the linguistic
analysis and comparison to evidence. In our implementation of multi-dimensional merging, we
simply divide up the question into single terms.

‘We consider both corpus expansion and question decomposition as complementary to our approach.
Both approaches are included in our baseline Jeopardy! system, and corpus expansion is included in
our baseline medical system. The fact that our results show postive impact on effective question
answering shows that multi-dimensional merging can add value to a system that already uses both
corpus expansion and question decomposition techniques.

Conclusion and perspectives

We introduced a general framework for aggregating evidence from different passages retrieved for
a candidate answer. Moreover, we introduced a novel set of features, multi-dimensional feature
merger or MDM features, that fit this framework and significantly improve the performance of the
current state-of-the-art QA system, Watson. However, our framework is general and not restricted to
Watson. It may be employed in any QA system that captures how well retrieved passages match the
question under consideration.

In this paper, we only considered merging evidence across passages and question terms. However,
this may be easily extended to merging evidence across passage scorers. There might be value
in considering how different passage scorers match supporting passages with candidate answers.
Using our framework, all that is required is adding a new dimension: depth to the two-dimensional
matrix M, thus giving rise to a 3 — D matrix, say M 3D. Each two dimensional matrix, M in M3D
belongs one passage scorer. Therefore, depth of M 3D is the number of passage scorers used to
match supporting passages with the question. In the future, we will explore decomposing and thus
deriving features from this 3 — D matrix, possibly using Tensor algebra (Kolda and Bader, 2008).
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ABSTRACT

Unsupervised Relation Extraction (URE) is the task of extracting relations of a priori unknown
semantic types using clustering methods on a vector space model of entity pairs and patterns. In
this paper, we show that an informed feature generation technique based on dependency trees
significantly improves clustering quality, as measured by the F-score, and therefore the ability of
the URE method to discover relations in text. Furthermore, we extend URE to produce a set of
weighted patterns for each identified relation that can be used by an information extraction
system to find further instances of this relation. Each pattern is assigned to one or multiple
relations with different confidence strengths, indicating how reliably a pattern evokes a relation,
using the theory of Discriminative Category Matching. We evaluate our findings in two tasks
against strong baselines and show significant improvements both in relation discovery and
information extraction.

KEYWORDS: Unsupervised Relation Extraction, Clustering, Vector Space Models.
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1 Introduction

Recently, there has been great interest in broadening information extraction methods to allow
for unsupervised discovery of relational information in large document collections of unknown
content. Contrary to classic information extraction in which relationship types (such as BorNIN
or MARRIEDTO) are specified in advance, such methods automatically identify a priori unknown
relationship types in a given corpus. For these identified semantic relations', they subsequently
or simultaneously perform an information extraction step, thereby transforming the corpus into
structured, relational data without any supervision or previous knowledge about its content.

One such approach, Unsupervised Relation Extraction (URE), addresses this challenge by
building on the latent relation hypothesis which states that pairs of words that co-occur in
similar patterns tend to have similar relations (Turney, 2008; Rosenfeld and Feldman, 2007).
Current techniques capture this in a vector space model by computing a pair-pattern matrix
in which each row represents an entity pair and each column a distinct pattern, with co-
occurrence counts as cell values. This representation allows us to compute the similarity of
two entity pairs by comparing the distribution over observed patterns. Using such a similarity
metric, clustering methods can find clusters of entity pairs that share similar patterns and can
therefore be assumed to represent a relation. Ideally, a clustering method returns three kinds of
structured information, each of which is highly relevant to information discovery and extraction
in unknown corpora: Firstly, a set of clusters, each of which represents one distinct relation.
Secondly, for each cluster a set of entity pairs between which this relation holds. Thirdly, for
each cluster a set of discriminative patterns that extensionally describe the relation and may be
used by an information extraction system to find further relation instances of this relation.

The choice of patterns as well as their significance within a cluster assignment is crucial to the
success of this endeavor. Each pattern may be underspecified or ambiguous and give different
amounts of explicit or implicit evidence to different relations. Worse, as the complexity of
language permits for one relation to be expressed in a multitude of ways, we may expect
the distribution of patterns observed for each relation to be heavy-tailed, with a few patterns
observed in high numbers and a large number of very rare patterns.

Take, for instance, the relation MarRrIEDTO: Patterns that indicate this relation range from
explicit and discriminative expressions, such as “X married Y” and “X married to Y”, over
entailment, such as “X divorced from Y” and “X ex-wife of Y”, to mere implicit evidence, such
as “X fell in love with Y”. Here, X and Y are placeholders for an entity each. At the same time,
these patterns may also express other relations at varying degrees; the pattern “X divorced
from Y”, for example, explicitly expresses the DivorcEDFROM relation, while also entailing the
MaRrrIEDTO relation. The desired result should reflect this and allow one-to-many assignments
of patterns to relations, in which each pattern-relation assignment is weighted according to a
distinctiveness value: High distinctiveness indicates a pattern that explicitly and unambiguously
evokes a relation, low distinctiveness more implicit or ambiguous patterns.

In this paper, we examine more closely the task of discovering and ranking discriminative
patterns for each relation and the impact of the choice of pattern generation scheme on overall
URE results. By focusing on patterns, URE benefits in two ways: On the one hand we show that
an informed feature generation strategy can markedly reduce the amount of underspecified
and ambiguous patterns in the pair-pattern matrix, thereby significantly improving clustering

n this paper, we refer to relationship types as relations and to instances of relationship types as relation instances.
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approaches. On the other hand, this allows us to extend URE to not only identify relations,
but also to find and rank a list of patterns for each relation that can be used in subsequent
information extraction.

Contributions. We propose an unsupervised approach that identifies relations in a corpus of
unknown content by clustering entity pairs and characterizes each relation by finding a list of
patterns ordered according to the amount of explicit evidence they give to the presence of the
identified relation. The contributions of this paper can be summarized as follows:

Algorithm for feature selection in a dependency graph. We propose an algorithm that se-
lects possible patterns for a given entity pair in a dependency path, as an extension of the
shortest path method. The approach is capable of capturing a wider range of phenom-
ena than previous part-of-speech based feature generation and filtering approaches by
incorporating syntactic elements for long range dependencies, complements for light or
support verbs, appositions and context for arguments in direct conjunction. We show that
the proposed feature selection technique increases the clustering quality F-measure by
65% over baseline approaches and that identified patterns are better suited to be used in
an information extraction task.

Method for computing weighted pattern-relation assignments. We propose an approach
that uses clustering results to compile a set of pattern-relation assignments, weighted
according to the amount of discriminative evidence each pattern gives to an assigned
relation. The method is based on the theory of Discriminative Category Matching (Fung
et al., 2002). We experimentally show that these assignments produce patterns suitable
for the task of information extraction.

We evaluate the proposed method in two different tasks: A clustering task in which we evaluate
our clustering approach on three ground truth datasets of different composition against three
baseline approaches 2. We investigate the impact of our proposed feature selection algorithm on
overall clustering quality and its ability to find the optimal amount of relationships in different
datasets. Secondly, an information extraction task in which we evaluate the ranked patterns on
two gold standard corpora and compare precision and recall with a baseline approach.

The remainder of the paper is organized as follows: Section 2 reviews previous work in the
area of clustering for unsupervised relation discovery. We outline several approaches used as
baselines in our evaluation. Section 3 outlines our clustering approach. In Section 3.1 we
illustrate our proposed algorithm for pattern extraction in dependency trees, and in Section 3.3
our proposed method for identifying and ranking discriminative patterns. Section 4 describes
evaluation methods, experimental setup and datasets, and reports the results on the two
evaluation tasks. Finally, Section 5 concludes this paper.

2 Related Work

Most previous work utilizes the pair-pattern matrix to either measure the similarity of pairs of
words, or to measure the similarity between patterns for a number of different purposes. In this
section we review this work with respect to our pattern extraction and clustering approach and
identify evaluation baselines.

2The datasets used in our experiments are available on request for research purposes.
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Relation discovery. (Rosenfeld and Feldman, 2007) cluster entity pairs in the pair-pattern
matrix to identify semantic relations. The resulting clusters are interpreted as each representing
one relation that holds between all entity pairs in the cluster. They use the text between two
entities in a sentence as patterns, but also allow arbitrary word skips, meaning that for each
sentence containing an entity pair a large number of features are generated. They cluster the
matrix using k-means and hierarchical agglomerative approaches and find that better results
are reached with a complex feature space. (Bollegala et al., 2010) propose a co-clustering
approach that simultaneously clusters both entity pairs and patterns for identifying relations,
using not only lexical, but also shallow syntactic patterns. They expand the feature set to also
include prefix and postfix spans. More recently, (Wang et al., 2011) analyzed the impact of
filtering techniques and found that overall clustering quality F-measure significantly increases
by using a set of filters to eliminate patterns that are unlikely to represent a relation. They
filter out a total of 80% of all observed patterns. They use the text between entities as patterns,
without word skips, and include named entity class information into the feature set.

Contrary to previous approaches in relation discovery, we employ a feature generation technique
that utilizes information from a dependency parser. Our observation is that current dependency
parsers are becoming orders of magnitudes faster while retaining a sufficiently high precision
and recall, see (Rush and Petrov, 2012) and (Zhang and Nivre, 2011). We comparatively
evaluate our feature generation technique against baselines modeled after the three approaches
mentioned above.

Similarity of patterns or words. Instead of using clustering to identify relations, much work
has focused on measuring the pairwise similarity of patterns or words. (Turney, 2006) computes
the pairwise similarity of lexical patterns to solve the problem of finding analogies between
word pairs. (Turney, 2011) compares pairs of words using the distribution over patterns to
find proportional analogies and evaluate this on corpora of word comprehension tests, such as
analogy questions in SAT or TOEFL tests. By contrast, (Lin and Pantel, 2001) directly measure
the pairwise similarity between patterns in dependency trees using the distribution over word
pairs to find inference rules from text. (Sun and Grishman, 2010) extend this with a clustering
approach to group patterns into clusters, which they use to guide semi-supervised relation
extraction methods. While this approach returns clusters of patterns for each discovered relation,
the clustering is “hard”, meaning that each pattern is assigned to exactly one cluster. This is
contrary to our intuition that each pattern may give different amounts of evidence to different
semantic relations. Nevertheless, we use a reimplementation of this approach as baseline for
the evaluation of our proposed pattern ranking method.

3 Relation Discovery and Pattern Ranking

We propose a method that takes as input a document collection, identifies relations by clustering
entity pairs with a similar pattern distribution, and outputs a ranked list of patterns for each
relation. This is done in three steps: First, we generate the pair-pattern matrix using a feature
generation approach based on deep syntactic analysis as explained in Section 3.1. Second, we
run a clustering algorithm to group entity pairs into clusters representing relations (see Section
3.2). Finally, we compute the distinctiveness for each pattern in each cluster based on the
distribution of patterns both within and across generated clusters as detailed in Section 3.3.
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3.1 Feature Generation Using Dependency Trees

The proposed feature generation algorithm takes as input a set of dependency parsed sentences
and entity pairs®. For each sentence and entity pair it generates a list of patterns that are used as
features for the entity pair. The method determines a set of core tokens by collecting all tokens
on the shortest path between the two entities. It then finds a set of optional tokens by collecting
all tokens linked to a core token with certain typed dependency. It generates one feature for
each combination of the core tokens and the power set (the set of all possible subsets) of the
optional tokens.

Typed dependencies that indicate possibly important information even if not on the shortest
path were determined through experimentation. Simple examples of cases in which important
information is not on the shortest path are negation and particles, which are directly connected
to a verb (with the dependencies “neg” and “prt” respectively) but never function as a link on
the path between two arguments bound by this verb. Other examples are appositions, which
may be connected to an entity but are not themselves part of the shortest path (indicated by
“nn” or “appos”), and light verb constructions in which only the verb, but not the typically more
important noun is part of the shortest path. Another example - discussed in detail below - are
two entities in conjunction that function as an argument for a verb.

The method consists of four steps:

Step 1: Compute the shortest path between subject and object. The shortest path between
two entities in a dependency path serves as basis for our extraction method. Recent research
shows that lexical tokens along the shortest path represent particularly discriminative patterns
for extraction of binary and even higher-order relations (Etzioni et al., 2011; Akbik and BroR3,
2009). By focusing on the tokens that syntactically link both entities, we can skip over tokens
that are less likely to be relevant to the relationship. This step yields a list of core tokens likely
to be relevant to the relation expressed between the two entities.

Step 2: Collect of a set optional tokens on the path. We collect all tokens that may be
relevant to identifying a relation by iterating over each token on the shortest path and examining
all typed dependencies of each token to non-path tokens. If the dependency is one of {nn, neg,
prt, poss, possessive, nsubj, nsubjpass} we collect the target token into a list of optional tokens.
This step yields a list of tokens to be added to the core list to produce a good extraction pattern.

Step 3: Generate features. We build the power set over all optional tokens and generate one
feature for each combination of the shortest path and optional set. This power set includes the
empty set as well, so the shortest path without any optional tokens is included in the features.

Step 4: Remove uninformative features. We filter out all features that consist only of closed-
world word classes. Examples are features like “X and Y” or “X of Y”. The intuition for this
step is that such patterns are semantically too weak to be used as patterns and not suitable for
clustering approaches.

The following example sentence illustrates the feature generation process: ‘James Joyce and his
longtime lover Nora Barnacle got married in 1931”. Figure 1 depicts the sentence’s dependency
parse. Here, the shortest path is a “conj”-link, directly connecting the two entities "James Joyce“

3We use the Stanford dependency parser (Klein and Manning, 2003) and Stanford typed dependencies (De Marneffe
et al., 2006) in our experiments.
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and ”Nora Barnacle“. The resulting pattern ”X and Y** is highly ambiguous and therefore of
limited use. We collect the tokens “and*, "his“, ”lover* and "married“ into a set of optional
tokens and build its power set. By taking each combination of the power set and the shortest
path (and after filtering non-informative features) we arrive at a total of five features. Table 1
lists them and compares them to shallow patterns as generated by (Turney, 2011) and (Wang
etal., 2011).

nsubjpass

num
[ ittty

vl ¥ l—]vﬁ’ﬂ‘_l

James Joyce and his longtime Jover Nora Barnacle got married in 1931

Figure 1: Dependency parse of the example sentence. The entity pair and shortest path are
marked in bold. "James Joyce* and "Nora Barnacle* are directly connected with a ”conj“ link.
Links to optional tokens are illustrated as dotted lines; optional tokens are underlined.

(Turney, 2011) X and his longtime lover Y,
X and his longtime * Y,

X and his * lover Y,

X and * longtime lover Y,
X * his longtime lover Y,

[]
(Wang et al., 2011) | PERSON and his longtime lover PERSON
PROPOSED X and lover Y,

X and Y married,

X and lover Y married,

X and his lover Y,

X and his lover Y married

Table 1: Features from different generation methods for the sentence in Figure 1. We observe
that the features generated by the proposed approach all indicate the MARRIEDTO relation either
explicitly or implicitly. By contrast, the shallow feature generation technique used by (Turney,
2011) produces a total of 24 patterns, many of which are highly underspecified. (Wang et al.,
2011) generate only one overspecified feature.

3.2 Relation Discovery by Clustering Entity Pairs

From the features as generated according to Section 3.1 we build a pair-pattern matrix for
all entity pairs observed at least 20 times in the corpus. This is accomplished by counting
co-occurrences between patterns (features) and entity pairs. We cluster this vector space model
using the k-means algorithm which partitions entity pairs into k clusters of similar variance®.
Following (Bullinaria and Levy, 2007), we use the Cosine similarity to measure distances
between feature vectors — a measure useful for highly sparse vectors like the ones at hand.

“In this case, the pattern "X and Y* is a verbalization of the entities X and Y being linked by the typed dependency
”conj“ for readability reasons.
5We use Apache Mahout (http: //mahout.apache.org/) in our experiments.

22



The k-means algorithm requires us to manually specify the number of output clusters which
in turn allows us to control the granularity of discovered relations. For instance, the cluster
representing the relation CHILDOF for low values of k is split into two clusters representing the
relations SONOF and DAuGHTEROF given higher values of k. Following (Rosenfeld and Feldman,
2007) we interpret each cluster within a clustering as a distinct, unlabeled relation and all
entity pairs as relation instances.

3.3 Ranking Patterns by Distinctiveness

Clustering assigns each entity pair to a cluster and thereby implicitly produces a set of patterns
per cluster, namely all non-zero features of the entity pairs in that cluster. The approach
proposed here for ranking these patterns is based on two intuitions. The first being that clusters
are representative of relations, meaning that the distribution of patterns in a cluster dominantly
contains a single relation. This implies that patterns that are shared by a majority of entity pairs
in a cluster are common ways of expressing a relation, while patterns that are shared only by
few entity pairs are either less commonly used or provide only implicit evidence of a relation.
To capture this intuition we compute pattern weights by adding up the counts per pattern over
all entity pairs within a cluster. We normalize the value to compute the significance of a pattern:

log, (fig +1)
log, (PR + 1)
As the equation shows, the significance of a pattern i within a cluster R is denoted as the
logarithmic ratio of its weight f; x normalized by the sum over all pattern weights Py in the
cluster.

1

Significance; p =

The second intuition is that patterns that occur in more than one cluster may be ambiguous
and lend different amounts of evidence to different relations. Such patterns therefore have low
clarity. We collect the distributed evidence of these patterns across clusters and relate it to a
pattern’s highest significance over all clusters. The following equation measures this clarity for
each pattern, with 0 < Clarity; <1.

( n- max {Significance(R }
jell.n} Rj

. log, —= ] L a>1
Clarity; = { 3. Significance;z, 0821 2)

j=1
1, n=1

Thereby, a pattern i has a high Clarity; if it is significant in one cluster and insignificant in the
others. (Note that 1/log, n is a normalization factor.) If we observe a pattern only once and in
one cluster its Clarity is 1.

Following the theory of Discriminative Category Matching (DCM) (Fung et al., 2002), the
overall distinctiveness of a pattern given a cluster is a combination of Significance and Clarity
accordingly; with a normalization factor of v/2:

SignificanceiR . Clarityi2

(3

Distinctiveness; g = —— - —-
\/Slgmflcancei’k + Clarity;

We use this Distinctiveness measure to re-weigh the pattern-cluster assignments and produce
a ranked list of patterns for each cluster.
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4 Evaluation

We quantify the proposed approach in two tasks: a clustering task to measure the impact of
our feature generation method on overall clustering performance and evaluate the ability to
discover relations. And an information extraction task to examine clustered patterns with respect
to their usefulness to information extraction. Since ground truth is not usually readily available
for large amounts of text, assessing the quality of large scale clustering results has proven
to be difficult. We therefore use distant supervision based on the YAGO knowledge base to
automatically construct various ground truth data sets. Details of the set-up, advantages and
drawbacks of such an evaluation approach as well as measures used to analyze clustering
quality against such ground truth are discussed in Section 4.1. Details on clustering evaluation
and the information extraction task are discussed in Sections 4.2 and 4.3 respectively.

4.1 Experimental Setup

4.1.1 Datasets

The extrinsic evaluation of URE is problematic as it requires a document collection with exact
knowledge regarding its content in the form of labeled relation triples. Several projects have
constructed such a ground truth manually, which has a number of drawbacks: Firstly, there is
a high cost involved in manually annotating sentences with relations, limiting the size of the
ground truth as well as the ability to quickly generate new evaluation sets. Secondly, much care
must be taken to ensure that no URE-specific assumptions are modeled into the ground truth,
i.e. “overfitting” the ground truth to the capabilities of the algorithm that is to be evaluated. The
inherent risk in manual annotation is the creation of a ground truth that does not realistically
reflect the application scenario the URE approach is intended for.

We therefore choose a distant supervision-based approach to automatically generate a number
of labeled training, test and evaluation sets. In distant supervision, an existing knowledge base
of facts (triples consisting of two entities and a relation that holds between the entities) is
used as support tool (Mintz et al., 2009). We use YAGO, a semantic knowledge base derived
from Wikipedia, WordNet and GeoNames with knowledge of more than 10 million entities and
around 447 million facts (Hoffart et al., 2011). The relations in YAGO are semantic labels, such
as WasBornIN, AcTepIN and DiepIN and are therefore different from a textual representation of
these relations in a sentence.

The approach randomly selects a number of entity pairs from the knowledge base and retrieves
from the Web® a set of sentences containing each entity pair. The assumption is that a sentence
that contains an entity pair for which the knowledge base specifies a relation is likely to express
it, either explicitly or implicitly. Accordingly, this allows the method to automatically label all
retrieved sentences with relations, enabling the generation of a ground truth of arbitrary size.
In order to assess the quality of the ground truth we manually examine 200 sentences with a
total of 209 relations and 29 distinct relations’. We find that in 159 cases the relation is either
explicitly or implicitly represented in the sentence, whereas in 50 cases the entity pair is present
in the sentence but the YAGO relation between them could not be inferred from the text.

Examples for explicit, implicit and false sentences are given in Table 2. While imperfect, the

SWe use the Bing API (http: //www.bing.com /developers/) to retrieve sentences.
7In 9 cases, one entity pair has more than one relation in YAGO. Some persons, for example, both AcTEpIN and
PRODUCED a movie.
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assumption therefore holds for approximately 76% of the generated ground truth. For our
evaluation purposes we find this satisfactory, as this realistically simulates noise while reliably
indicating the relational content of generated evaluation sets.

sentence retrieved relation expressed
Mystery Men (1999) stars Ben Stiller as Mr. Furious. explicit
Mystery Men brought on board a talented cast from William H. explicit

Macy to Ben Stiller.

What was Ben Stiller’s character’s super quality in Mystery implicit
Men?

Ben Stiller does not think Mystery Men should be remade. false

Table 2: Sentences retrieved for the entity pair “Ben Stiller” and “Mystery Men”, labeled in YAGO
with relation AcTeDIN and the degree of explicitness: explicit, implicit or not at all.

We use this approach to generate 5 different ground truth datasets for the two evaluation tasks.
For the clustering task, we generate 3 datasets of approximately 200.000 sentences, each with
a different number of distinct relations. For the information extraction task, we generate two
small gold standard corpora that are manually checked for correctness, with all falsely labeled
sentences filtered out: GOLD, a corpus of 300 sentences that explicitly express the labeled
relation, and SILVER, a corpus of 400 sentences that either explicitly or implicitly express the
labeled relation. Refer to Table 3 for a list of all datasets.

dataset | # sentences | # relations | # entity pairs | manually cleansed
R10 200.000 10 12.000 false
R20 200.000 20 9.000 false
R30 200.000 30 6.000 false
GOLD 300 20 300 true
SILVER | 400 20 400 true

Table 3: Datasets created using YAGO and distant supervision. The three large datasets differ
in number of distinct relations and contained entity pairs. GOLD and SILVER are smaller,
manually cleaned datasets.

4.1.2 Measures

We use BCubed for extrinsic clustering evaluation (Amigo et al., 2009), an effective measure ex-
tendable to overlapping clustering, which satisfies the following essential criteria for measuring
cluster quality &:

o Cluster homogeneity, which rewards clusterings with pure clusters.

o Cluster completeness, which promotes "same label, same cluster" policy.

® Rag bag, which rewards introducing a garbage cluster over polluting pure clusters.

o Small cluster preservation, which penalizes spreading data points of a rare label across
various clusters.

General BCubed precision and recall are computed based on Multiplicity, a measure of the
minimum intersection between two data points o; and o; regarding their labels and cluster
assignments. In our case this intersection contains 1 element at most, since we performed

8Cf. (Han et al., 2011, Ch. 1, p. 6) for a more verbose elaboration on these quality criteria and BCubed in general.
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non-overlapping clustering. Depending on whether precision or recall is computed, Multiplicity
is normalized with the amount of shared cluster assignments or shared labels respectively:

min(|C(o;) N C(o0;)l,1L(0;) N L(0;)])
[Clo)NC (o))

MuztipliCityprecision(oi; Oj) = (C))]

min(|C(0;) N C(0;)l,|L(0;) N L(0))I)
IL(0;) N L(o))|

Multiplicity ecqu(0;,0;) = 5)

Here C(0;) denotes the set of cluster assignments of a data point o; given a clustering and L(o;)
the set of labels for a given data point o; according to ground truth. Precision and recall are
then calculated by averaging Multiplicity over all data points °:

Mul tipliCityprecision(oi; Oj)

i uJ:C(ox)ﬁC(oj)#-Q

= ll{0;1C(o) N C(o;) # B
Precisiongcyped = = { ! : ! } (6)
n
Multipli(:ityrecall(oi;Oj)
i n,:L(ol)nL(oJ)#@
= lI{0;1L(0;) N L(oj) # B L]
Recallgeypeq = - ! { A ! } (@)

n

In a final step Precisiongcyp.q and Recallgcypeq are combined to give the F,-score.

4.2 Clustering Task

We evaluate our method’s ability to identify relations by comparing it on ground truth datasets
of different composition with several baselines. We use BCubed F-measure to judge overall
clustering performance.

4.2.1 Baselines

We compare our feature generation method (referred to as PROP) to the three baseline ap-
proaches using shallow analysis that were introduced in Section 2: The first is based on (Turney,
2011) and (Rosenfeld and Feldman, 2007) and uses a lexical feature generation technique with
arbitrary word skips. We refer to this approach as TUR. A second baseline is modeled after
(Bollegala et al., 2010), uses shallow lexico-syntactic patterns including pre- and postfix spans,
and is referred to as BOL. The third baseline, after (Wang et al., 2011), uses lexical patterns
without word skips and incorporates named entity class information. Patterns containing the
verbs to say or to tell are filtered. This method is referred to as WAN.

9Note that self-relation is not excluded. And that Multiplicity is defined only when the two data points share at least
1 cluster assignment or label respectively.
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4.2.2 Results

The results of the comparative evaluation are visualized in Figure 2. It clearly shows the impact
of using an informed feature generation method. On the R30 dataset, we note overall increases
in F-measure of 65% over the next best approach. Overall F-measure is highest around a k of
30 at 0.445. The next best approach is WAN at k = 12 with 0.288. This shows that our feature
generation algorithm is capable of finding patterns for many expressions that shallow feature
generation methods miss. Also, as F-measure peaks around k = 30, the results indicate that the
clustering mechanism can effectively model the relations contained in the corpus.

BCubed F-measure

Feature extraction method:
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< BOL
2 +WAN
3 TUR
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w
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Figure 2: Clustering quality in terms of precision, recall and F;-measure on the R30 dataset.
The proposed feature generation approach (black line, square data points) outperforms all
baseline approaches.

In order to examine this observation more closely, we use our approach on the R20 and
R10 datasets, which contain 20 and 10 distinct relations respectively in the same amount of
sentences as R30. The results are shown in Figure 3. Compared to results on the R30 dataset,
we measure strong increases in F-measure on the R10 dataset which may be due to a much
larger amount of examples per relation. However, we note that the results on the R20 and R30
are roughly similar, even though they are of different relational composition.

To gain more insight into these results, we inspect the data manually by randomly selecting
clusters at different k. We make a number of observations. Firstly, when increasing k, the
resulting clusters represent finer granularities of relations. The YAGO relation CHILDOF, for
example, is split into two clusters at higher k one representing the relation SoNOF, the other
DAUGHEROE. Similarly, the relation CREATED is split into multiple clusters, representing CREATED-
FiLm, CREATEDMUSIC and CREATEDNOVEL respectively. The YAGO relation LocATEDIN is split at
various k into clusters of finer granularities, first into CityLocATEDIN and VILLAGELOCATEDIN,
then at an even higher k also into RivERLocATEDIN. The YAGO relation ISAFFILIATEDTO is split at
higher k into AFFILIATEDTOSPORTSTEAM and AFFILIATEDTOPOLITICALPARTY. These observations
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Figure 3: Clustering quality for the proposed approach on different datasets. Performance is best
on dataset R10 which consists of relations typically expressed explicitly. R20 and R30 datasets
each contain various more implicit or difficult to detect relations, causing lower F-measure.

indicate that the approach can be directed through parameterization to discover relations of
varying granularity. However, we also note that some clusters split for difficult to interpret
reasons, such as MARRIEDT0 which splits into two clusters at higher k.

Generally, we observe that some relations are easier to identify by URE than others; relations
like HaAsWonPRrizE or MARRIEDTO are often explicitly expressed and therefore easier to cluster.
Other relations, like LivesIN are often, if at all, very implicitly expressed causing difficulties
to the algorithm. Other relations, such as DEALsWITH, which signifies trade relations between
two countries, are almost impossible to find as very few sentences express this relation. Again
other relations, such as KNowNFoR are semantically very broad as there are any number of
accomplishments (expressed in any number of ways) a person may be known for. This causes
problems for a clustering approach. However, our approach is capable of finding a subset of all
KnowNFoR relations in a cluster that resembles the INVENTORINVENTED relation. This indicates
that not only the amount of distinct relations in a corpus is important, but also how explicitly
they are expressed and whether one relation dominates a given entity pair. We also find that the
most highly ranked patterns usually characterize clusters very well. Example clustering results
are shown in Table 4. Here, we find examples of explicit patterns, entailment and implicit
patterns. We examine the patterns more closely in the information extraction task.

4.3 Information Extraction Task

We evaluate the ranked patterns on the GoLD and siLVER datasets using the generated patterns
as classifiers. If the classifier finds a known pattern in a sentence it extracts and labels a relation,
but only if the distinctiveness of the pattern is above the classifier’s threshold setting. We
compute a precision-recall curve for our proposed approach over a range of threshold values
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ID | example entity pairs example patterns YAGO label

(1) | - Media General; WJAR 1. Y owned by X [owns]
- CBS Radio; WPHT 3. X operate Y
- News Corporation; Fox 5. X acquire Y

6. X parent company of Y
32. X gain for buying Y
(2) | - Ronny Yu; Fearless 1. Y film directed by X [DIRECTED]
- John Madden; Proof 2. Y directed by X

- Dana Brown; Highwater 7. X’sfilmY

14. find trailer info for Y by X

(3) | - Alan Turing; Turing test 1. Y invented by X [knowNFOR]
- Carlos Chagas; Chagas 2. X creator of Y
disease 3. Y discovered by X
- Hans Geiger; Geiger 7. Y named after X
counter 19. X inventor known for inven-
tion of Y

Table 4: Example of clustering output. Each cluster contains a set of entity pairs and is defined
via a ranked list of patterns. The rank is given in italics before each pattern. The YAGO relation
labels are not part of the clustering output and added for evaluation purposes only.

from O to 1, see Figure 4. The results show that the threshold can be used to control the tradeoff
between precision and recall. If the threshold is set high, the extractor only uses patterns with
high distinctiveness and finds relations at high precision and lower recall. At lower threshold
settings, recall gradually increases while precision decreases. This indicates that the proposed
method computes a valid ranking of patterns. The ability to use such a threshold setting to
influence the precision-recall tradeoff is a valuable feature for information extraction.

Precision-Recall Curve
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Figure 4: Precision-recall curves on the coLp and siver gold standards for a range of threshold
values. By lowering the confidence threshold, we trade high precision for an increase in recall.

We compare the approach against a reimplementation of (Lin and Pantel, 2001) in which
patterns are directly clustered according to the distribution of entity pairs as introduced in
(Sun and Grishman, 2010). This baseline (referred to as PAN) produces a hard clustering of
patterns, without a distinctiveness value that can be used as threshold. We therefore compare
the proposed approach against this baseline at two threshold levels: A threshold of 0 (PROP-0)
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and 1 (PROP-1). For completeness, we also compare the proposed approach using TUR and
WAN instead of our proposed feature generation method. This is denoted as PROP-TUR and
PROP-WAN respectively, again at threshold settings of 0 and 1.

GOLD SILVER

approach precision | recall | F,-measure || precision | recall | F,-measure
PROP-0 0.88 0.21 0.34 0.79 0.18 0.29
PROP-1 1 0.1 0.18 0.92 0.07 0.13
PAN 0.58 0.15 0.24 0.51 0.1 0.17
PROP-WAN-0 0.6 0.03 0.06 0.56 0.05 0.09
PROP-WAN-1 0.19 0.1 0.13 0.21 0.11 0.14
PROP-TUR-0 0.28 0.14 0.19 0.26 0.14 0.18
PROP-TUR-1 0.31 0.18 0.23 0.29 0.17 0.21

Table 5: Results of the information extraction task on the corLp and siver ground truths. The
proposed approach outperforms the baseline in precision, recall and F,-measure.

The results in Table 5 show that the proposed method outperforms the baseline. Shallow
patterns, as used in TUR and WAN, are hardly usable for information extraction. Especially on
the coLD dataset, in which all relations are explicitly expressed, we note very high precision
of the proposed approach. As expected, precision is lower on the siLver dataset, which also
includes implicit expressions of relations, but still higher than the baseline. Overall, the results
show that the pattern-relation assignment of the proposed approach yields valuable results for
the task of information extraction.

5 Conclusion

In this paper we have presented a method for Unsupervised Relation Extraction that discovers
relations from unstructured text as well as finding a list of discriminative patterns for each
discovered relation. We introduced a feature generation algorithm that utilizes dependency
parse information and demonstrated that using an informed feature generation technique signif-
icantly improves overall clustering F-measure. We interpreted clustering results to produce a set
of pattern-relation assignments weighted according to the distinctiveness of each assignment
using the theory of Discriminative Category Matching. We demonstrated that the strength
of an assignment indicates how reliably a pattern evokes a relation by using the patterns for
information extraction at different confidence thresholds. We presented a thorough evaluation
of both relation discovery and pattern ranking on 5 datasets of different composition. We
believe our approach to be a promising step towards achieving the goals of URE.

Future work will focus on further evaluation on a range of different clustering algorithms in
order to find an optimal approach. Specifically, we believe that using overlapping or fuzzy
clustering algorithms may counterbalance problems of entity pair ambiguities. Furthermore,
since using more samples positively affected clustering quality, we aim to scale up the method
to large corpora and more broadly inspect the results at different levels of granularity.
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ABSTRACT

We investigate differences in point of view (POV) between two objective documents, where one
is describing the subject matter in a more positive/negative way than the other, and present
an automatic method for detecting such POV differences. We use Amazon Mechanical Turk
(AMT) to annotate sentences as positive, negative or neutral based on their POV towards a
given target. A statistical classifier is trained to predict the POV score of a document, which
reflects how positive/negative the document’s POV towards its target is. The results of our
experiments on a set of articles in the Arabic and English Wikipedias from the people category
show that our method successfully detects POV differences.
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1 Introduction

In many areas of public discourse, content creators strive for objectivity. Reporters try to report
the facts without bias; judges are expected to write opinions that are not influenced by personal
views; encyclopedias are committed to what Wikipedia calls a “neutral point of view” (NPOV),
defined as “... representing fairly, proportionately, and as far as possible without bias, all
significant views that have been published by reliable sources”.!

Even though objectivity is an important ideal, content creators cannot avoid being influenced by
their background and context. There are two main reasons for this (Scheufele, 1999; Habermas,
2006; Littlejohn and Foss, 2010; D’Alessio and Allen, 2000). First, there are always many
different non-equivalent ways of conveying a given piece of information. By choosing one vs.
the other, the content creator introduces part of his/her point of view (POV) into the discourse.
For example, “his wars caused the death of more than a million civilians” (a translation of a
sentence in the French Wikipedia) puts Napoleon in a more negative light than “more than a
million civilians died in his wars”, which in turn is more negative than “more than a million
civilians died in the wars fought between him and his enemies”. This is so because the chain of
causality between Napoleon and people being killed is more explicit in the first sentence than
in the third. None of these sentences is a violation of Wikipedia’s neutral point of view policy.

The second reason for different objective points of view is that the selection of what information
to present is also influenced by background and context. If for space reasons only one of
two equally relevant facts about a politician — one positive, one negative — can be added to
a newspaper article, then this choice impacts how positive/negative the article is. This is an
unavoidable dilemma journalists face on a daily basis. It is usually impossible to include all
available information.

We call the difference between two objective documents, where one describes the subject in
a more positive/negative way than the other, a point of view difference or POV difference. This
paper develops a method that detects POV differences and quantifies their magnitude.

The automatic identification of POV and POV differences is of high potential for content analysis
in the social sciences — which we take to include the humanities in this paper. Early content
analysis was motivated by concerns about the declining quality of public debate in modern mass
societies and tried to answer empirically questions such as: Do the media live up to their own
quality standards of factually accurate and ideologically unbiased reporting? Are no relevant
facts omitted? Are all relevant POVs equally represented? (Krippendorff, 2004, 55ff.)

There are also systematic reasons for the widespread empirical investigation of the evaluative
positions taken by various speakers in the media. Our social world is permanently produced
and reproduced, interpreted and criticized in social interactions of actors with their — often
conflicting - intentions, values and reasons for actions (Berger and Luckmann, 1966; Habermas,
1984). This activity leaves traces — interpretable symbols, text and images. Evaluative aspects
are almost always of central importance for the social science research question that motivates
a content analysis. Typical questions that scholars, readers, the public and practitioners ask are:
How favorably are the objects (e.g., social groups, politicians, policies, countries, corporations)
perceived? Do different groups of people (e.g., migrants, citizens of different countries) view a
certain object differently in a systematic fashion? How can this be explained? Which effect will
this have?

Ihttp://en.wikipedia.org/wiki/Wikipedia:Neutral_point_of_view
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In most content analysis today, positive and negative presentation of subject are annotated
— or coded — manually, an expensive and time-consuming method. To maximize intercoder
agreement, the coding usually is restricted to explicit evaluative claims although some authors
have also looked at stylistic means — such as irony and emotional language - for weakening or
strengthening evaluations (Friih, 2011, 241-260). The result of this type of manual analysis is
usually an aggregate value of the variable of interest that can then be used to compare groups
(e.g., French vs. U.S. newspapers) or to analyze changes over time.

These efforts have not resulted in a widely shared research methodology. This may be due
to the problem that there will never be an “objective” standard of what would constitute a
pure, neutral way of reporting (Krippendorff, 2004, 55-57). Moreover, the subtle differences in
evaluative tone and connotation that are of so much interest to social scientists are difficult to
operationalize in a reliable way.

The approach presented in this paper overcomes these two problems of current content analysis.
First, we develop a fully automatic method that is suitable for the analysis of large amounts
of text and thereby reduces the obstacles that manual analysis and reliance on human coders
present.

Second, while we acknowledge that the absolute assessment of POV is an important problem,
we do not pretend to define an objective neutral standard in this paper. Instead, we cast the
problem of assessing POVs as a relative problem and thereby avoid the difficulties inherent in
attempting to define objective standards.

POV differences are also related to work on sentiment analysis in natural language processing
(NLP). In contrast to most prior work in sentiment analysis, we are concerned only with objective
language in this paper. For example, we do not address the analysis of editorials (which are
intentionally opinionated) or of badly written Wikipedia articles (which violate the NPOV
principle). The question as to how to automatically assess whether a piece of text written in
objective language represents a positive or negative POV of the subject matter and to what
extent has not been addressed before.

In addition to defining the problem of POV difference detection and proposing a method for
solving it, we also provide an evaluation gold standard. It consists of articles and sentences from
the Arabic and English Wikipedias that were annotated for POV and for POV differences using
a combination of Amazon Mechanical Turk and student annotators. We chose the Arabic and
English Wikipedias as the basis for our data set because we found that it contains many POV
differences.

This paper is organized as follows. Section 2 introduces and motivates the concept of POV
difference. Section 3 presents data acquisition and preparation. We describe our approach to
the detection of POV differences in Section 4. Section 5 presents experiments and evaluates
results. In Section 6, we discuss our results. Section 7 covers related work. Finally, conclusions
and a brief summary of planned future work are given in Section 8.

2 Point of view (POV) differences

As a concrete example for a POV difference consider the French and Spanish Wikipedia articles
about Napoleon.? Both articles are objective and meet the neutral POV criteria of Wikipedia.
However, there is a POV difference between them: the French article is more positive than

2Based on the versions available online on 2012-04-01.
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the Spanish article. We can find instances of the two types of reasons for POV differences that
we discussed above: (i) different ways of describing a certain fact and (ii) different ways of
selecting subsets of facts.

An example of different descriptions of the same facts is the phrase “sus agresivas guerras
de conquista” ‘his aggressive wars of conquest’ in the Spanish Wikipedia. This amounts to a
negative evaluation of Napoleon. Nowhere in the French article are Napoleon’s wars called
aggressive. Instead, his readiness to attack and the speed of his campaigns are referred to
in more positive words: “offensive immédiate” ‘immediate offensive’, “marche forcée” ‘forced

march’, “impressionante de rapidité” ‘impressive for its rapidity’.

An example of a different selection of facts is the number of casualties during the Peninsular
war. Only the Spanish article gives an estimate (300,000), which potentially casts a negative
light on Napoleon as someone who is responsible for the loss of many lives.

Our goal in this paper is to develop a method that detects and quantifies such POV differences.
Our approach is to first train a classifier that detects absolute POV. We then calculate POV
difference between two articles as the difference of the absolute POV scores.

3 Data acquisition and preparation

Our approach to estimating POV differences for a pair of documents is to estimate the absolute
POV score for each of the two articles of the pair and then calculate the difference. This approach
will be described in detail in Section 4. To build a POV difference detector and evaluate it,
we need a gold standard. Our gold standard consists of two parts, one for absolute POV and
one for POV differences. While we could limit ourselves to only evaluating our main task, the
estimation of POV differences, we decided instead to also evalute the quality of absolute POV
scores. In this section, we describe the two gold standards we need for executing this plan: the
gold standard for absolute POV scores and the gold standard for POV differences.

Gold standard for absolute POV. We first must decide which unit of text to create the gold
standard for. Even though we are interested in the evaluation of entire documents, we do not
annotate documents for two reasons. First, most documents will contain a mix of different
POVs, so that a single label gives a statistical classifier noisy information. Second, reading
and evaluating an entire document takes a long time for an annotator and would make gold
standard creation expensive.

On the other hand, our units cannot be too small — e.g., words or phrases — because POV is a
complex phenomenon that cannot be judged reliably at such a low level; the sentences about
Napoleon in the introduction are examples for this.

Based on this reasoning we choose the sentence as our annotation unit. We annotate two sets of
1200 sentences, one for Arabic and one for English. The Arabic (resp. English) set consists of the
first 20 sentences of 60 Arabic (resp. English) Wikipedia articles from the category people. We
selected articles about people that are well known in both Western culture and Arabic culture
because they are more likely to have been written by experienced authors and therefore to have
a high quality.

The second major decision concerns the classification scheme for POV. We define three POV
classes: positive, neutral and negative. These classes cover the potential cases of POV. We need
a neutral class since many sentences do not contain any information that implies positive or
negative POV,
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Target: Mel Gibson

Paragraph: ... some audio recordings alleged to be of Gibson were posted on the internet. The
same day Gibson was dropped by his , William Morris Endeavor. Civil rights activists alleged
that Gibson had shown patterns of racism ... and called for a boycott of Gibson’s movies.

Answer: Positive , Negative , Neutral

Figure 1: Interface of the AMT task.

The final decision concerns the annotators. We use Amazon Mechanical Turk (AMT). AMT
has become a standard method for gold standard creation in NLP because annotations are of
reasonable quality and comparatively low in cost (cf. (Alonso and Lease, 2011)).

For many objective statements, it is clear which POV class — positive, neutral or negative —
applies to them. However, there is a certain subset of statements for which the decision is
difficult. The different degrees of explicitness in describing a causal chain from Napoleon’s
actions to people dying in the introduction are a good example. As the statements become
more explicit about the causal relation, at some point the sentence acquires a negative POV, but
people differ as to when that point is reached.

Figure 1 shows the interface of the AMT task.> We ask non-expert workers to provide annotations
for POV, a difficult decision for a subset of sentences. Thus, the design of the HIT (Human
Intelligence Task) in AMT is crucial: in order to get acceptable agreement, the AMT task must
be simple and easy to understand; definitions must be clear and the annotation interface
well-structured.

Definitions of the three POV classes are provided in the instructions: the sentence has a positive
(resp. negative, neutral) POV toward the target if it states that the target did something positive
(resp. negative, neutral) or is described in a positive (resp. negative, neutral) way. No direct
information about the target is also rated as neutral. Four examples from Wikipedia articles
are given to help workers understand the task: one for positive, one for negative, and two for
the neutral POV class. One neutral example shows a sentence that is directly relevant to the
target, but is neither positive nor negative. The other neutral example is a negative sentence
that is not relevant to assessing the POV of the article towards the target — e.g., because it talks
about historical background that the target is not involved in. Because we found almost no
sentences that had a mix of positive/negative elements, we did not explicitly include this case
in the instructions.

The instructions are appropriately adapted for Arabic and English. They state that the Arabic
(resp. English) task is only for Arabic (resp. English) native speakers. Even though the workers
of the Arabic task have to be Arabic native speakers, the language of the instructions is English.
All AMT workers know English since the AMT platform has only an English interface; so English
as instruction language does not impose any additional restrictions on eligibility.

Each task includes one of the 1200 selected sentences (in blue color), the target that the article
the sentence is extracted from is about (top line in Figure 1: “Mel Gibson”), and the surrounding
paragraph (in black). To ensure sufficient context, we show to workers the entire paragraph

3We have reformatted the output that annotators see for space reasons and better legibility. E.g., we have omitted
some text (marked “...”). Annotators see the entire paragraph without omissions.
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| Arabic  English | Arabic  English

agreement — all workers .30 .48 positive | .435 47
agreement — majority of workers | .90 .95 neutral | .42 .34
Fleiss’ k 215 419 negative | .145 .19

Table 1: Absolute POV gold standard: agreement (left); sentence label distribution (right).

containing the sentence to be annotated. Even though reading only the sentence is sufficient
for the annotation task in most cases, sometimes it is difficult to determine the correct POV
without reading some preceding or following sentences. For example, if the target sentence
contains a pronoun, the annotator needs the context of the paragraph to resolve the reference.

We select one word from the sentence to be annotated randomly and render it in green. In
the figure, the word is agency. The worker has to type this word in the corresponding answer
field instead of using radio buttons or check boxes. We have found that this simple copying
operation improves AMT annotation quality (Laws et al., 2011).

Workers are asked to label the sentence with one of three labels: positive, neutral and negative,
based on the POV of the sentence toward the target. In Figure 1, the sentence to be annotated
shows a negative POV towards the target (Mel Gibson), so we would expect the worker to
annotate it as negative.

Incomplete assignments where the worker submits the task without giving all the required
information and suspicious assignments where the worker spends only a few seconds on the
task are rejected and republished to a different worker.

We use Fleiss’ k (Fleiss, 1971) (instead of Cohen’s k) to compute intercoder agreement because
it can be applied when there are more than two raters and different items are rated by different
raters (which is the case when using AMT). « is .215 for Arabic, which is considered fair
agreement; and .419 for English, which is considered moderate agreement (Landis and Koch,
1977).

We assign a sentence to the class chosen by at least two of the three annotators if there is such
a class. If the three annotators assign three different labels (positive, neutral and negative),
we assign the sentence to the neutral class. The proportion of sentences that have agreement
between two or more workers is .90 for Arabic and .95 for English. Table 1 (left) summarizes
agreement statistics for the absolute POV gold standard.

The difference between the agreement among the three workers and the agreement of the
majority of workers (two workers) indicates problems with the quality of the AMT results. A
number of workers did not follow the instructions very carefully. For example, some workers
labeled sentences that are not directly relevant to the target as positive/negative, in violation of
the instructions. Our impression is that one cause of such incorrect annotations is inexperience
with AMT; in general, Arabic workers seem to have less experience than English workers.

Also, as we discussed above while there are many sentences that clearly belong to a particular
POV class, other sentences are in the grey area between the two. One of the authors* assigned
labels to a subset of Arabic sentences and compared them with the labels that were assigned to
the sentences based on the majority-based gold standard label. We found that gold standard
labels generally agree with our own judgments.

“4Khalid Al Khatib, a native speaker of Arabic.
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Table 1 (right) shows the distribution of labels. The positive class is more frequent than the
negative class in both Arabic and English. The reason seems to be that the majority of people
deemed worthy of a Wikipedia article are people like inventors, poets and athletes who are
generally described in a positive way.

Gold standard for POV differences. As for the gold standard for absolute POV, we have to
make decisions about three aspects for the gold standard for POV differences: unit of annotation,
classification scheme and type of annotator.

For POV differences, our unit of annotation is a pair of Wikipedia articles. We need a pair of
articles because a difference can only be annotated if the two things that we want to compare
are represented. We have to go up to the level of documents because Wikipedias of different
languages are not aligned on the sentence/paragraph level. We use Interwiki links to establish
which articles in Arabic and English correspond to each other.

We use JWPL® to download articles that are in the people category and present in both the
20120114 Arabic and the 20111115 English Wikipedia. There are 16,000 such pairs.

We selected four categories that we sampled pairs of articles from. These categories are: Arab
nationalists (5 pairs), Israeli nationalists (5 pairs), hand picked (5 pairs), and random (15
pairs). The motivation for the first two categories is that we expect strong POV differences for
Arab and Israeli nationalists based on our personal knowledge of the two Wikipedias. Including
these ten pairs ensures that a wide spectrum of POV differences is represented in the evaluation
set. For the hand picked category, we selected people who are internationally well known both
in the West and the Arab world. The motivation for this category is that we want to be able to
present some results to the reader that are easy to interpret — without having to look up obscure
personalities in Wikipedia. The random subset (15 pairs) is a standard random sample.

The length range of downloaded articles is 1-1128 sentences for English and 1-1050 sentences
for Arabic. Short articles have many problems concerning quality and completeness and are
often marked as stubs that require further work. We therefore impose the constraint that both
articles must contain at least 50 sentences. We also exclude very long articles because they
would make the annotation task too time-consuming and expensive.

The second design decision concerns the classification scheme. Here we propose a scheme with
five different classes: much more positive, more positive, equal, more negative and much more
negative. This scheme is more fine-grained than for absolute POV because a document pair
is a rich source of information compared to a single sentence. There is sufficient information
available to make more subtle distinctions such as between “more positive” and “much more
positive”.

The final design decision concerns the annotators. Here we decided against AMT because
reading, understanding and evaluating a pair of documents is a complex and time-consuming
task that does not correspond to the typical HIT on AMT. More importantly, we need annotators
for the task that are highly proficient in both Arabic and English. This type of annotator is
difficult to find on AMT; and it is difficult to verify a high level of proficiency in a language on
AMT.

For these reasons, we decided to hire engineering master students at our university for the
annotation task. They are all students in an information technology master’s program, native

Shttp://www.ukp.tu-darmstadt.de/software/jwpl/
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Target: Michael Faraday

Q1. The attitude of the English article toward the target compared to the Arabic article is:
1. Much more positive
2. More positive
3. Equal
4. More negative X
5. Much more negative

Q2. Briefly justify your answer to question 1.

Both Articles have a very positive attitude towards Faraday but I sensed it more in the Arabic one.
For example in the marriage section of the Arabic article compared with the English one ,the attitude
was much more positive and it mentioned that he was a loved , devoted, humble person which isn’t
mentioned in the English article. Also the controversy with Davy was only mentioned in the English
article not the Arabic one. The Arabic article didn’t mention anything negative towards Faraday.

Figure 2: Annotation setup and example of a completed annotation for POV differences. The
annotator chose “More negative” (“X”) and wrote an explanation (in italics).

speakers of Arabic and have an excellent command of English.

The annotation setup is shown in Figure 2. The annotator reads the Arabic and English
Wikipedia articles and compares the two articles based on the articles’ POV toward the target.
The annotation guidelines state that information that is not directly related to the target must
be ignored in the annotation decision and that the decision must be based solely on the contents
of the two articles. Annotators are also instructed to not be influenced by their personal
opinion, emotion or POV toward the target. The annotators have to justify their answers. In our
experience, this helps the annotators to provide consistent and objective annotations.

Each pair of articles is annotated by three different annotators. We map the five point rating
scale to [—2,—1,0,1,2]; e.g., “much more positive” is mapped to 2. The gold standard score
AngOV for a pair of articles is then the average of the three scores given by the annotators (where
the superscript g indicates “gold standard”).

Intercoder agreement is a = .585 (Krippendorff, 2004). This agreement is not as good as
we would like it to be, but it is sufficient to evaluate our method; several other studies have
published evaluation results based on gold standards with similar agreement (Bhardwaj et al.,
2010; Brusk et al., 2010; Becker et al., 2012; Chen et al., 2012).°

4 Method

Absolute POV classification. For the task of determining the absolute POV - positive, neutral,
negative — of a sentence, we adopt a statistical classification approach and use the Stanford
MaxEnt classifier (Manning and Klein, 2003) with default parameters.

We refer to the probability of the positive (resp. negative) class for a sentence s as PosScore
(resp. NegScore):

PosScore(s) = P(positive|s) NegScore(s) = P(negativels)

Our features are bag of words (BOW) and letter k-grams (n-grams) where 2 < k < 6.

5The two gold standards are available at ifnlp.org/~schuetze/pov.
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For English, BOW and n-gram features are directly computed from text (as tokenized by the
Stanford classifier) without any further linguistic preprocessing like lemmatization.

For Arabic, we investigate a number of different options for linguistic preprocessing. Arabic
is a clitic language and highly inflectional. Normalization and lemmatization of Arabic text
are beneficial preprocessing steps in many NLP applications. Lemmatization has been used
widely in classification problems due to its ability to generate one form that matches many
other related forms (Al Ameed et al., 2005). Therefore, in addition to the non-lemmatized
surface forms, we used two lemmatization types: stem and root. We use light stemming to
extract the stem: only frequent suffixes/prefixes are removed. In contrast, a word is reduced to
its corresponding root by removing all affixes, not just frequent affixes (Al Ameed et al., 2005).
We use the Arabic Text Mining tool for computing stems and roots.”

We use the term “bag of words” to refer to all word-level features, including “bag of stems” and
“bag of roots”.

Estimation of POV differences. To estimate POV differences we first need an aggregate
measure of absolute POV on the document level. For this purpose, we define a document’s
POVScore as follows:
POVScore(d) = 1/|d|[ Y., (PosScore(s) — NegScore(s))]

where |d| is the number of sentences in the document. The POVScore is simply the difference
of the averages of the PosScores and NegScores of the sentences of the article. This scoring
method takes into consideration how positive or negative each sentence in the article is while
ignoring any neutral meaning components. The higher POVScore(d), the more positive the
article is. POVScore ranges from —1 to 1.

Our assumption is that most sentences of a Wikipedia article describe the target directly. This
assumption can result in errors as we will discuss in Section 6.

We can now define the POV difference Apqy of a pair of articles as the difference of the POVScore
of the English article and the POVScore of the Arabic article:

Apov({d,,d,}) = POVScore(d,) — POVScore(d,)
where d, is the English article of the pair and d, is the Arabic article of the pair.

5 Experiments and results

Absolute POV classification. We train MaxEnt in tenfold cross validation on the gold standard
described in Section 3 using the BOW and letter n-gram representations described in Section 4.
Folds were constructed in a way that ensures that all sentences from a particular Wikipedia
article are in same fold. The baseline in our experiment is to assign all sentences to the positive
class, the most frequent class in both Arabic and English.

Table 2 gives evaluation results. The best result in each column is in bold. For Arabic, the
classifier is better than the baseline for all six representations, both in accuracy and F,. The
overall best results are achieved using the stem representation with letter n-grams: accuracy is
.584, F, is .474. The problem of root-based lemmatization is that many words with the same
root have different meanings (Al Ameed et al., 2005). BOW without lemmatization (“BOW,
tokens”) performs less well because Arabic is highly inflected.

For English, accuracy is .608 and F; .533 using n-grams. Using BOW, accuracy is .587 and F;

"http://sourceforge.net/projects/ar-text-mining
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Arabic English
acc F; acc F;
baseline || .437  .206 478 214
tokens 5691  .447t | .5871 .5067

§ roots 555  .4647F
stems 5611 .4607
g tokens .574f  .4537 | .6081 .5337
£ roots .5801  .4707
% stems .5847 4747

Table 2: Accuracy (acc) and F; of absolute POV classification. BOW = bag of words. T:
significantly better than the baseline (p < .01).

POVScore
personality English  Arabic | Apgy
Baruch Goldstein 244 -.199 | .443
Tzipi Livni .549 .009 | .540
Ariel Sharon .259 -113 | .372
Wael Ghonim .398 .528 | -.130
Gamal Abdel Nasser .296 .389 | -.093
Saladin .201 .320 | -.119
Michael Jackson 475 617 | -.142
Maria Sharapova .579 .683 | -.104
Steven Spielberg .570 744 | -174

Table 3: POV differences: Israeli, Islamic/Arabic and international personalities.

.506. The classifier outperforms the baseline by a fair margin in this case too. The best results
are achieved using n-gram features.

All differences in accuracy and F; between the classifier and the baseline are statistically
significant at p < .01.% However, the differences in accuracy and F; between using BOW and
n-grams features are not significant.

Estimation of POV differences. We use the classifiers that achieved the best results in the
previous section for computing POV differences: n-grams on tokens for the English absolute
POV classifier and n-grams on stems for the Arabic absolute POV classifier.

For each of the 30 gold standard pairs (Section 3), we run the Arabic (resp. English) classifier
on all sentences of the Arabic (resp. English) article. We then compute the two document scores
and the difference Apgy({d,,d,}) (Section 4).

Table 3, shows examples for three Israeli, three Islamic/Arabic and three international per-
sonalities. Israeli personalities generally have more negative articles in Arabic than English.
Islamic and Arabic personalities generally have more positive articles in Arabic than in En-
glish. International personalities also have more positive articles in Arabic than in English; we
attribute this to our impression that Arabic Wikipedia authors tend to be more enthusiastic
about the achievements of artists and athletes even if they are held in high regard in both the
Arabic-speaking and the English-speaking world.

8Appraximate randomization test (Noreen, 1989)
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Figure 3: Estimated POV difference Apgy as a function of true POV difference AS . The
different symbols are used to show the category of each gold standard pair.

Figure 3 plots estimated POV difference Apqy as a function of true POV difference Agov for the

30 pairs in the evaluation set. The correlation between human annotations and system scores is
statistically significant for Spearman’s p and Kendall’s 7 (both at p < .005).

We performed an error analysis for large divergences between true and predicted POV difference.
The reason for divergences mostly seems to be that we use a simple BOW representation. We
will illustrate this problem with two pairs of articles — Bouazizi and Moutanabbi (see marked
points in Figure 3) — in the analysis we present in the next section.

6 Discussion

In our analysis of the errors we found that most of the cases with large divergences between
automatically calculated POV difference and gold standard POV difference were due to the
simple BOW representation we use — where we will use BOW in this section as a short hand for
both bag of words and n-gram representations. This type of classifier is often not capable of
detecting the subtle semantic nuances that are necessary to accurately assess absolute POV and
POV differences. There are two main subcases of this general problem.

First, our assumption that all sentences in the Wikipedia article are describing the target is
incorrect. (As in the rest of the paper we refer to the subject of the Wikipedia article as the
target in this section.) There are sentences that describe people or events that have an impact
on the life of the target, but are not directly about the target. These sentences can affect the
system POVScore even though they are not communicating information relevant to the absolute
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POV of the article towards the target. Identifying the subject of a sentence (target vs. something
else) is not possible using BOW.

A special case of this are passages in Wikipedia about artists that contain titles and descriptions
of movies, novels and other works of art. Again, this information can affect the system POVScore
even though the fact that — for example — an actor played a murderer does not contribute to a
negative POV about him.

The second subcase concerns parts of articles that are directly about the target, but not relevant
for POV. The article may describe negative events that happened to the target, e.g., “Roosevelt
contracted ... polio which resulted in permanent paralysis.” Again, this will decrease the
POVScore of the article even though the information reports something negative about the
circumstances of the person’s life that will not affect a reader’s POV towards the person in a
negative way.

An even subtler problem occurs if positive or negative words occur in a sentence that is directly
relevant for POV towards the target, but these positive or negative words are in the scope of
another word that reverses their meaning (cf. (Kessler and Schiitze, 2012)). For example, the
statement: John started a war on violence against women supports a positive POV towards John
even though most of the words in the statement are negative words.

The immediate effect of the shortcomings of a BOW-based feature representation is an incorrect
estimation of absolute POV. However, since these effects are somewhat random and will in most
cases not affect Arabic and English to the same extent, the BOW problem can also give rise to
incorrect POV differences.

In our data set, this is the reason that our system does not correctly predict the POV difference
for Mohamed Bouazizi, the Tunisian who is credited with starting the Arab Spring (see data
point marked “Bouazizi” in Figure 3). The system prediction is -.217 whereas the true score is
.333. The problem with this pair of articles is that Bouazizi is described as a mostly positive
person in both languages, but the circumstances of his life are described as tragic. Since our
system does not distinguish between sentences that are directly relevant about the target vs.
those that are not, this causes an incorrectly estimated POV difference.

A second example is Moutanabbi, a famous Arabic poet (system score: .034, truth: —1.00, data
point marked “Moutanabbi” in Figure 3). His English article is positive, but his Arabic article is
even more positive, hence the truth score of -1.00. The Arabic article is not handled well by a
BOW representation for similar reasons as for Bouazizi. In particular, it contains poems about
negative phenomena like mudslinging and sadness; and it describes the negative behavior of
fellow poets towards Moutanabbi - this is negative, but will not create a negative impression of
Moutanabbi in the mind of the reader.

There is one positive aspect of simplistic BOW representations. A potential concern is that the
annotation of POV could be affected by annotator bias. Annotators have their own POV and
even though we explicitly ask them to base their annotations solely on the content provided,
there is a danger that they will be influenced by their personal views. However, in a BOW model
this is not a problem: potentially incorrect annotations may contribute noise, but no systematic
biases will be introduced. For example, even if an annotator is sympathetic with a murderer
and the resulting annotation could mislead a classifier into believing that “murderer” is a
positive word, there will be other annotations containing “murderer” that will counterbalance
the incorrect annotation.
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Note that for POV differences, personal annotator POV is less of a problem. We can expect a
good annotator to provide a high-quality assessement of POV differences because a relative
judgment about two articles is not in conflict with one’s own personal views.

7 Related Work

Sentiment analysis (Pang and Lee, 2008) is mostly concerned with subjective language.
However, the classification of objective language into positive vs. negative might also be
considered sentiment analysis since the two tasks have a similar structure and face similar
challenges.

Many papers have studied sentiment analysis in the news domain. Although this domain mainly
contains objective content, subjectivity is also found to some extent, e.g., in editorials. Most
previous work on sentiment analysis of news has ignored objective content. For example, Wiebe
et al. (2005) released the Multi-Perspective Question Answering (MPQA) corpus. This corpus
has detailed manual annotations of a set of 535 news articles. The corpus separates subjective
and objective expressions. It has some information about objective content (such as the source
and the target of the objective speech), but only has sentiment information about the subjective
content. Our annotated corpus is different because it is concerned with objective language.
Our task requires different annotation guidelines and, in general, a different setup for the
annotation process compared to work on sentiment analysis.

Balahur et al. (2010), Abdul-Mageed and Diab (2011) and Balahur and Steinberger (2009)
try to distinguish between positive and negative sentiment vs. good and bad news. Good and
bad news are considered objective information and excluded from the classification process. In
contrast, our method deals with good and bad objective information in the classification step.

Some prior work has classified financial news according to polarity. Some papers limit their
classification to the subjective content of the news (e.g., (Agic et al., 2010)); other papers have
classified objective content as well (Ahmad, 2006; Devitt and Ahmad, 2007; Shtrimberg, 2004).
For example, Shtrimberg (2004) proposed an approach to classify news stories about companies
as positive or negative. His classifier learned from a corpus where every news story about a
company is labeled based on its impact on the future price of its stock. However, impact on price
is different from positive/negative. For example, bad economic news can have a positive impact
on stock prices if investors think it will make the Federal Reserve more likely to launch another
round of quantitative easing. Our approach generates a score that indicates the POV of the
article toward the subject matter and that is not directly related to the impact such information
might have on the financial markets.

Another topic related to POV is media bias (Gentzkow and Shapiro, 2005, 2006). Some studies
on this topic investigate bias in Wikipedia. Herzig et al. (2011) propose a novel annotation
scheme as a basic step towards an automatic machine learning system to detect biased language
in English Wikipedia. The scheme has multiple levels of bias tagging: the intra-sentential
level, which includes polar-phrase, weasel, repetition, and personal-tone, and the sentence and
entry level. The proposed scheme was applied to a set of articles from the service providers
category in Wikipedia. Annotation categories distinguished between biased language and
unbiased language. The authors conducted their annotation scheme based on the articles
which explicitly violate the NPOV principle. Our approach studies POV differences under the
assumption that Wikipedia articles mostly adhere to the NPOV principle and do not use biased
linguistic expressions.
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A line of research related to POV is work on perspectives and viewpoints (Lin et al., 2006; Paul
et al., 2010). Most of this work uses Bitterlemons, a corpus of 594 articles each of which is
written either from an Israeli or from a Palestinian perspective. Perspective classification (Lin
and Hauptmann, 2006; Greene and Resnik, 2009; Klebanov et al., 2010) and modeling (Ahmed
and Xing, 2010; Hardisty et al., 2010) then attempts to automatically detect the perspective of
an article. Perspective and positive /negative POV are related, but different concepts; e.g., the
sentences “political prisoners are released in Hamas deal” and “parties discuss new construction
in Judea and Samaria” are both neutral or positive, but indicate different — Palestinian vs. Israeli
— perspectives. In addition, much of the content of the Bitterlemons corpus is subjective — 66%
of sentences according to Lin et al. (2006). In contrast, we address the problem of identifying
positive/negative POV in objective language. Finally, the computational work on Bitterlemons
is mostly on the document level whereas the measures we propose are based on sentences.

Massa and Scrinzi (2011) describe Manypedia, a web tool that supports comparing articles on
the same subject in Wikipedia versions of different languages. They define the linguistic point
of view as the potential difference in POV between Wikipedia articles from different languages
due to the isolation of editor communities of these language versions. The tool provides users
with multiple options such as translating the articles using Google Translate, extracting the
most frequent words and showing information about editing of the article (e.g., total number of
edits and editors). In contrast to our approach, Manypedia does not aim to provide automatic
NLP analysis functionalities.

8 Conclusion and Future Work

The comparative analysis of differences — be they subtle or conspicuous - in the evaluation of
particular subject matters is of great importance in the social sciences. The method we propose
in this paper has two advantages. By choosing a relative instead of an absolute approach we
avoid the old and still unsettled problem of defining an objective, neutral standard; and by
taking a statistical classification approach, we provide an automatic method suitable for the
analysis of large amounts of text.

Future work. We would like to address two problems in future work. First, our error analysis
showed that most errors in predicting POV difference were due to our simple representation of
sentences: bag of words. We would like to use more sophisticated representations that take into
account the scope of positive and negative words; and also language understanding methods
that can detect what a statement is about — the target itself or something not directly related to
the target.

Second, we pointed out that there seem to be cultural differences in the magnitude of absolute
POV, In particular, we found that international personalities are viewed in more positive light in
the Arabic Wikipedia than in English. This means that there are at least two possible reasons
for a POV difference: it can be due to a generally lower or higher level of absolute POV in one
language; or it can be due to a genuinely different evaluation of a personality in two Wikipedias.
We plan to distinguish these two different kinds of POV difference in future work.
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ABSTRACT

Online content analysis employs algorithmic methods to identify entities in unstructured text.
Both machine learning and knowledge-base approaches lie at the foundation of contemporary
named entities extraction systems. However, the progress in deploying these approaches on
web-scale has been been hampered by the computational cost of NLP over massive text corpora.
We present SpeedRead (SR), a named entity recognition pipeline that runs at least 10 times
faster than Stanford NLP pipeline. This pipeline consists of a high performance Penn Treebank-

compliant tokenizer, close to state-of-art part-of-speech (POS) tagger and knowledge-based
named entity recognizer.
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1 Introduction

Information retrieval (IR) systems rely on text as a main source of data, which is processed
using natural language processing (NLP) techniques to extract information and relations.
Named entity recognition is essential in information and event-extraction tasks. Since NLP
algorithms require computationally expensive operations, the NLP stages of an IR system
become the bottleneck with regards to scalability (Pauls and Klein, 2011). Most of the relevant
work, conducted by researchers, was limited to small corpora of news and blogs because of
the limitation of the available algorithms in terms of speed. Most of the NLP pipelines use
previously computed features that are generated by other NLP tasks, which adds computational
cost to the overall NLP pipeline. For example, named entity recognition and parsing need POS
tags; co-reference resolution requires named entities. In effect, we anticipate lower speed for
future tasks.

A conservative estimate of a sample of the web news and articles can add up to terabytes of text.
On such scale, speed makes a huge difference. For example, considering the task of annotating
10 TiBs of text with POS tags and named entities using a 20 CPU cores computer cluster would
take at least 4 months using the fastest NLP pipeline available for researchers, our calculations
show. Using our proposed NLP pipeline the time is reduced to a week.

Several projects have tried to improve the speed by using code optimization. Figure 1a shows
that Stanford POS tagger has improved throughout the years, increasing its speed by more than
10 times between 2006 and 2012. However, the current speed is twice slower than the SENNA
POS tagger.

2006
2010
2012

2006
2010
W 2012

TokenSec
TokenSec

, ] | -

stanford SENNA SpeedRead Stanford SENNA SpasdRead

(a) POS taggers performance. (b) NER taggers performance.

Figure 1: Performance of NLP pipelines through the years over POS and NER tagging. Stanford
POS tagger uses L3W model, its speed in 2006 is slow to be apparent in the graph. Stanford
tagger uses CONLL 4 classes model. SENNA pipeline was first released in 2008

In this paper, we present a new NLP pipeline, SpeedRead, where we integrate global knowledge
extracted from large corpora with machine learning algorithms to achieve high performance.
Figures la and 1b show that our pipeline is 10 times faster than Stanford pipeline in both tasks:
POS tagging and NER tagging. Our design is built on two principles: (1) majority of the words
have unique annotations and tagging them is an easy task; (2) the features extracted for the
frequent words should be cached for later use by the classifier. Both principles are simple and
they show how to bridge the large gap in performance between current systems and what can
be achieved.

Our work makes the following contributions:
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Phase SpeedRead
Relative Speed

Tokenization 11.8
POS 11.1
NER 13.9

TOK+POS+NER  18.0
Table 1: SpeedRead relative speed to Stanford pipeline.

o Exposing the performance limitations of the current NLP systems: We show that there is an
algorithmic room for improving performance, rather than relying solely on optimizing
the code.

o High performance NLP pipeline that supports English tokenization, POS tagging and named

entity recognition: Novel design decisions that are not taken by most of the available tools

to explore new area of the accuracy-performance space. SpeedRead is available under an
open-source license. The code’s organization is simple and it is written in Python for its
readability benefits. This makes it easier for others to contribute and hack.

Techniques to reduce computation needed for sequence tagging tasks: We distinguish between

ambiguous and non-ambiguous words. We use the larger copora to calculate the frequent

words and their frequent tags. We cache the extracted features of the most frequent
words to avoid unnecessary calculations and boost performance.

Figure 2 shows the design of the SpeedRead pipeline. The first stage is tokenization followed by
POS tagging that is used as an essential feature to decide the boundaries of the named entities’
phrases. Once the phrases are detected, a classifier decides to which category these named
entities belong to.

This paper is structured as follows. In Section 2, we discuss the current NLP pipelines, available
to researchers. Section 3 discusses SpeedRead tokenizer’s architecture, speed and accuracy. In
Section 4, we discuss the status of the current state-of-art POS taggers and describe SpeedRead
new POS tagger. Section 5 describes the architecture SpeedRead’s named entity recognition
phase. Finally, in Section 5.2, we discuss the status of the pipeline and the future improvements.

1.1 Experimental Setup

All the experiments presented in this paper were conducted on a single machine that has i7
intel 920 processor running on 2.67GHz, the operating system used is Ubuntu 11.10. The time
of execution is the sum of {sys, user} periods calculated by the Linux command time. The
speeds that are reported are calculated by averaging the execution time of five runs without
considering any initialization times.

2 Related Work

There are many available natural language processing packages available for researchers under
open source licenses or non-commercial ones. However, this section is not meant to review
the literature of named entity recognition research as this is already available in (Nadeau and
Sekine, 2007). We are trying to discuss the most popular solutions and the ones we think are
interesting to present.

Stanford NLP pipeline (Toutanova and Manning, 2000; Toutanova et al., 2003; Klein et al.,
2003; Finkel et al., 2005; Lee et al., 2011) is one of the most popular and used NLP packages.
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Figure 2: SpeadRead named entity recognition pipeline. First, tokenization split the words
into basic units to be processed in the later phases. POS tagging identifies to which speech
categories words belong to. There are 45 part of speech category, we are mainly interested
in nouns. Chunking identifies the borders of phrases that make up the named entities. In the
above sentence, the named entity, Rami, is one word phrase. The last stage classifies each
phrase to one of four categories; Person, Location, Organization or Miscellaneous.

The pipeline is rich in features, flexible for tweaking and supports many natural languages.
Despite being written in Java, there are many other programming language bindings that are
maintained by the community. The pipeline offers a tokenization, POS tagging, named entity
recognition, parsing and co-referencing resolution. The pipeline requirements of memory and
computation are non-trivial. To accommodate the various computational resources, the pipeline
offers several models for each task that vary in speed, memory consumption and accuracy. In
general, to achieve good performance in terms of speed, the user has to increase the memory
available to the pipeline to 1-3 GiBs and choose the faster but less accurate models.

More recent efforts include SENNA pipeline. Even though it lacks a proper tokenizer, it offers
POS tagging, named entity recognition, chunking, semantic role labeling(Collobert and Weston,
2008) and parsing (Collobert, 2011). The pipeline has simple interface, high speed and small
memory footprint (less than 190MiB).

SENNA builds on the idea of deep learning of extracting useful features from unlabeled text.
This unsupervised learning phase is done using auto-encoders and neural networks language
models. It allows the pipeline to map words into another space of representation that has
lower dimensionality. SENNA maps every word available in its 130 thousand word dictionary
to a vector of 50 floating numbers. These vectors are then merged into a sentence structure
using convolutional networks. The same architecture is then trained on different tasks using
annotated text to generate different classifiers. The big advantage of taking this approach is the
lesser amount of engineering that it requires to solve multiple problems.

NLTK (Bird et al., 2009) is a set of tools and interfaces to other NLP packages. Its simple APIs
and good documentation makes it a favorable option for students and researchers. Written in
Python, NLTK does not offer great speed or close to state-of-art accuracy with its tools. On the
other hand, it is well maintained and has great community support.

WikipediaMiner (Milne and Witten, 2008) detects conceptual words and named entities; it also
disambiguates the word senses. This approach can be modified to detect only the words that
represent entities, then using the disambiguated sense, it can decide which class the entity
belongs to. Its use of the Wikipedia interlinking information is a good example of the power
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of using knowledge-based systems. Our basic investigation shows that the current system
needs large chunks of memory to load all the interlinking graph of Wikipedia and it would be
hard to optimize for speed. TAGME (Ferragina and Scaiella, 2010) is extending the work of
WikipediaMiner to annotate short snippets of text. They are presenting a new disambiguation
system that is faster and more accurate. Their system is much simpler and takes into account
the sparseness of the senses and the possible lack of unambiguous senses in short texts.

Stanford and SENNA performed the best in terms of speed and quality in our early investigation.
Therefore, we will focus on both of them from now on as good representatives of a wide range
of NLP packages.

3 Tokenizer

The first task that an NLP pipeline has to deal with is tokenization and sentence segmentation
(Webster and Kit, 1992). Tokenization target is to identify tokens in the text. Tokens are the
basic units which need not to be processed in the subsequent stages. Part of the complexity
of tokenization comes from the fact that the definition of what a token is, depends on the
application that is being developed. Punctuation brings another level of ambiguity; commas
and periods can play different roles in the text. For example, we do not need to split a number
like 1,000.54 into more units whereas we need to split a comma-separated list of words. On
the other hand, tokenization is important as it reduces the size of the vocabulary and improves
the accuracy of the taggers by producing similar vocabulary to the one used for training.

As many NLP tasks’ gold standards are dependent on Penn Treebank(PTB), a corpus of annotated
text and parsed sentences taken from Wall Street Journal (WSJ), we opted for their tokenization
scheme.

Searching for good tokenizers, we limited our options to the ones that support Unicode. We
believe that Unicode support is essential to any applications that depends on the pipeline. Stan-
ford tokenizer and Ucto (Gompel, 2012) projects offer almost Penn Treebank (PTB) compliant
tokenizers plus other variations that are richer in terms of features.

Table 2 shows that there is a substantial gap in performance between basic white space tokenizer
(words are delimited by spaces or tabs and sentences are split by new line characters) and
more sophisticated tokenizers as Stanford tokenizer and Ucto. We observed that the Stanford
tokenizer is 50 times slower than the baseline (WhiteSpace tokenizer), which motivated us to
look at the problem again.

The Stanford tokenizer is implemented using JFlex, a Java alternative to Flex. The tokenizer
matured over the years by adding more features and modes of operation which makes it harder
for us to modify. Ucto uses C++ to compile a list of regular expressions that passes over the
text multiple times.

SpeedRead, like the Stanford tokenizer, uses a lexical analyzer to construct the tokenizer.
However, we use different generating engine than the (F)lex family. SpeedRead depends on
Quex (Schafer, 2012), a lexical analyzer generator, to generate our tokenizer. Quex makes
different trade-off decisions than the usual lex tools when it comes to the tokenizer’s generation
time. Quex spends more time optimizing its internal NFA to produce a faster engine. While
generating a tokenizer from a normal lex file can take few minutes, Quex takes hours for the
same task. However, Quex supports Unicode in multiple ways and has similar description
language to lex, but is cleaner and more powerful. The extensive multiple mode support makes
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Tokenizer Word/Second Relative Speed

Ucto 185,500 0.8
PTB Sed Script 214220 0.96
Stanford 222,176 1.0
SpeedRead 2,626,183 11.8
WhiteSpace 11,130,048 50.0

Table 2: Speed of different tokenizers measured as word/second; Every tokenizer generates
different number of tokens. For consistency, the original words count before tokenization
used to calculate the speed. Words count is calculated using linux command wc. Execution
time includes both tokenization and sentence segmentation times with the exception that the
original PTB Sed Script does not do sentence segmentation. Ucto’s default configuration is used.
Stanford tokenizer runs with strict PTB flag turned on.

it easy to write the lexical rules in understandable and organized way. All of that results in a
fast C implementation of a Penn Treebank compliant tokenizer as Table 2 shows.

As a design decision, we did not support some features which we believe will not affect the
accuracy of the tokenizer. Table 3 shows the features which are not implemented. While some
of the features are easy to add as supporting contractions, others, involving abbreviations
especially U.S., prove to be complex (Gillick, 2009).

Feature Text PTB SpeedRead
Reordering Japan. ... Japan.... Japan. ..
Punctuation U.S." us.." us."
addition

Contractions gimme gim me gimme

Table 3: Some features that are not implemented in SpeedRead Tokenizer. Contractions that
involves apstrophes are implemented in SpeedRead. For instance, can’t will be tokenized to ca
n't.

Table 4 shows that the accuracy of our tokenizer is Penn Treebank compliant, despite the
missing features. Moreover, running SpeedRead and Stanford tokenizers over Reuters RCV1
corpus results in approximately 214, 215 million tokens consecutively.

3.1 Sentence Segmentation

While PTB offers a set of rules for tokenization, their tokenizer assumes that the sentences are
already segmented, which is done manually. SpeedRead’s sentence segmentation uses the same
rules that Stanford tokenizer uses. For instance, a period is an end of a sentence unless it is part
of an acronym or abbreviation. The list of rules to detect those acronyms and abbreviations
are taken from the Stanford tokenizer. Any quotations or brackets, that follow the end of
the sentence, will be part of that sentence. Running SpeedRead’s sentence segmentation on
Reuters RCV1 generated 7.8 million sentences, while Stanford tokenizer generated 8.2 million
sentences.
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Tokenizer Accuracy

PTB Sed Script 100.0%
Stanford tokenizer 99.7%
SpeedRead 99.0%
White Space 0.0%

Table 4: Accuracy of the tokenizers over the first 1000 sentence in the Penn Treebank. The gold
standard was created by getting the tokenized text from the parse trees and manually segment
the original text into sentences according to the parse trees. Errors in differentiating between
starting and ending quotations are not considered. Not supporting MXPOST convention,
replacing brackets with special tokens, is not considered necessary.

4 Part of Speech Tagger (POS)

Earlier work to solve the POS tagging problem relied on lexical and local features using
maximum entropy models (Toutanova and Manning, 2000). Later, more advanced models took
advantage of the context words and their predicted tags (Toutanova et al., 2003) to achieve
higher accuracy. As POS tagging is a sequence tagging problem, modeling the sequence into a
Maximum Entropy Markov Model (MEMM) or Conditional Random Fields (CRF) model (to
infer the probability of the tags’ sequences) seems to be the preferred option. The probability of
each tag is computed using log-linear model with features that include large enough context
words and their already-computed tags. This transforms every instance of the problem into a
large vector of features that is expensive to compute. Then the sequence of vectors are fed to
graphical model to compute the probability of each class, using the inference rules. The size of
features’ vector and the inference computation are the same regardless of the complexity of the
problem.

Although the previous algorithms are sufficient to achieve satisfying accuracy, their computation
requirements are overkill for most of the cases faced by the algorithm. For example, the has a
unique POS tag that never changes depending on its position in the sentence. Moreover, more
and that are frequent enough in the English text that there is a need to cache their extracted
features.

4.1 Algorithm

SpeedRead takes advantage of the previous observations and tries to distinguish between
ambiguous and certain words. To understand such influences, we ran a Stanford POS tagger
(left 3 words Model (L3W); trained on Wall Street Journal(WSJ), Sections 1-18) over a 1 GiB
of news text to calculate the following dictionaries:

e The most frequent POS tag of each token (Uni).
e The most frequent POS tag of each token, given the previous POS tag (Bi).
e The most frequent POS tag of each token, given the previous and next POS tags (Tri).

Using the above dictionaries to calculate the POS tag of a word, leads to various preci-
sion/recall scores. (Lee et al., 2011) shows that using sieves is the solution to combine
several rules/dictionaries. In a sieve algorithm, there is a set of rules that are cascaded after
each other. The algorithm runs the rules from the highest in precision to the lowest. The
first rule, matching the problem instance, returns its computed tag immediately. SpeedRead
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implements few sieves in the following order:

1. Certain tokens: Given a sentence, if the percentage frequency of the most frequent tag
of a token is more than a threshold (in our work, 95%) then return that tag.

2. Left and Right tags (Tri): For each token with unknown tag, return the most frequent
tag, given the left and right POS tags if they are known.

3. Left tags (Bi): For each token with unknown tag, return the most frequent tag, given the
left POS tag if it is known from the previous stages.

4. Token tag (Uni) : For each token with unknown tag up to this stage, return the most
frequent tag.

5. Backoff tag: If the token is unknown, use regular expression tagger to deduce the tag;
the regular expression tagger relies heavily on matching suffixes.

4.2 Results

Table 5 shows the performance of different algorithms running on different sections of PTB.
Stanford and SENNA models use sections 1-18, 19-21, 22-24 for training, development and
testing datasets, respectively. Despite the simplicity of our algorithm, it achieves relatively high
accuracy on the various datasets available.

Applying more context-aware rules, SpeedRead with sieves 1-5 (SR[Tri/Bi/Uni]) implemented,
shows improvement in accuracy by around 2.85% compared to just using unigrams, SpeedRead
with sieves 1,4-5 (SR[Uni]). To be sure that our algorithm is robust enough and not overfitting
the dataset, we calculated the dictionaries again by running SENNA POS tagger(Collobert et al.,
2011) over Reuters RCV1 corpus and the results were similar.

Sections
POS Tagger 19-21 22-24 1-24
Stanford Bidirectional 97.27 97.32 98.16
Stanford L3W 96.97 96.89 97.90
SENNA 97.81 96.99 97.68
SR[Tri/Bi/Uni] 96.73 96.39 96.66
SR[Bi/Uni] 96.06 95.82 96.03
SR[Uni] 93.73 93.56 93.70

Table 5: Accuracy of different taggers on different sections of Penn Treebank. The first column
corresponds to the development set and the second to the testing set.

Tables 5 and 6 show the tradeoff between accuracy and speed. Stanford pipeline offers two
models with different speeds and accuracies. Since Left 3 Words model (L3W) is the preferred
tagger to use in practice, we chose it to be our reference in terms of speed. L3W model runs 18
times faster than the state-of-art Bidirectional model and is only 0.4% less accurate. SpeedRead
pushes the speed by another factor of 11 with only 0.5% drop in accuracy. Since the speed of
some algorithms vary with the memory used, every algorithm was given enough memory that
adding more memory will not affect its speed. The memory footprint is reported in the fourth
column of Table 6.
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POS Tagger Speed Relative Memory
Token/Sec  Speed in MiB

Stanford Bi 1389 0.04 900
Stanford L3W 28,646 1.00 450
SENNA 34,385 1.20 150
SR [Tri/Bi/Uni] 318,368  11.11 600
SR [Bi/Uni] 397,501 13.87 250
SR [Uni] 564,977 19.72 120

Table 6: Speed of different POS taggers. The first two taggers are Stanford taggers. The first
tagger runs the Bidirectional(Bi) model and the second runs the Left 3 Words (L3w) model.
SpeedRead has three variations

M Accumulative
Percentage
of Errors

200 400 600 800 1000

Number of words

Figure 3: Accumulative percentage of errors made by the most frequent mistagged words. The
total number of words is around 2000, the graph lists only the most frequent 1000.

4.3 Error Analysis

The most common errors are functional words, such as that, more, .. which have multiple roles
in speech. This confirms some of the conclusions reported by (Manning, 2011). Figure 3 shows
that less than 10% of mistagged words are responsible for slightly more than 50% of the errors.
Regarding unknown words, the only part of the tagger that generalizes over unseen tokens is
the regular expression tagger. Regular expressions are not extensive enough to achieve high
accuracy. Therefore, we are planning to implement another backoff phase for the frequent
unseen words where we accumulate the sentences, containing these words, after sufficient
amount of text is processed and then run Stanford/SENNA tagger over those sentences to
calculate the most common tag.

Table 7 shows the confusion matrix of the most ambiguous tags; the less ambiguous tags are
clustered into one category, 0. One of the biggest sources of confusion in tagging is between
adjectives (JJ) and nouns (NN). Proper nouns are the second source of errors as most of the
capitalized words will be mistakenly tagged as proper nouns while they are either adjectives
or nouns. Such errors are the result of the weak logic implemented in the backoff tagger in
SpeedRead, where regular expressions are applied in sequence returning the first match. Other
types of errors are adverbs (RB) and propositions (IN). These errors are mainly because of the
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Ref Test DT IN JJ NN NNP NNPS NNS RB VBD
DT 11094 62 3 7 3 0 0 1 0
N 15 13329 9 1 0 0 0 88 0
3 1 11 7461 257 130 2 10 65 38
NN 1 5 288 17196 111 o 18 11 2
NNP 8 13 118 109 12585 264 31 8 0
NNPS 0 0 0 0 70 81 16 0 0
NNS 0 0 1 23 20 42 7922 0 0
RB 17 281 103 23 8 0 0 3892 0
VBD 0 0 8 5 4 0 0 0 4311
VBG 0 0 25 104 5 0 0 0 0
0 26 163 154 172 47 4 107 67 174

Table 7: Confusion Matrix of the POS tags assigned by SpeedRead over the words of sections
22-24 of PTB. O represents all the other not mentioned tags.

ambiguity of the functional words. Functional words need deeper understanding of discourse,
semantic and syntactic nature of the text. Taking into consideration the contexts around the
words improves the accuracy of tagging. However, trigrams are still small to be considered
sufficient context for resolving all the ambiguities.

5 Named Entity Recognition (NER)

Named entity recognition is essential to understand and extract information from text. Many
efforts and several shared tasks, aiming to improve named entity recognition and classification,
had been made; CONLL 2000/2003 (Tjong Kim Sang and De Meulder, 2003) are some of the
shared tasks that addressed the named entity recognition task. We use CONLL 2003’s definition
of named entity recognition and classification task. CONLL 2003 defines the chunk borders of
an entity by using IOB tags, where I-TYPE means that the word is inside an entity, B-TYPE
means a beginning of a new entity if the previous token is part of an entity of the same type
and O for anything that is not part of an entity. For classification, the task defines four different
types: Person(PER), Organization(ORG), Location(LOC) and Miscellaneous(MISC) (See Figure
4).

We split the task into two phases. The first is to detect the borders of the entity phrase. After
the entity chunk is detected, the second phase will classify each entity phrase to either a Person,
Location, Organization or Miscellaneous.

Columbia/ORG is an American/Misc university located in New/LOC York/LOC.
Figure 4: Annotated text after NER.

5.1 Chunking

We rely on the POS tags of the phrase words to detect the phrase that constitute an entity. A
word is considered to be a part of an entity: (1) if it is a demonym (our compiled list contains
320 nationalities), (2) if one of the following conjunction words {&, de, of} appearing in
middle of an entity phrase or, (3) if its POS tag is NNP (S) except if it belongs to one of these
sets:
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Week days and months and their abbreviations.

Sports (our compiled list contains 182 names).

Job and profession titles (our compiled list contains 314 title).
Single Capital letters.

These sets are compiled using freebase.

CONLL dataset shows a strong correlation between POS tags NNP (S) and the words that are
part of entities’ phrases; 86% of the words that appear in entities’ phrases have NNP (S) POS
tags. The remaining words are distributed among different POS tags; 6.3% are demonyms.
Adding the demonyms and proper nouns guarantee 92.3% coverage of the entities’ words that
appear in the dataset.

Using POS tags as main criteria to detect the entity phrases is expected, given the importance
of the POS tags for the NER task. 14 out of 16 submitted paper to CONLL 2003 used POS tags
as part of their feature set.

The behavior of the chunking algorithm is greedy as it tries to concatenate as many consecutive
words as possible into one entity phrase. A technical issue appears in detecting the borders
of phrases when multiple entities appear after each other without non-entity separator. This
situation can be divided into two cases. Firstly, if the two consecutive entities are of the
same type. In this case, the chunking tag should be B-TYPE. Looking at the dataset, such tag
appears less than 0.2% out of all the entities’ tags. For example, in the original Stanford MEMM
implementation, the classifier (Klein et al., 2003) generates I0B chunking tags while in the
later CRF models (Finkel et al., 2005) only I0 chunking tags are generated. The second case is
when the phrases are of different types. In the dataset, this case appears 248 times over 34834
entities. Since both cases are not frequent enough to harm the performance of the classifiers,
SpeedRead does not recognize them.

5.1.1 Results

Table 8 shows F1 score of the chunking phase using different taggers to generate the POS tags.
This score is calculated over the chunking tags of the words. I and B tags are considered as
one class while 0 is left as it is. It is clear from Table 8 that using better POS taggers does
not necessarily produce better results. The quality of SpeedRead POS tagging is sufficient for
the chunking stage. SENNA and SpeedRead POS taggers work better for the detection phase
because they are more aggressive, assigning the NNP tag to any capitalized word. On the other
hand, Stanford tagger prefers to assign the tag of the lowered case shape of the word, if it is a
common word.

Phase Dataset Train Dev Test
SR+SR POS 94.24 94.49 93.12
SR+ Stanford POS L3W 92.98 93.37 92.05
SR+CONLL POS 90.88 90.82 89.43
SR+SENNA POS 94.73 95.07 93.80

Table 8: F1 scores of the chunking phase using different POS tags. F1 score is calculated over
tokens and not entities.
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5.1.2 Error Analysis

Table 9 shows the error cases that appears in the chunking phase. The most common class of
errors in the chunking phase is titles, such as {RESULTS, DIVISION, CONFERENCE, PTS, PCT}.
These words seem to confuse the POS tagger. Another source of confusion for the POS tagger is
the words {Women, Men}; such words appear in the name of sports so they get assigned NNP
tag. As expected, all numbers that are part of entities are not detected. Conjunction words are
the second important class of errors. (Pawel and Robert, 2007) shows that conjunction words
that appear in middle of entities’ phrases are hard to detect and need special classification task.
As most of of occurrences are part of entities and the converse is true for and, we decided to
include the former and exclude the later.

Word Percentage Type of error
Titles 22.7% Detected
Titles 4.9% Missed

of 2.6% Detected

96, 95, 1000 ... 2.6% Missed

Men 1.3% Detected
Women 1.3% Detected
and 1.1% Missed
central 1.1% Detected

Table 9: Most frequent errors in the chunking stage.

5.2 Classification

Classification is a harder problem than just detecting an entity. For example, “West Bank"
can belong to two classes, location and organization. Disambiguating the sense of an entity
depends on the context. For instance, “Mr. Green" indicates that “Green" is a person, while
“around Green" points to a location. To classify an entity, we used a logistic regression clas-
sifier, sklearn (Scikit, 2011). The features we feed to the classifier are two factors per type:
¢;(Type;, phrase;) and v;;(Type;,context;). Context consists of two words that precede and
follow an entity phrase. To calculate these factors:

¢:;(Type;, phrase) = [ [ P(Type;lwy) @
k

’lpij(T.ypeiaconteXt = {Wbefurerwafter}) = P(Typeilwbefore) X P(Typeilwafter) (2)

The conditional probabilities of the types, given a specific word, are calculated using the
distribution of tags frequencies over words, retrieved from the annotated Reuters RCV1 corpus.
SENNA NER tagger has been used to annotate the corpus.

Table 10 indicates the importance of the classification phase. First row shows that, given
chunked input, the classification phase is able to achieve close scores to the state-of- art
classifiers. However, given the chunks generated by SpeedRead, the scores drop around 9.5%
in F1 scores.
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Phase Dataset Training | Dev Test
SR+Gold Chunks 90.80 91.98 | 87.87
SpeeRead 82.05 83.35 | 78.28
Stanford 99.28 92.98 | 89.03
SENNA 96.75 97.24 | 89.58

Table 10: F1 scores calculated using conlleval.pl script for NER taggers. The table shows that
SpeedRead F1 score is 10% below the sate-of-art achieved by SENNA.

To analyze the scores of the classification phase further, Table 11 shows a confusion matrix over
the tags generated by SpeedRead. The errors that involve O are signs of chunking errors; there
are 1158 chunking errors which exceed the total number of classification errors, 849.

Test | 1oc Mmisc ORG PER 0

Ref
oG 1737 34 95 36 23
MISC 36 660 57 52 113
ORG 323 73 1954 37 109
PER 2 8 72 2632 35
0 66 248 412 152 37445

Table 11: Confusion matrix of the SpeadRead NER tags over the CONLL test dataset tokens.

The chunking errors contain more false positives than false negatives. The chunking algorithm
is aggressive in considering every NNP (S) as part of an entity. That would be fine if we had a
perfect POS tagger. The reality that the POS tagger has hard time classifying uppercased words
in titles and camel cased words that appear at the beginning of the sentence.

Once non-entity is considered part of an entity phrase, the classifier has higher chance of
classifying it as an ORG than any other tag. The names of the organizations contain a mix of
locations and persons’ names, forcing the classifier to consider any long or mix of words as an
organization entity. That appears more clearly in the second most frequent category of errors.
323 words in organizations entities’ names were classified as locations. This could be explained
by the fact that many companies and banks name themselves after country names and their
locations. For example, “Bank of England" could be classified as a location because of the strong
association between England and the tag location.

Table 12 shows that Stanford pipeline has a high cost for the accuracy achieved by the classifier.
SENNA achieves close accuracy with twice the speed and less memory usage. SpeedRead takes
another approach by focusing on speed. We are able to speed up the pipeline to the factor of
13. SpeedRead’s memory footprint is half the memory consumed by the Stanford pipeline. Even
though SpeedRead’s accuracy is not close to the state-of-art, it still achieves 18% increase over
the CONLL 2003 baseline. Moreover, adapting the pipeline to new domains could be easily done
by integrating other knowledge base sources as freebase or Wikipedia. SENNA and SpeedRead
are able to calculate POS tags at the end of the NER phase without extra computation while that
is not true of Stanford pipeline standalone NER application. Using Stanford corenlp pipeline
does not guarantee better execution time.
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NER Tagger Token/Sec Relative Memory

Speed MiB
Stanford 11,612 1.00 1900
SENNA 18,579 2.13 150
SpeedRead 153,194 13.9 950

Table 12: Speed of different NER taggers. SpeedRead is faster by 13.9 times using half the
memory consumed by Stanford.

Conclusion and Future Work

Our success in implementing a high performance tokenizer and POS tagger shows that it is
possible to use simple algorithms and conditional probabilities, accumulated from a large
corpora, to achieve good classification and chunking accuracies.

This could lead to a general technique of approximating any sequence tagging problem using
sufficiently large dictionaries of conditional probabilities of contexts and inputs. This approx-
imation has the advantage of speeding up the calculations and opens the horizon for new
applications where scalability matters.

Expanding this approach to other languages depends on the availability of other high accurate
taggers in these languages. We are looking to infer these conditional probabilities from a global
knowledge base as freebase or the interlinking graph of Wikipedia.

SpeedRead is available under GPLv3 license and it is available to download from www . textmap.
org/speedread. We anticipate that it will be useful to large spectrum of named entity
recognition applications.
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Abstract

In this article we investigate the translation of financial terms from English into German in the
isolation of an ontology vocabulary. For this study we automatically built new domain-specific
resources from the translation search engine Linguee and from the online encyclopaedia Wikipedia.
Due to the fact that we performed the translation approach on a monolingual ontology, we ran
several sub-experiments to find the most appropriate model to translate the financial vocabulary.
The findings from these experiments lead to the conclusion that a hybrid translation system, a
combination of bilingual terminological resources and statistical machine translation, can help
to improve translation of domain-specific terms. Finally we undertook a manual cross-lingual
evaluation on the monolingual ontology to get a better understanding on this specific short text
translation task.

Keywords: Ontologies and terminology, Empirical machine translation.
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1 Introduction

Our research on the translation of ontology vocabularies is motivated by the challenge of translating
domain-specific terms with restricted or no additional textual context that in other cases may be
used to improve the translation. For our experiment we started by translating financial terms with
the baseline systems trained on the JRC-Acquis (Steinberger et al., 2006) corpus and the European
Central Bank Corpus (Tiedemann, 2009). Although both resources contain a large amount of
parallel data, the translations were not satisfactory. To improve the translations of the financial
ontology vocabulary we built a new parallel resource, which was generated using Linguee, an online
translation query service. With this data, we could train a small model, which produced better
translations than the baseline model using only general resources.

Since the manual development of terminological resources is a time intensive and expensive task,
we used Wikipedia as a background knowledge base and examined the articles tagged with domain-
specific categories. With this extracted domain-specific data we built a specialised English-German
lexicon to store translations of domain-specific terms. These terms were then used in a pre-processing
method in the decoding approach. This approach incorporates the work by (Aggarwal et al., 2011),
where the authors use the ontology structure to calculate the similarity between the labels. They
combine the semantic, terminological and linguistic information for monolingual ontology matching,
which can be extended to the multilingual scenario. We split the financial terms into n-grams and
queried for financial sub-terms in Wikipedia, which we used to query Wikipedia.

The remainder of the paper is organised as follows: In Section 2 we give an overview on the related
work. In Section 3 we describe the ontology and the existing parallel resources, which were used
for generating the translation and language model. Section 4 presents the new resources which
were used for improving the term translation. Furthermore we discuss the results of exploiting the
different resources. We conclude with a summary and give an outlook on future work.

2 Related Work

The related research focusses on different aspects relevant to our work: domain-specific term
translation. Firstly we have to understand the structure of these specific terms and the variations
which come when dealing with these terms. Kerremans (2010) discusses in detail the issue of
terminological variation in the context of specialised translation on a parallel corpus of biodiversity
texts. He shows that a term often cannot be aligned to any term in the target language. As a result,
he proposes that specialised translation dictionaries should store different translation possibilities or
term variants. In addition to that, Weller et al. (2011) describe methods for terminology extraction
and bilingual term alignment from comparable corpora. In their compound translation task, they
use a dictionary to avoid out-of-domain translation. In contrast, to address this problem, which
frequently arises in domain-specific translation we decided to generate our own customised lexicon;
which we constructed from the multilingual Wikipedia and its dense inter-article link structure.

Erdmann et al. (2008) also extracted terms from Wikipedia articles; however, they assumed that
two articles connected by an Interlanguage link are likely to have the same content and thus an
equivalent title. We likewise build a lexicon from Wikipedia, but instead of collecting all of the titles
from Wikipedia, we target only the domain-specific titles and their translated equivalents. Vivaldi
and Rodriguez (2010) proposed a methodology for term extraction in the biomedical domain with
the help of Wikipedia. As a starting point, they manually selected a set of seed words for a domain,
which were then used to find the corresponding nodes in this resource. For cleaning their collected
data, they used thresholds to avoid storing undesirable categories. Miiller and Gurevych (2008) used
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Wikipedia and Wiktionary as knowledge bases to integrate semantic knowledge into Information
Retrieval. Their models, text semantic relatedness (for Wikipedia) and word semantic relatedness
(for Wiktionary), are compared to a statistical model implemented in Lucene. In their approach to
bilingual retrieval, they use the cross-language links in Wikipedia, which improved the retrieval
performance in their experiment, especially when the machine translation system generated incorrect
translations. Zesch et al. (2008) address the issues in accessing the largest collaborative resources:
Wikipedia and Wiktionary. They describe several modules and APIs for converting a Wikipedia
XML Dump into a more suitable format. Instead of parsing the large Wikipedia XML Dump, they
suggest to store the Dump into a database, which significantly increases the performance in retrieval
time of queries.

3 Experimental Data

‘We are investigating the problem of translating a domain-specific vocabulary, therefore our exper-
iments started with an analysis of the financial terms stored in the investigated ontology. With
these extracted terms we built different multilingual resources, which were used for financial term
translation. Firstly, we used the encyclopaedia Wikipedia, where we extracted the titles from
domain-specific Wikipedia articles. Secondly, we used the same financial labels to build a parallel
resource for the financial domain. For this approach we used the Linguee Web service.

In this section, we present several types of data. Section 3.1 gives an overview of the data that was
used in translation. In Sections 3.2 and 3.3 we describe existing multilingual resources, which were
used to train the translation and language model. For our current research we used JRC-Acquis and
the European Central Bank (ECB) corpus, respectively. In the end we describe the procedure to
obtain domains-specific resources by Linguee 3.4 and Wikipedia 3.5.

3.1 The Financial Ontology

For our study we used the UK GAAP' financial ontology, prepared by the XBRL? European
Business Registers (XEBR) Working Group. This financial ontology is a framework for describing
financial accounting and profile information of business entities across Europe; see also Declerck
et al. (2010). The ontology holds 142 concepts and is partially aligned into German, Dutch, Spanish,
French and Italian. We identified only 16 English financial terms and their German equivalents,
which were used as reference translations for automatic evaluation.

The financial terms are not really terms from a linguistic point of view, but they are used in financial
or accounting reports as unique financial expressions or tags to organize and retrieve automatically
reported information. Therefore it is important to translate these financial terms exactly. Table 1
illustrates the structure of XEBR terms.

It is obvious that they are not comparable to general language, but instead are more like headlines
in newspapers, which are often short, very informative, and written in a telegraphic style. XEBR
terms are often only noun phrases without any determiner. The length of the financial terms varies,
e.g. the longest financial term considered for translation has a length of 11 tokens, while others may
consist of 1 or 2 (Figure 1).

!GAAP - Generally Accepted Accounting Practice
2XBRL - eXtensible Business Reporting Language, http: / /www.xbrl.org/
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Term Length ~ Term Examples

11 Taxes Remuneration And Social Security Payable After More Than One Year
10 Amounts Owed To Credit Institutions After More Than One Year ...

2 Net Turnover, Liquid Assets, Income Taxes, Financial Charges ...

1 Assets, Capital, Equity, Securities, Charges, Balance, Capital, Reserves ...

Table 1: Examples for financial labels in the UK GAAP

wW
o

=N
o O

# of labels

1 2 3 4 5 6 7 8 9 10 11
Length of a label

Figure 1: Label length of the UK GAAP ontology

3.2 JRC-Acquis

The general parallel corpus JRC-Acquis® was used as baseline training data. This corpus is available
in almost every EU official language (except Irish), and is a collection of legislative texts written
between 1950 and now.

Although previous research showed, that a training model built by using a general resource cannot
be used to translate domain-specific terms (Wu et al., 2008), we decided to evaluate the translations
on these resources to illustrate any improvement steps from a general resource to specialised domain
resources.

3.3 European Central Bank Corpus

For comparison with JRC-Acquis, we also did experiments using the European Central Bank
Corpus*, which contains a financial vocabulary. The multilingual corpus is generated by extracting
the website and documentation from the European Central Bank and is aligned among 19 European
languages. For our research we used the English-German language pair, which consists of 113,171
sentence pairs or 2.8 million English and 2.5 million German tokens.

3.4 Linguee - Dictionary and Translation Search Engine

Alongside these existing resources, we built a new parallel resource based on the ontology vocabulary
that we want to translate. Therefore we used Linguee,5 a combination of a dictionary and a search
engine, which indexes around 100 million bilingual texts on words and expressions. The search
results show example sentences that depict how the searched expression has been translated in
context. The bilingual dataset was gathered from the web, particularly from multilingual websites
of companies, organisations or universities. Other sources include EU documents and patent

3http://langtech.jrc.it/JRC-Acquis.html
“http://opus.lingfil.uu.se/ECB.php
Shttp://www.linguee.com/
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specifications. Since Linguee includes EU documents, they also use parallel sentences from JRC-
Acquis, whereby the proportion of sentences returned by Linguee is very low, only 131 sentences or
0.54% overlap with the corpus.

In contrast to translation engines like Google Translate and Bing Translator, which give you the most
probable translation of a source text, every entry in the Linguee database was translated manually.

Domain-specific parallel corpus generation

To build a new training model that is specialised for our XEBR ontology, we used the Linguee search
engine. This resource can be queried on single words and on word expressions with or without
quotation marks. We stored the HTML output of the Linguee queries of our financial terms and
parsed these files to extract plain parallel text. From this, we built a financial parallel corpus with
24,247 translation pairs, including single words, multi-word expressions and sentences (Table 2).
The English part of the parallel resource contained 1,032,676 tokens and the German part 865,460.

Single terms  Enterprise, share, reserve, debtor, expenses, ...
Multi-words  at a specific amount, credit institute, in the amount of, doubled over the last year
Sentences  Finally, the European Parliament called for social and cultural aspects of immigration
to receive equal treatment than economic and security aspects of the issue.

Table 2: Examples of extracted text from the translation search engine Linguee

3.5 Wikipedia

Wikipedia® is a multilingual, freely available encyclopaedia that was built by a collaborative effort
of voluntary contributors. All combined Wikipedias hold approximately 19 million articles or more
than 8 billion words in more than 270 languages, making it the largest collection of freely available
knowledge.’

With the heavily interlinked information base, Wikipedia forms a rich lexical and semantic resource.
Besides a large number of articles, it also holds a hierarchy of categories that Wikipedia articles are
tagged with. It includes knowledge about named entities, domain-specific terms and word senses.
Furthermore, the redirect system of Wikipedia articles can be used as a dictionary for synonyms,
spelling variations and abbreviations.

Domain-specific lexicon generation

To improve translations, based on the domain-specific parallel corpus, we built a cross-lingual
terminological lexicon. From the Wikipedia articles we used different information units: the title,
the category (or categories) of the title and the internal Interwiki\Interlanguage links of the title.
The concept of Interwiki links can be used to make links to other Wikipedia articles in the same
language or to another Wikipedia language i.e. Interlanguage links. The domain-specific lexicon
was generated by two approaches:

a) domain detection of the ontology (bottom-up approach);
b) extraction of cross-lingual terminology (top-down approach).

Shttp://www.wikipedia.org
"http://en.wikipedia.org/wiki/Wikipedia:Size_comparison
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In our first approach, we used Wikipedia to determine the domain (or several domains) of the
ontology. The bottom-up approach (a) is to represent this domain by the most frequent categories
associated with the vocabulary we want to translate. For this approach, the financial terms, which
were extracted from the ontology, were used to query the Wikipedia knowledge base.® Initially a
Wikipedia article was considered for further examination if its title is equivalent to our financial
terms. In this first step, 7 terms from our ontology were identified in the Wikipedia knowledge base,
ie.

Income tax, Earnings before interest and taxes, Asset, Stocks, Debtor, Gross profit, Income

We then collected the categories of the articles associated with these titles. Since a category can
appear with different financial term, we also stored the frequency of these categories.’ In a second
round, we split our financial terms into all possible n-grams and repeated the query again to find
additional categories based on the split n-grams. Table 3 shows the collected categories of the first
approach and how often they appeared with respect to the extracted financial terms.

Collected Wikipedia Categories

Frequency Name

8 Generally Accepted Accounting Principles
4 Debt

1 Political science terms

1 Physical punishments

Table 3: Collected Wikipedia Categories based on the extracted financial terms

After storing all categories, the only categories considered were the ones that had a frequency value
more than the calculated arithmetic mean of all the frequencies (> 3.15). For the calculation of the
arithmetic mean only the categories that had a frequency larger than 1 were considered, since 2,262
of 3,615 collected categories (62.6%) had a frequency of 1. Using this threshold we avoided the
extraction of a vocabulary that is not related to the ontology. Without this threshold, out-of-domain
categories would be stored, which would extend the lexicon with vocabulary that would not benefit
the ontology translation, e.g. Physical punishments, which was a category associated with the
financial term Stocks.

In the next step, we further extended the list of the previous collected categories with the use of full
and split terms. This was done by storing new categories based on the Wikipedia Interwiki links of
each article which was tagged with a category from Table 3. For example, we collected all categories
of the Wikipedia article Balance sheet.'Y Tn addition to that, we examined all Interwiki links of the
article Balance sheet and also stored the categories of articles which have an incoming link from
this article.'! For example, we stored all categories of the 106 articles which are linked with the
article Balance sheet. The frequencies of these categories were summed up again to re-calculate the
geometric mean. Finally a new category was added to the final category list, if the new category
frequency exceeds the arithmetic mean threshold (> 18.40).

8For the Wikipedia Query we used the Wikipedia XML dump; enwiki-20120702-pages-articles
9The Wikipedia titles Operating Income, Income, Gross profit, Income statement, Debtor ... are tagged with the category
Generally Accepted Accounting Principles
10 Financial statements, Accounting terminology
" Balance sheet
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Final Category List

Frequency Name

95 Economics terminology
62 Generally Accepted Accounting Principles
61 Macroeconomics

Table 4: Most frequent Categories based on the XEBR terms and their Interwiki links

The final category list contained 33 financial Wikipedia categories (Table 4), which were used to
extract the financial terms and their translations.

With the final list of categories, we started an investigation of all Wikipedia articles tagged with
these financial categories. Each Wikipedia title was considered as a useful domain-specific term and
was stored in our lexicon if a German title in the Wikipedia knowledge base also existed. As an
example, we examined the category Accounting terminology and stored the English Wikipedia title
Balance sheet with the German equivalent Wikipedia title Bilanz.

At the end of the lexicon generation we examined 5,228 Wikipedia articles that were tagged with
one or more financial categories. From this set of articles we were able to generate a terminological
lexicon with 3,228 English-German entities. The difference between the number of examined titles
and the lexicon items is attributed to the fact that not all English Wikipedia titles are linked to a
German one. These translation pairs were used to suggest the SMT system to choose the extracted
translations by annotating the decoder input using the XML input markup scheme.

4 Experiments and Evaluation

Since the UK GAAP is a monolingual ontology, it holds no reference translation needed for
automatic evaluation. Therefore we performed several experiments to find the best approach to
translate this financial ontology. For decoding, we used the Moses Toolkit, with its standard settings
(Section 4.1). If reference translations were available, we undertook an automatic evaluation using
the BLEU (Papineni et al., 2002), NIST (Doddington, 2002), TER (Snover et al., 2006), and
Meteor'? (Denkowski and Lavie, 2011) algorithms.

With the first evaluation experiment we translated 16 aligned English-German labels with different
translation models (Section 4.2). Furthermore, we translated the bilingual German GAAP to see
which translation model performs best regarding the 2794 financial labels that are stored in this
ontology (Section 4.3). We also compared the perplexity between several language models and the
vocabulary stored in the UK GAAP ontology (Section 4.4). Finally we applied the best translation
model to the monolingual ontology and undertook a manual, cross-lingual evaluation with six
annotators (Section 4.5).

4.1 Translation System: Moses Toolkit

For generating the translations from English into German, we used the statistical translation toolkit
Moses (Koehn et al., 2007). Furthermore, we aimed to improve the translations only on the
surface level, and therefore no part-of-speech information was taken into account. Word and phrase
alignments were built with the GIZA++ toolkit (Och and Ney, 2003), where the 5-gram language

12Meteor configuration: exact, stem, paraphrase
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model was built by SRILM with Kneser-Ney smoothing (Stolcke, 2002).

4.2 Translating aligned UK — German GAAP labels

The UK GAAP is a monolingual ontology which holds 142 financial labels. With the help of the
German equivalent, i.e. German GAAP, we aligned 16 German labels with the English ones, stored
in the UK GAAP. This allowed us to do a small automatic evaluation, regardless of the low number
of labels to be translated.

Scoring Metric

Source  #correct BLEU-2 BLEU-4  NIST TER Meteor

JRC-Acquis 3 0.2629 0.2747 1.8112 0.6969  0.1579
ECB 3 0.2572 0.2725 1.5282 0.7878  0.1707
Linguee+Wikipedia 5 0.3623 0.2922 23259 0.6363  0.4085

Table 5: Evaluation scores for aligned UK—German GAAP translations

Despite the small amount of translations Table 5 shows the Linguee + Wikipedia resource produces
the best BLEU score.

#  Source Label Linguee+Wikipedia Model Reference Translation
1 Fixed assets Anlagevermogen Anlagevermogen
2 Tangible fixed assets Sachanlagen Sachanlagen
3 Other tangible fixed assets ~ sonstige Sachanlagen sonstige Sachanlagen
4 Equity Eigenkapital Eigenkapital
5 Income statement Gewinn- und Verlustrechnung Gewinn- und Verlustrechnung
6 Intangible fixed assets immaterielle Vermogenswerte Immaterielle Vermogensgegenstinde
7 Other intangible fixed sonstige immaterielle sonstige immaterielle
Vermogenswerte Vermogensgegenstinde
8 Social security cost Sozialbeitrige soziale Abgaben
9 Other provisions die sonstigen Riickstellungen sonstige Riickstellungen
10 Other operating income die sonstigen betrieblichen Ertrige  sonstige betriebliche Ertrige
11 Wages and salaries die Lohne und Gehilter Lohne und Gehiilter
12 Current assets kurzfristige Vermogenswerte Umlaufvermogen
13 Work in progress angefangene Arbeiten unfertige Erzeugnisse
14 Work in progress angefangene Arbeiten unfertige Leistungen
15  Extraordinary income das auBerordentliche Ergebnis auferordentliche Ertrige
16 Equity and Liabilities Eigenkapital und Zur Bilanzsumme, Summe Passiva

Table 6: Results of financial translations generated by Linguee+Wikipedia translation model

Table 6 shows the translations of the 16 financial labels which were aligned between the UK and the
German GAAP. The first part of the table, examples 1 to 5, represents the correct translations, which
match exactly with the reference provided by the XEBR Working Group.

The next block represents translations which do not match completely with the reference translations.
Examples 6 and 7 illustrate the problem of translating the label fixed assets'? that can be translated
into near synonyms Vermdgenswerte or Vermogensgegenstinde. Example 8 shows where the
translation model generated a compound, but the reference translation consists of two separate
tokens. If we de-compound the translation Sozialbetrige into soziale Betrige, we get a synonym to

13 Fixed assets and Other fixed assets
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the reference translation. Examples 9 to 11 represent translations with over-specification, since the
ontology labels do not require the German article'* at the beginning of a label.

The last part of the table illustrates incorrect translations. Examples 12 to 14 are translated into
idiomatic expressions, whereby example 15 shows a wrong lexical choice. The word Income was
translated intoErgebnis, whereas it should have been translated into Ertrige. In example 16 a part
of the source label, i.e. Liabilities is missed in the target translation.

4.3 Translating the German GAAP with different models

Since we built a financial parallel resource (see Section 3.4 and 3.5) and generated a translation
model based on this financial vocabulary, we tested how well the model performs on a similar
ontology. Therefore we translated the aforementioned German GAAP ontology, which holds 2,794
labels'>.

Scoring Metric

Source  #correct BLEU-2 BLEU-4  NIST TER Meteor

JRC-Acquis 47 0.2276 0.1122 27022 0.9337  0.1761
ECB 24 0.1715 0.0596 2.1921 0.9834  0.1321
Linguee+Wikipedia 79 0.3397 02292  3.9383 0.8291  0.2917

Table 7: Evaluation scores for German GAAP term translations

Table 7 illustrates the automatic metrics used to evaluate the translation of the German GAAP,
where the best BLEU results are generated by the Linguee+Wikipedia translation model. We can
deduce from this experiment that even though JRC-Acquis has a larger number of tokens than the
Linguee+Wikipedia corpus, it does not generate better translations of financial labels. The ECB
corpus also does not generate better translations, although it is considered a domain-specific corpus.

4.4 Perplexity of different language models

The automatic evaluation with the small amount of translation and their references cannot demon-
strate the quality of the translation model with regard to the whole UK GAAP ontology. Therefore
we compared the perplexity'® of different language models and the vocabulary of the UK GAAP
ontology. Since a better language model should assign a higher probability to its test set, we tested
which generated language model gives the highest probability on the UK GAAP vocabulary.

The perplexity (1) is a reformulation of cross-entropy (2).

pp = 2H®Pu) 1)
1 n
H(pLM):_;ZZOgPLM(WiL”-»Wi—l) (2)
i=1

Table 8 illustrates that the ECB language model generates the worst perplexity on the UK GAAP
vocabulary. On the other hand, the best probability is calculated by the Linguee+Wikipedia language

14German articles: die, der, das
1SFor comparison, the monolingual UK GAAP holds only 142 financial labels
16The perplexity was calculated with the SRILM ngram tool
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model, which is not a surprise, since the resource is generated from the same vocabulary. Besides
that, the best perplexity is generated by the German GAAP language model, which indicates that
the vocabulary is most similar to the UK GAAP in comparison to other languages models.

logprob  Perplexity

JRC-Acquis LM -1,656.39  243.625
ECB LM -1,871.33  497.098
German GAAP LM -1,528.92 159.608

Linguee + Wikipedia LM~ -1,277.15 69.226
Table 8: Perplexity of the language models
4.5 Manual Evaluation of Translation Quality - UK GAAP

‘We have undertaken a manual evaluation campaign to assess the translation quality of our terminol-
ogy translation system, which was performed with the Appraise Toolkit.(Federmann, 2012)

In this section, we will a) describe the annotation setup and task presented to the human annotators,
b) report on the translation quality achieved by the Linguee+Wikipedia approach, and c) present
inter-annotator agreement scores that allow us to judge the reliability of the human rankings.

4.5.1 Annotation Setup

In order to manually assess the translation quality of the different systems under investigation, we
designed a simple classification scheme consisting of three distinct classes:

1. Acceptable (A): terms classified as acceptable are either fully identical to the reference term
or semantically equivalent;

2. Can easily be fixed (C): terms in this class require some minor correction (such as fixing of
typos, removal of punctuation, etc.) but are nearly acceptable. The general semantics of the
reference term are correctly conveyed to the reader.

3. None of both (N): the translation of the term does not match the intended semantics or it is
plain wrong. Items in this class are considered severe errors which cannot easily be fixed and
hence should be avoided wherever possible.

4.5.2 Annotation Data

We set up an evaluation task containing 142 term translations and the corresponding source term.
The set was then given to a total of six human annotators who classified the observed translation
output according to the classification scheme described above. The human annotators were lay users
without in-depth knowledge of the terms’ domain.

In total, we collected 852 classification items from six annotators. Table 9 shows the results from
the manual evaluation for term translations into German. We report the distribution of classes per
evaluation task which are displayed in best-to-worst order.

Classes
System A C N
Linguee+Wikipedia Model ~ 59.15%  29.34% 11.50%

Table 9: Results from the manual evaluation for German
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In order to better be able to interpret these rankings, we computed the inter-annotator agreement
between human annotators. We report the scores generated with the following agreement metrics:

e S (Bennett et al., 1954);
e 7 (Scott, 1955);
e K (Fleiss, 1971);
o o (Krippendorft, 2004).

Table 10 presents the aforementioned metrics’ scores for German term translations.

Agreement Metric

System N T K a

Linguee+Wikipedia Model ~ 0.467 0355 0.357 0.355

Table 10: Annotator agreement scores for German

Overall, we achieve an average k score of 0.357, which can be interpreted as fair agreement
following (Landis and Koch, 1977). Given the observed inter-annotator agreement, we expect
the reported ranking results to be meaningful. The inclusion of domain experts into the manual
evaluation campaign will be an interesting extension of the work presented.

4.6 Manual error analysis of UK GAAP

In addition to the manual evaluation we performed with six annotators on the UK GAAP ontology
monolingual (Section 4.5), we also performed a closer analysis of each label.

In the first step, we extracted 36 labels from the manual evaluation campaign, where all evaluators
annotated the translation as "Acceptable”. Examples 1 to 7 (Table 11) depict a small set of the
acceptable translations.

# Source label Target label

1 Equity Eigenkapital

2 Stocks Wertpapiere

3 Key Balance Sheet Figures Bilanzkennzahlen

4 Revaluation Reserve Neubewertungsriicklage

5  Interest And Similar Charges Zinsen und dhnliche Aufwendungen

6  Debenture Loans After More Schuldscheindarlehen nach mehr
Than One Year als einem Jahr

7 Profit Or Loss On Ordinary ~ Gewinn oder Verlust aus der gewohnlichen

Activities Before Taxes Geschiftstitigkeit vor Steuern

8 Net Operating Income Ergebnis aus der

9 Equity And Liabilities Und Passiva

10 Profit Loss For The Period Ergebnis der

Table 11: Translations which all annotators considered as "Acceptable" (1-7) and "None of both"
(8-10)

We also extracted financial labels where all evaluators annotated the translations of the labels as
"None of both", which indicates a low quality of the translations. These labels are shown in the
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last part of Table 11, examples 8 to 10. The reason for the low quality of the translations is that the
target label omits part of the source label. In example 8 we miss the translation for the segment Net
operating, in 9 Equity is not translated and in example 10 Loss for the period is missing.

4.7 Interpretation of the evaluation time and the quality of translations

In addition to the evaluation of the quality of financial label translation, we also measured the
evaluation time regarding different criteria, i.e. regarding the length of the label, the quality of the
translation and the evaluation time for all labels.

Evaluation time regarding the length of the source labels

Figure 2 illustrates the evaluation time regarding the length of a source label. We learned that, on
average, the evaluation time increased with the length of the source label, e.g. the evaluators spent
more than 9 seconds to evaluate unigram label.!” On the other hand, it took more than 26 seconds to
evaluate the longest financial label.'3

30
20
10

0

Evaluation Time [s]

Figure 2: Evaluation time per length of the source labels

Evaluation time with respect to the quality of the translations

The evaluation task asked the evaluators to evaluate the translation quality based on three classes,
"Acceptable”, "Can easily be fixed" and "None of both" (cf. Section 4.5). To get a more fine-
grained classification with a broader span of data, we gave each label a numeric value regarding the
translation quality set by the six evaluators, e.g. the financial label Charges and its translation Kosten
was annotated by all evaluators as "Acceptable"; analogously, the financial label Financial Charges
and its translation finanziellen Belastungen was annotated by four evaluators with "Acceptable",
whereas two evaluators annotated it as "Can easily be fixed". Since we know how each evaluator
annotated a translation, we interpret the three evaluation classes into a numerical value evaluation
score, i.e. if an translation was annotated with "Acceptable" we add the value 3 to the evaluation
score, if it was annotated with "Can easily be fixed" we add 2, and if it was annotated with "None of
both", we do not add any value to the score. With this reformulation, the financial label Charges-
Kosten gets an evaluation score of 18,'° and the Financial Charges-finanziellen Belastungen gets
an evaluation score of 16.2° With this additional classification we get a broader variety with 18
different quality classes, compared to the three classes set by the evaluators.

Figure 3 depicts the evaluation time regarding the translation quality of the financial labels. For

'7Assets, Reserves, Equity, Stocks . ..

8 Tuxes Remuneration And Social Security Payable After More Than One Year
1934343434343 = 18

2034343434242 = 16
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Figure 3: Evaluation time per quality of the translation

labels, which have an evaluation score of zero?' the evaluation time is more than 20 seconds. The
evaluation time decreases for labels with an evaluation score between two and five, but starts to
increase when the evaluation score is equal six or more. For labels that have an evaluation score
between six and thirteen, the evaluation time is higher than for labels with a lower or higher score.
At the end the evaluation time decreases again. We can deduce from this experiment that it is easier
to evaluate good and weak translations, but on the other hand it is harder to evaluate translations that
do not belong to these two evaluation classes.

Evaluation time for the financial 142 labels

Figure 4 shows the evaluation time for all 142 labels stored in the UK GAAP ontology. We can see
that the longest evaluation time to evaluate one term was more than 62 seconds, namely for the label
Operating Bach Ratios. On the other hand, the fastest time to evaluate a label was less than 3 second
for the label Staff Costs which was translated into Personalkosten.

Evaluation Time [s]

20 40 60 80 100 120 140

Figure 4: Evaluation time for the financial 142 labels

# Source label Time [s]
1 Staff Costs 2.946
2 Capital 3.177
3 Extraordinary Charges 3.421
140 Deferred Charges And Accrued Income 44.213
141  Depreciation On Intangible And Tangible Fixed Assets ~ 47.211
142 Operating Bach Ratios 62.943

Table 12: Financial labels with the fastest (above) and the slowest (below) evaluation time

Table 12 shows the five fastest and slowest evaluation for the financial labels.

2 Net Operating Income, Equity And Liabilities, Profit Loss For The Period
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Conclusion and Future Work

We presented our work on the translation of a monolingual financial ontology. We performed smaller
sub-experiments to determine the most appropriate translation model to translate financial labels in
isolation. Hence we evaluated the translations on a small subset of aligned labels between different
financial ontologies. Furthermore, we evaluated different translation models on a comparable
ontology from the financial domain and compared the perplexity of the ontology to be translated
with different resources. All these sub-experiments proved that the approach of building new,
specific resources showed a large impact on the translation quality. Therefore, generating specialised
resources for different specific domains will be the focus of our future work. On the one hand,
building appropriate translation models is important, but our experiment also highlighted the
importance of additional non-parallel resources, like Wikipedia, Wiktionary,?> and DBpedia.?? In
addition to extracting Wikipedia articles with their multilingual equivalents, Wikipedia holds much
more information in the articles themselves. Therefore, exploiting these non-parallel resources,
as shown by (Fiser et al., 2011), would clearly help to improve the performance of the translation
system. Future work needs to include the Wikipedia redirect system, which would allow a better
understanding of the synonymy and spelling variations of specific terms.

In addition to exploiting new resources for statistical machine translation, the manual evaluation
for monolingual resources needs to become the focus of our future work. The manual evaluation
campaign was time consuming, but provided a closer look into the translation errors. It indicates
that the evaluation classes for manual evaluation have to be reformulated into more fine-grained
decisions. We learned that we may distinguish between translations with "one grammatical error”
or "several grammatical errors". It might also be interesting to classify the types of grammatical
error, e.g. number, gender or case, e.g. Betriebsstoffen vs. Betriebsstoffe. During the evaluation
we also observed over-specification, where the translation into German Die Forderungen w28
does not require the German article die at the beginning. Specifically to the German language we
further observed some compound errors, e.g. Ergebnis Verlust should be merged into a compound
expression. Another major issue were errors of omissions, where we miss some information from the
source side, e.g. the translation Und Passiva omits the source part Equity. Further to the linguistic
error classification, the type of the translation mismatch might be interesting to investigate, i.e.
cultural, linguistic or domain-specific. Also it is important to know if a translation is too broad or
too narrow. Especially for GAAP national differences are important as financial concepts largely
depend on the legal system of the country.

In summary, the work presented in this paper outlines an initial approach to domain-specific ontology
translation. It provides an indication that external resources are useful for overcoming the sparsity
of data, as well as a wealth of challenges to fuel future work on this task.
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ABSTRACT

Unknown words, or out of vocabulary words (OOV), cause a significant problem to
morphological analysers, syntactic parses, MT systems and other NLP applications. Unknown
words make up 29 % of the word types in in a large Arabic corpus used in this study. With
today's corpus sizes exceeding 10° words, it becomes impossible to manually check corpora for
new words to be included in a lexicon. We develop a finite-state morphological guesser and
integrate it with a machine-learning-based pre-annotation tool in a pipeline architecture for
extracting unknown words, lemmatizing them, and giving them a priority weight for inclusion in
a lexical database. The processing is performed on a corpus of contemporary Arabic of
1,089,111,204 words. Our method is tested on a manually-annotated gold standard and yields
encouraging results despite the complexity of the task. Our work shows the usability of a highly
non-deterministic morphological guesser in a practical and complex application.
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1 Introduction

Due to the complexity and semi-algorithmic nature of Arabic morphology (that employs
numerous rules and constraints on inflection, derivation and cliticization), it has been a challenge
for computational processing and analysis (Kiraz, 2001; Beesley 2003). A lexicon is an
indispensable part of a morphological analyser (Dichy and Farghaly, 2003; Attia, 2006;
Buckwalter, 2004; Beesley, 2001), and the coverage of the lexical database is a key factor in the
coverage of the morphological analyser, and limitations in the lexicon will cascade through to
higher levels of processing. Moreover, out of vocabulary words (or OOVs) have impact
negatively on the performance of parsers (Attia et al., 2010) and MT applications (Huang et al.
2010). This is why an automatic method for updating a lexical database and dealing with
unknown words is crucially important.

We present the first attempt, to the best of our knowledge, to address the lemmatization (rather
than stemming) of Arabic unknown words. The problem with lemmatizing unknown words is
that they cannot be matched against a morphological lexicon. Furthermore, the specific problem
with lemmatizing Arabic words is the richness and complexity of Arabic morphological
derivational and inflectional processes. For the purposes of this paper, unknown words are words
not found by the SAMA morphological analyser (Maamouri et al., 2010) but accepted by the
Microsoft Spell Checker. We develop a rule-based finite-state morphological guesser and use a
machine learning based disambiguator, MADA (Roth et al., 2008), in a pipeline-based approach
to lemmatization.

We test our method against a manually created gold standard of 1,310 types (unique words) and
show a significant improvement over the baseline. Furthermore, we devise a novel algorithm for
weighting and prioritizing new words for inclusion in a lexicon depending on three factors:
number of form variations of the lemmas, cumulative frequency of the forms, and the type of
POS (part of speech) tag.

This paper is structured as follows. The remainder of the introduction provides more details on
the complexity of the lemmatization process in Arabic, why dealing with unknown words is
important, previous work on the topic, and the data used in our experiments. Section 2 presents
the methodology we follow in extracting and analysing unknown words. Section 3 provides
details on the morphological guesser we develop to help deal with the problem. Section 4
presents and discusses the evaluation results, and Section 5 concludes.

1.1  Complexity of Lemmatization in Arabic

Arabic is an inflectionally rich language with nouns specified for number, gender and case; and
verbs specified for tense, number, gender, person, voice and mood. These inflectional processes
entail complex alterations on base forms. Arabic is also a clitic language. Clitics are morphemes
that have the syntactic characteristics of a word but are morphologically bound to other words
(Crystal, 1980). In Arabic, many coordinating conjunctions, the definite article, many
prepositions and particles, and a class of pronouns are all clitics that attach themselves either to
the start or end of words, and subsequently change the base form according to alteration rules
which include assimilation and deletion. These facts complicate the process of lemmatization, or
returning the base form given the inflected form.
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For English, one can reasonably assume that new words appear very often in their base forms, or
the lexical look-up forms. Lindén (2008) indicates that about 86 % of the new words in English
appear in their base form. However, in Arabic, which is highly inflectional in nature, only 45 %
of new token types in our test set appear in their base form. Moreover, 36 % of the unknown
types do not appear in their base form at all in the entire corpus.

1.2 Why Deal with Unknown Words?

Sinclair (1987) introduced the term “Floating Dictionary”, a self-updating dictionary that is able
to automatically monitor language change. “It would, so to speak, float on top of a corpus, rather
like a jelly-fish, its tendrils constantly sensing the state of the language.” We think that an
electronic ‘floating dictionary’ should be able to perform at least three major tasks. It should be
able to tell which words are not is use anymore, which words have newly appeared in a language,
and which word usages or senses have changed based on contemporary data. In this paper we
explain our methodology for automatically detecting new words in Arabic, lemmatizing such
new words in order to relate multiple surface forms to their base underlying representations,
deciding on the word POS tag, collecting statistics on the frequency of use, and modelling human
decisions on whether to include the new words in a lexicon or not.

New words are constantly finding their way into any living human language. These new words
are either coined or borrowed, or they can be transliterations of proper nouns from other
languages. The inclusion of new words in a lexicon is a non-trivial task as it needs to address two
important problems. First, there is the problem of detection, or how do we know that a new word
has appeared? Second, there is the problem of reaching a decision on the new word, or how do
we judge whether the new word is worth adding to the lexicon or not? This is usually done by
looking at whether the word is frequent enough, whether it appears in various forms and
inflections, and whether it is well-distributed in a corpus. This enables us to determine whether
the word constitutes a core lexical item or the usage of the word is just accidental or
idiosyncratic.

We address this issue by developing an automatic technique to recognize unknown words and
reduce them to their lemmas, predict their POS, and rank them in their order of importance.

1.3 Previous Work

Lemmatization of unknown words has been addressed for Slovene in (Erjavec and Dzerosk,
2004), for Hebrew in (Adler at al., 2008) and for English, Finnish, Swedish and Swabhili in
(Lindén, 2008). Apart from the language involved, our work is different in that we incorporate a
finite state guesser in the process. Lemmatization of Arabic words has been addressed in (Roth et
al., 2008; Dichy, 2001). The idea of finding and stemming unknown Arabic words has been
utilized by Diab et al, (2004). While Diab et al. do not mention unknown words specifically, the
fact that they use a character-based classification model and tokenization indicates that they can
handle unknown words and perform stemming on them. However, they do not present any
evaluation on unknown words specifically. Mohamed and Kdbler (2010) handle unknown words
explicitly and provide results for known and unknown words in both word segmentation
(stemming) and part of speech tagging. They reach a stemming accuracy of 81.39 % on unknown
words and over 99 % on known words.
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Diab et al.’s and Mohammed and Kiibler’s work focuses on stemming rather than lemmatization,
which are quite distinct albeit frequently confused. The difference between stemming and
lemmatization is that stemming strips off prefixes and suffixes and leaves the bare stem, while
lemmatization returns the canonical base form. To illustrate this with an example, take the Arabic
verb form o515 ‘yqwlwn’ “they say”. Stemming will remove the present prefix ‘y” and the plural
suffix ‘wn” and leave J$ ‘qwl” which is a non-word in Arabic. By contrast, full lemmatization
will reveal that the word has gone through an alteration process and return the canonical J& ‘qAl’
“to say” as the base form.

Lemmatization reduces surface forms to their canonical base representations (or dictionary look-
up form), i.e, words before undergoing any inflection, which, in Arabic, means verbs in their
perfective, indicative, 3rd person, masculine, singular forms, such as J%% $akara “to thank™; and
nominals (the term used for both nouns and adjectives) in their nominative, singular, masculine
forms, such as U= TAlib “student”; and nominative plural for pluralia tantum nouns (or nouns
that appear only in the plural form and are not derived from a singular form) , such as .+t nAs
“people”.

1.4 Data Used

In our work we use a large-scale corpus of 1,089,111,204 words, consisting of the Arabic
Gigaword Fourth Edition (Parker et al., 2009) with 925,461,707 words, in addition to
163,649,497 words from news articles crawled from the Al-Jazeera web site. In this corpus,
unknown words appear at a rate between 2 % of word tokens (when we ignore possible spelling
variants) and 9 % of word tokens (when possible spelling variants are included). In this context
spelling variants refer to alternative (sub-standard) spellings recognized by SAMA which are
mostly related to the possible overlap between orthographically similar letters, such as the
various shapes of hamzahs (1) 1), taa’ marboutah and haa’ (¢ »), and yaa’ and alif magsoura
(¢ ).

2 Methodology

To deal with unknown (or out-of-vocabulary) words, we use a pipeline approach which predicts
part-of-speech tags and morpho-syntactic features before lemmatization. In the first stage of the
pipeline, we use MADA (Roth et al., 2008), an SVM-based tool that relies on the word context to
assign POS tags and morpho-syntactic features. MADA internally uses the SAMA morphological
analyser (Maamouri et al., 2010), an updated version of Buckalter morphology (Buckwalter,
2004). Second, we develop a finite-state morphological guesser that can provide all the possible
interpretations of a given word. The morphological guesser first takes an Arabic surface form as a
whole and then strips all possible affixes and clitics off one by one until all possible analyses are
exhausted. The morphological guesser is highly non-deterministic as it outputs a large number of
solutions. To counteract this non-determinism, all the solutions are matched against the POS and
morpho-syntactic tag output for the full surface token by MADA and the analysis with the closest
resemblance (i.e. the analysis with the largest number of matching morphological features) is
selected.

Beside the complexity of lemmatization described in Section 1.1, the problem is further
compounded when dealing with unknown words that cannot be matched by existing lexicons.
This requires the development of a finite-state guesser to list all the possible interpretations of an
unknown string of letters (explained in detail in Section 3).
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To identify, extract and lemmatize unknown Arabic words we use the following sequence of
processing steps (Figure 1):

e Acorpus of 1,089,111,204 tokens (7,348,173 types) is analysed with MADA.

e The number of types for which MADA could not find an analysis in the Buckwalter
morphological analyser is 2,116,180 (about 29 % of the types).

= i Found
Gigaword _—p bA"fA')ASI'DSA ——»< inSAMA
Corpus y lexicon?

Is w

frequency ¢ Is word ¢ Spell

== 107 misspelt? Checking
Morphological Filter by ;
Guesser& —p» MADA —Pp Lerélmrgg:ed
Lemmatizer features !

FIGURE 1 — Lemmatization process

e These unknown types were spell checked by the Microsoft Arabic spell checker using
MS Office 2010. Among the unknown types of 2,116,180, the number of types accepted
as correct is 208,188. The advantage of using spell checking at this stage is that it
provides significant filtration of the forms (almost 90 % reduction) and retains a more
compact, more manageable, and better quality list of entries to deal with in further
processing. The disadvantage is that there is no guarantee that all word forms not
accepted by the MS speller are actually spelling mistakes (or that all the ones accepted
are correct).

e We select types with frequency of 10 or more of the types accepted by the MS spell
checker. This results in a total of 40,277 types.

e We use the full POS tags and morpho-syntactic features produced by MADA.

e We use the finite-state morphological guesser to produce all possible morphological
interpretations and relevant lemmatizations.

e We compare the POS tags and morphosyntactic features in MADA output with the
output of the morphological guesser and choose the one with the highest matching score.

For testing and evaluation we gold annotate 1,310 words randomly selected from the 40,277
types, providing the gold lemma, the gold POS and lexicographic preference for inclusion in a
dictionary. It is to be noted that working with the 2,116,180 types before filtering out possible
spelling errors will require annotating a much larger gold standard.
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3 Morphological Guesser

Arabic morphotactics allows words to be concatenated with a comparatively large number of
clitics (Attia, 2006). Clitics themselves can be concatenated one after the other. Furthermore,
clitics undergo assimilation with word stems and with each other, which makes them even harder
to handle using surface features only. A verb can comprise up to four tokens (a conjunction,
complementizer, verb stem and object pronoun) as illustrated in Table 1. Moreover the verb stem
can be prefixed and suffixed with bound morphemes that mark the morpho-syntactic features of
tense, number, gender, person, voice and mood. The lemma resides as a nucleus inside layers of
proclitics, prefixes, suffixes and enclitics. A verb lemma like JS& ‘$akara’ “to thank™ can
generate up to 2,552 different valid forms.

Proclitics Prefix Lemma Suffix Enclitic
Conjunction/ | Comp | Tense/mood — | Verb Tense/mood - | Object pronoun
question number/gender number/gender
article
Conjunctions 5 | Jli Imperfective Imperfective First person (2)
wa ‘and” or < | ‘to’ tense (5) tense (10)
fa ‘then’

Questionword | | o sa Perfective tense | lemma Perfective tense | Second person (5)

> ‘is it true | ‘will’ 1) (12)

that” Jdla | Imperative (2) Imperative (5) | Third person (5)
‘then’

TABLE 1 — Proclitics, enclitics, prefixes and suffixes with Arabic verbs

Proclitics lemma Suffix Enclitic
Conjunction/ Preposition | Definite | Noun | Gender/Number Genitive
question article pronoun
article
Conjunctions s | < bi ‘with’, JAl Masculine Dual (4) | First person (2)
wa ‘and’ or < dka ‘as’ ‘the’ Feminine Dual (4)
fa ‘then’ or Jli ‘to’
Question word | Masculine  regular | Second person
> ‘is it true that’ Stem plural (4) (5)

Feminine  regular | Third person (5)
plural (1)
Feminine Mark (1)

TABLE 2 — Proclitics, enclitics, prefixes and suffixes with Arabic nouns

Similarly a noun stem can be attached to up to three clitics as shown in Table 2. Although Table
2 shows four clitics, we note that the definite article and the genitive (or possessive) pronoun are
mutually exclusive. Nominal stems can also be suffixed with bound morphemes that mark the
morpho-syntactic features of number, gender and case. a typical noun like al= ‘muEal~im’
‘teacher’, generates 519 valid forms.
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We develop a finite state (Beesley and Karttunen, 2003; Hulden, 2009) morphological
guesser for Arabic that can analyse unknown words with all possible clitics, morpho-
syntactic affixes and all relevant alteration operations that include insertion, assimilation,
and deletion. Beesley and Karttunen (2003) give some advice on how to create a basic
guesser. The core idea of a guesser is to assume that a stem is composed of any arbitrary
sequence of non-numeric characters, and this stem can be prefixed and/or suffixed with a
predefined set of prefixes, suffixes or clitics. The guesser marks clitic boundaries and tries
to return the stem to its default unmarked form, the lemma. Due to the nondeterministic
nature of the guesser, there will be a multitude of possible lemmas for each form. The
Arabic FST guesser consists of three parts: a lexc file, alteration rules and an XFST
compilation file. First, there is the lexc file (Figure 2) with lexicons and continuation classes
for the Arabic guesser. The lexc file specifies that there is an optional conjunction, followed
by an optional preposition, followed by an optional definite article before the Arabic noun.

LEXICON Conjunctions

-5+CONj-5 Prepositions;

4+conji4 Prepositions;
Prepositions;

LEXICON Prepositions

J+prep:d Article;

S+prep:< Article;

—~+prep:= Article;
Article;

LEXICON Article

J+defArt Nouns;
Nouns;

LEXICON Nouns

+noun+fem GuessWords;

+noun+masc GuessWords;

sshadlafse N +noun+masc FemMascduFemduMascplFempl;

LEXICON GuessWords

AssMGUESSNOUNSTEMMsen
AssMGUESSNOUNSTEMAMsen
AssMGUESSNOUNSTEMAMsen
AssMGUESSNOUNSTEMMsen
AssMGUESSNOUNSTEMAMsen
AssMGUESSNOUNSTEMAMsen
AssMGUESSNOUNSTEMMsen
AssMGUESSNOUNSTEMAMsen
"ssMGUESSNOUNSTEM M 'se”

FemMascduFemduMascplFempl;
FemMascduFemduFempl;
FemMascduFemdu;
MascduFempl;

Mascdu;

Fempl;

FemduFempl;

Femdu;

NoNumber;

FIGURE 2 — Snapshot of the Arabic lexc file

Second, there are the alteration rules which handle the morphological processes of assimilation
and deletion. In our system there are about 130 replace rules to handle alterations that affect
verbs, nouns, adjectives and function words when they undergo inflections or are attached to
affixes and clitics. They take the form of XFST replace rules:

A ->w || "+pres" Alphabet _ Alphabet
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The example rule indicates that ‘A’ changes to ‘w’ under the condition of having the left context
‘+pres’ and a single alphabetical character and the right context of another alphabetical character.
Following this rule the verb J& gAl “to say” will change to Js& yaqwl in the present tense form.

Third, there are the XFST compilation rules which bind components together. They replace
the multivariable words ‘GUESSNOUNSTEM’ and ‘GUESSVERBSTEM’ with the relevant
alphabet using the ‘substitute defined’ command. The XFST commands in our guesser are
stated as follows.

define Alphabet

define PossNounStem [[Alphabet]{2,24}] "+Guess":0;

define PossVerbStem [[Alphabet]{2,6}] "+Guess":0;
substitute defined PossNounStem for ""\GUESSNOUNSTEM""
substitute defined PossVerbStem for ""\GUESSVERBSTEM""

This states that a possible noun stem is defined as any sequence of Arabic non-numeric
characters of length between 2 and 24 characters. A possible verb stem is between 2 and 6
characters. This word stem is surrounded by prefixes, suffixes, proclitics and enclitics.
Clitics are considered as independent tokens and are separated by the ‘@’ sign, while
prefixes and suffixes are considered as morpho-syntactic features and are interpreted with
tags preceded by the ‘+" sign. Below we present the analysis of the noun u;!yw“; wa-Al-
musaw~iquwna “and-the-marketers”, and the verb Lual-w sa-ya'xu*unA “will-take-us”.

MADA output for wa-Al-musaw~iquwna:
form:wAlmswgwn num:p gen:m  perna case:n asp:na mod:na vox:na  pos:noun
prcO:Al_det prcl:0  prc2:wa_conj prc3:0 enc0:0 stt:d

Finite-state guesser output for wa-Al-musaw~iquwna:
Ofisedlls  +adjsdl s+Guess+masc+pl+nom@
Osisudls  t+adjo st sed) s+Guess+sg@
Osfisadll s +nOUNG swall s+Guess+masc+pl+nom@
Osfsadll s +nouny s sedl s+Guess+sg@
Osisadls  stconj@J+defArt@+adjs s«+Guess+masc+pl+nom@
Oy stconj@J+defArt@+adjo s et Guess+sg@
Ofsdls  stconj@J+defArt@+nound s«+Guess+masc+pl+nom@ [correct match]
Uiy stconj@J+defArt@+nouny s swatGuess+sg@

MADA output for wa-sa-ya'xu*unA:
form:sy>x*nA num:is genm perna case:na asp:na mod:i vox:a pos:verb
prc0:0  prcl:0 prc2:0 prc3:0  encO:1p_poss stt:na

Finite-state guesser output for wa-sa-ya'xu*unA:
(W +adjcabut+Guess+dual+nom+compound@
wabe  +adjusb+Guess+sg@
Lk +nounisbu+Guess+sg@U+genpron+1pers+@
wabe  +nountisbiu+Guess+sg@
taabi +verb+impisbu+Guess+2pers+masc+sg@\+objpron+1pers+pl@
sl +verb+impoisbutGuess+2pers+dual @
taab oHut+art@-+verb+pres+pass+3perstaai+Guess+masc+sg@
sk oHut+art@-+verb+pres+active+3perss

+Guess+masc+sg@L+objpron+1pers+pl@ [correct match]

taab oHut+art@-+verb+pres+active+3perstiai+Guess+masc+sg@
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For a list of 40,277 unknown word types, the morphological guesser produces an average of 12.6
possible interpretations per word. This is highly non-deterministic when compared to the finite
state morphological analyser (Attia et al., 2011) which has an average of 2.1 solutions per known
word. We also note that 97 % of the gold lemmas in our test set are found among the finite-state
guesser's choices, which indicates the high performance of the guesser.

4 Testing and Evaluation

To evaluate our methodology we create a manually annotated gold standard test suite of
randomly selected surface form types as mentioned in Section 2. For these surface forms, the
gold lemma and part of speech are manually provided. In addition, a human annotator indicates a
preference on whether or not to include the entry in a dictionary, that is whether a lemmatized
form makes a valid dictionary entry or not. We noticed that most of the forms marked by the
annotator as not fitting for inclusion in a dictionary were proper nouns, misspelled words,
colloquial words, and words that form a part of a multiword expression. By contrast, nouns, verbs
adjectives, and proper nouns with significantly high frequency were marked for inclusion in the
lexical database. It is to be mentioned that proper nouns in Arabic are not orthographically
distinguished from other words, i.e. there is no capitalization in Arabic as is the case in European
languages. This feature of lexicographic preference helps to evaluate our lemma weighting
algorithm discussed in Section 4.2. The size of the test suite is 1,310 word form types.

We observe that proper nouns are the most frequent category (45 %) among the unknown words
types in the data, and they also cover about 61 % of the unknown token instances in the gold
annotated dataset. The POS distribution of the unknown token types of our annotated data is
shown in Table 3. As expected, most unknown words are open class words: proper names, nouns,
adjectives, and, to a lesser degree, verbs.

Gold POS Type Count | Ratio
noun_prop 584 45 %
noun 264 20 %
adj 255 19 %
verb 52 4%
noun_fem_plural (pluralia | 28 2%
tantum)

noun_broken_plural 28 2%
others: noun_masc_plural | 8 0.6 %

(pluralia tantum) (4) part
(3) pron_dem (1)

Excluded

misspelling 55 4%
not_known 15 1%
colloguial 19 15%
Lexicographic relevance

Include in a dictionary 671 51 %
Don’t include in a 639 49 %
dictionary

TABLE 3 — Gold tag annotation of the test suite
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4.1 Evaluating Lemmatization

In the evaluation experiment we measure accuracy calculated as the number of correct tags
divided by the count of all tags. The baseline is given by the assumption that new words appear
in their base form, i.e., we do not need to lemmatize them. The baseline accuracy is 45 %. The
POS tagging baseline proposes the most frequent tag (proper name) for all unknown words. In
our test data accuracy stands also at 45 %. We notice that MADA POS tagging accuracy for
unknown words is unexpectedly low (60 %) as shown in Table 4. We use Voted POS Tagging,
that is we choose the POS tag assigned most frequently in the data to a lemma. This method has
improved the tagging results significantly (Table 4).

As for the lemmatization process, our first experiment in the pipeline-based lemmatization
approach obtains a higher score (54 %) than the baseline (45 %) as shown in Table 5.

| Accuracy
POS tagging
1 | POS Tagging baseline 45 %
2 | MADA POS tagging 60 %
3 | Voted POS Tagging 69 %

TABLE 4 — Evaluation of POS tagging of unknown words

Examining the data further, we notice that when a proper noun is prefixed with the definite article
“Al”, the definite article is not stripped off in the gold annotation and is considered as part of the
lemma, such as 38 Al-qu$ayriy’. In MADA morpho-syntactic tagging, the definite article is
considered as a clitic and not part of the lemma. When this difference is ignored in the second
experiment, the lemmatization accuracy increases from 54 % to 63 %. A more detailed error
analysis will help devise better heuristics to increase the accuracy of the pipeline-based
lemmatization. For example, in the gold annotation some regular feminine and masculine plural
forms are considered as pluralia tantum, while in the automatic lemmatization they are reduced
to their singular forms, such as <) s>~ HujuwzAt “bookings”.

Lemmatization

1 | Lemmas found among corpus forms 64 %

2 | Lemmas found among fst guesser 97 %
forms

3 | Lemma selection baseline 45 %

4 | Pipeline-based lemmatization (selection | 54 %
decision) with strict definite article
matching

5 | Pipeline-based lemmatization 63 %
(selection decision) ignoring definite
article matching

TABLE 5 — Evaluation of lemmatization of unknown words
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The test results indicate significant improvements over the baseline. However, we expect that
substantial further improvements can be obtained through further extensive error analysis and
developing refined heuristics.

4.2 Evaluating Lemma Weighting

We create a weighting algorithm for ranking and prioritizing unknown words in Arabic so that
important words that are valid for inclusion in a lexicon are pushed up the list and less interesting
words (from a lexicographic point of view) are pushed down. This is meant to facilitate the effort
of manual revision by making sure that the top part of the stack contains the words with highest
priority.

In our case we have 40,277 unknown token types. After lemmatization they are reduced to
18,399 types (that is 54 % reduction of the surface forms). This number is still too big for manual
validation. In order to address this issue we devise a weighting algorithm for ranking so that the
top n number of words will include the most lexicographically relevant words. We call surface
forms that share the same lemma ‘sister forms’, and we call the lemma that they share the
‘mother lemma’. The weighting algorithm is based on three criteria: number of sister forms,
cumulative frequency of the sister forms, and a POS factor. The POS factor gives 50 extra points
to verbs, 30 to to nouns and adjectives, and nothing to proper nouns. This is meant to penalize
proper nouns due to their high frequency which is disproportionate to other categories. The
parameters of the weighting algorithm have been tuned through several rounds of
experimentation.

Word Weight = ((number of sister forms * 800) +
cumulative sum of frequencies of sister forms) / 2 +
POS factor

We use the gold annotated data for the evaluation of the lemma weighting criteria, as shown in
Table 6. We notice that the combined criteria gives the best balance between increasing the
number of lexicographically-relevant words in the top 100 words and reducing the number of
lexicographically-relevant words in the bottom 100 words.

Lexicographically-relevant | Intop In bottom
words 100 100
relying on Frequency 63 50

alone (baseline)

relying on number of sister | 87 28

forms * 800

relying on POS factor 58 30

using combined criteria 78 15

TABLE 6 — Evaluation of lemma weighting and ranking
Table 7 shows a sample of the entries in the unknown words lexicon. The list includes a spectrum

of the different word categories such as proper nouns, adjectives, nouns, broken plural and
feminine plural forms, as well as verbs.
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# FST Gloss Weight Forms
Guessed
lemma
Proper Nouns
1 [ Obama 40421 L oG Ll s g Wl sls # Ll o Ll Ll Y
>ubAmA
2 [E3T S Sarkozy 29361 SIS # 5SS # 55 5Sold # (5558 sy
sArkuwziy
3 aleiigi Tottenham 08829 pleli s # aleiiil s # ol gl # alei 5 # olei g
tuwtinhAm
Adjectives
4 L involved 09302 # 4da el # Ada jaie # il jiie #f Ada jie s #f Ada il
munxariT s aidl
5 (bl sia conspiring 07016 # Ol 51 # (ol i) # (piha) i # (ol sia s # (ko) s
mutawALti} O sib) sia # Ol sia s # Gaial siall # () silal siall 5 # (ol siall 5
Osibal sia s # (ol sia # kol gidll 5 # (pibal giall #
6 e hidden 03329 # e # yisa # Tisall # O sl # Tl
musotatir sa s # O yiaaal 5
Nouns
7 Ll leading 08559 # LB 7 3B 7 o3BY # L8 £ Laasl@l # o3l
AqotiyAd Ll # oLl g # o3 # S # SLIBY) # 0ol # Laol)
Laa L) # Lol 5 # oLl 5 # (oLl # Lol # aaaladl ¢
8 Laalsa sharing 07056 # duanalas # dawaladl # Lasalas s # deaalaall
muHASaSap i I hi#i I \IJ#Z \! _#2 \ ll_
9 o) dependence 06616 S # ) # e # Lleils # ey # oY)
ArotihAn QWY # i) # A0S ) # A )5 # Ol YL #
Broken Plurals
10 Juad features 08491 #alladl # Juadll # allad # Juad 5 # Juad # dlllad,
xiSAl # Juadll # dlad,y # dlllad # Wlad # Juady # aeliad
Allas s # Juadll g # Juadl # ldlas s # Adlas o # lllad
11 2l tricks 05785 Sl # 02080 # 21K # DSl 5 # Sl # an 2l # NS
makA}id WailSa s # 2ilSa s #f WSl #f 2y #f a2y # 020085 #
12 [ defences 04418 gt gl s H g Baf age st ac af g Al g ally
dufuwE gsin# g ot
Feminine plural forms
13 Ll formation 07168 # Slela # agilelua # l@lelua s # Clebua s # Sleluays
Siyagap #lebua # llebua # Glebual # Glebuall s # itlua
lebia # Alebia s # Clebuall # lebualls # (ieluall
14 Aapad animosity 06728 # Sla saads # 45le sead # pgile ool # o guadll
xuSuwmap Leila ool # agile pad g # o puad] # Do pad # Ao gaad
Cle geadl) # Cila gadlls # Lgdle guad s # Lila guad #
15 5l e bitterness 05339 #480) ja # ) el #4511 e # el # L3 ) e
marArap Ll pa s # <)) e # )l ya s # Sl e # ) yall 5
Verbs
16 S to militarize 05255 # Sampma s # G5 S JSendd # O Suse 5 # (S
Easokara DS # 15 S # Swmy # Ssmy g # Ssmans # (g Sl
17 O to politicize 04223 #) sl #f Gt # Qs # O # o # ) siss # G
say~asa Oy # O ot s
18 e to design/ 03431 H) i # O st # Codit # ) sty # Lpwsdia #f (udia
hanodasa engineer Lmdin # et

TABLE 7 — Sample entries selected from the unknown words lexicon

As the corpus is composed mainly of news articles, we assume that the distribution of proper
nouns is artificial and arbitrary as it depends, to a large extent, on the specific date and time of an
event or series of events that occupies the news for a certain (short-term or long-term) duration.
For example, as Table 7 shows, Obama and Sarkozy ranked top of the list of unknown words, but
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now as Sarkozy is no longer the French president and the fate of Obama will be determined in the
next presidential election in America, whether these names will continue to maintain the same
level of frequency is questionable. This is why verbs, adjectives and nouns constitute the core of
the language lexicon, while proper nouns are, to some extent, temporal and transient and the
frequency of their use tends to shift from time to time.

Conclusion

We have developed a methodology for automatically updating an Arabic dictionary by extracting
unknown words from data and lemmatizing them in order to relate multiple surface forms to their
canonical underlying representation using a finite-state guesser and a machine learning tool for
disambiguation. We have developed a weighting mechanism for simulating a human decision on
whether or not to include new words in a general-domain lexical database. We have shown the
feasibility of a highly non-deterministic finite state guesser in an essential application. Out of a
word list of 40,255 unknown words we created a lexicon of 18,399 lemmatized, POS-tagged and
weighted entries. We have made our unknown word lexicon available as a free open source
resource (http://arabic-unknowns.sourceforge.net/).
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ABSTRACT

In this study, we explore the impact of complex lexical information to solve syntactic ambiguity,
including verbal subcategorization in the form of verbal transitivity and verb-noun-case or
verb-noun-case-auxiliary relations. The information was obtained from different sources,
including a subcategorization dictionary extracted from a Basque corpus, the web as a corpus,
an English corpus and a Basque dictionary. Functional ambiguity between subject and object
is a widespread problem in Basque, where 22% of subjects and objects are ambiguous, and
this ambiguity surfaces in 33% of the sentences. This problem is comparable to PP attachment
ambiguities in other languages. Our results show that, using complex lexical information, our
results are better than a state-of-the-art statistical parser, obtaining a statistically significant
error reduction of 20%. The disambiguation system is independent on the actual parsing
algorithm used. The analysis revealed that the most relevant information are the case carried
by the noun and the transitivity of the verb.

TITLE AND ABSTRACT IN BASQUE

Informazio lexikal konplexuaren ekarpena
euskarazko anbiguotasun sintaktikoen ebazpenean

Lan honetan informazio lexikal konplexua erabiltzearen garrantzia aztertzen dugu euskarazko
anbiguotasun sintaktikoen ebazpenean. Aditzen iragankortasuna erakusten duen azpikate-
gorizazioaren ekarpena aztertu dugu, baita aditz-izen-kasu eta aditz-izen-kasu-laguntzaile
erlazioena ere. Informazio horiek hainbat iturritatik jaso ditugu: euskarazko corpus batetik,
webetik berau corpus gisa hartuta, ingelesezko corpus batetik eta euskarazko hiztegi batetik.
Subjektu eta objektuaren arteko anbiguotasun funtzionala maiz aurkitzen dugu euskarazko
testuetan; subjektua edo objektua bereiztea kasuen %22an ambiguoa da, eta hori gertatzen da
perpausen %33an. Horrela, arazo horren garrantzi handia konparagarria da beste hizkuntza
batzuek duten PP attachment arazoarenarekin. Gure sistemaren emaitzak hobeak dira artearen
egoerako analizatzaile sintaktiko estatistiko batenak baino, estatistikoki esanguratsua den
%20ko errore-murrizketa lortzen baitu. Analisi sintaktikoa egiteko edozein algoritmorekin
erabil daiteke desanbiguazio-sistema hau.

KEYWORDS: Syntactic ambiguity resolution, subcategorization, web as a corpus.

KEYWORDS IN BASQUE: Anbiguotasun sintaktikoaren ebazpena, azpikategorizazioa, ama-
rauna corpus gisa.
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1 Introduction

Due to typological differences, ambiguities in some languages differ from ambiguities in other.
For example, while prepositional phrase (PP) attachment ambiguity occurs in about 50% of the
English sentences in the Penn treebank (Volk, 2006), it occurs in less than 0.1% of sentences in
Basque Dependency Treebank (Aduriz et al., 2003). By contrast, the subject-object ambiguity
does not pose any problem in English, but it does in Basque, where 22% of the subjects or
objects are ambiguous and 33% of the sentences show this ambiguity. The pervasive nature of
this ambiguity makes it worth specific analysis. This problem is relevant to processing similar
ambiguities in other morphologically rich languages. For instance, Urdu and Hindji also display
subject-object ambiguity due to erg-abs markings, as well as null-case markings (Dixon, 1994;
Husain and Agrawal, 2012).

In the literature, we find several approaches to improve syntactic disambiguation. One of them
involves focusing on solving a relevant ambiguity by using a problem specific classifier (Kiibler
et al., 2007; Anguiano and Candito, 2011). This allows to deeply understand the features
involved in the ambiguity. The results obtained over the localized ambiguous relations are either
used in a post-process by replacing those of a parser (a process also known as parse correction)
or, after analyzing the most informative features, those are incorporated in the treebank and
used to improve a statistical parser (Husain and Agrawal, 2012).

In this paper we will follow the first approach, targeting the resolution of the subject-object
ambiguity in Basque, comparing our results to those obtained by the Malt parser (Nivre et al.,
2007). In any case, our method is independent of the parser used, and could be incorporated to
statistic or rule-based parsers (Aranzabe et al., 2004) as well.

The paper is structured as follows. We will first review the subject-object ambiguity in Basque.
In Section 3 we review Basque Dependency Treebank and the methods to acquire verbal
subcategorization information. Section 4 presents the features that are informative when
resolving the ambiguity. In Section 5 the method to create the gold standard is presented,
alongside our disambiguation method and the results. The related work is discussed in Section
6. Finally, the conclusions and future work are drawn.

2 Subject-Object ambiguity in Basque

Typologically, Basque is a highly inflectional head-final language (Ortiz de Urbina, 1989; Laka,
1996). It belongs to what has been called MoR-FWO languages, that is, morphologically rich,
free word order languages (such as Czech, Turkish, Hindi etc). In most of the cases the relation
between a head and its dependent gets realized through a morphological marker, neither bore

by the head nor the dependent. This implies examination of elements occurring in non-local
environments.

(1) [Pertsona nagusi gehienek], euren etxeetan bizitzen jarraitu nahi dute.
[People aged most-erg], their homes live keep-on want auxiliary.

[Most of aged people] want to keep living in their own home.

Example 1 shows a noun phrase headed by pertsona, where the ergative marker (ek) is carried
by the last element of the noun phrase, in this case gehienek.

Basque is a morphological ergative language (Dixon, 1994) as well in both case-marking and
verbal auxiliary morphology. Thus, case-marking for subjects of intransitive verbs and objects of
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subject of intransitive verbs

absolutive = : .
{ object of transtive verbs

ergative = subject of transitive verbs

Figure 1: Two cases in Basque, and their respective syntactic functions depending on the
transitivity of verb.

transitives and their morphological cross-reference within the verbal agreement auxiliary are
identical and different from subjects of transitive verbs. The case-marking of transitive subjects
is the ergative case (-ak when singular,-ek when plural). The case-marking of intransitive
subjects and objects of transitives is the absolutive case (-a when singular, -ak when plural).
Figure 1 summarizes the functions for each of these case-markers. And the following examples
illustrate those ambiguities.

(2) Etiketatzailea agertu  da.
Tagger-abs-singular showed up intransitive-auxiliary.

The tagger-subj showed up.

(3) Etiketatzaileak erlazioa desanbiguatu  du.
Tagger-erg-singular relation-abs-singular disambiguate transitive-auxiliary.

The tagger-subj has disambiguated the relation-obj.

When an element is in the absolutive case, its function (subject or object) is ambiguous, that
is, case-marking by itself does not tell whether the element is a subject or an object; it is
the transitivity of the verb, which in finite sentences appear to be lexicalized in the auxiliary,
along with the case marking which makes disambiguation possible. Examples 2 and 3 show
that elements bearing the absolutive case can be either objects or subjects depending on the
transitivity present in the auxiliary. In these examples, the ambiguity is resolved with the
information made explicit by the auxiliary, but there are exceptions.

(4) Erlazioa erortzean gertatu zen.
Relation-abs-singular when-dropped happened transitive-auxiliary.

It happened when the relation-subj dropped.

(5) Erlazioa ikustean gertatu zen.
Relation-abs-singular when-seen happened transitive-auxiliary.

It happened when the relation-obj was seen.

In the case of infinitive verbs, which do not have auxiliaries and thus do not explicitly mark for
transitivity, the syntactic function of absolutive noun phrases is ambiguous. Examples 4 and 5
show two sentences where erlazioa is either subject or object (respectively) depending on the
subcategorization information of the verb (drop or see, respectively).
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(6) Sukaldariak egin  ditu.
Cook-erg-singular make transitive-auxiliary.

The cook-subj made it.

(7) Opilak egin  ditu.
Cake-abs-plural make transitive-auxiliary.
(S)he made the cakes-obj.

(8) Erlazioak ikusita, egzin dut asmatu.
Relation-abs-plural seeing, not transitive-auxiliary figure-out.

Seeing the relation-obj, I can’t figure it out.

Another source of ambiguity arises from the ambiguous morphological marker -ak, which can
mean absolutive plural or ergative singular. Basque is a 3-way pro-drop language (Ortiz de
Urbina, 1989), and thus subjects and objects can be elided (note the difference with English,
where there must be always a subject). This means that in Basque we can have sentences like 6
and 7 above, where the object (subject in example 7) does not surface. Note also that position
does not help disambiguating subjects and objects, as Basque is a relatively free-word order
language. These two examples are syntactically ambiguous, and can only be disambiguated
using semantic information, that is, cooks tend to be the subjects of transitive verbs and cakes
tend to be objects of transitive verbs.

Both sources of ambiguity can occur together. Example 8 shows an example where the verb is
infinitive and there is an ambiguous marker -ak, making the dependent (Erlazio-ak) ambiguous
between absolutive/ergative and subject/object interpretations.

These ambiguous instances are very common in Basque, making up to 22% of all objects and
subjects in Basque Dependency Treebank (cf. Section 5.1).

3 Resources

This section starts by describing Basque Dependency Treebank (Aduriz et al., 2003) which we
used to extract potentially ambiguous occurrences and evaluate our methods. Next, it presents
the methods to learn subcategorization information for Basque verbs. We finally review Malt
parser.

3.1 Basque Dependency Treebank

Basque Dependency Treebank has more than 150,000 tokens, distributed in 11,125 sentences
coded in CONLL-X format (Aduriz et al., 2003). Each token (dependent) is represented by
the following information: index, word form, lemma, syntactic category (part of speech) and
subcategory, morphological features corresponding to the different markers attached to the
lemma, index of the head and syntactic relation between the dependent and the head. Example
9 shows a sentence from the treebank. Note the first, second and fourth tokens (nouns (ize) and
determiner (det) respectively), which show inesive (ine), ergative (erg) and absolutive (abs)
markers in singular (sg) and plural (pl). The verb (adi) shows perfective aspect (buru) and
participle (part) form, and the auxiliary (adl) appears in the past form (b1), agreeing with a 3rd
person singular ergative (hark) and a 3rd person plural absolutive (haiek). The corresponding
treebank file is shown in Figure 3.
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index wordform lemma  category subcategory morp. head relation

1 Martxoan martxo ize arr ine sg 6 ncmod
2 Millarrek ~ Millar izb - erg sg 5 ncsubj
3 gurpil gurpil ize arr - 5 ncobj

4 guztiak guzti det oro abs pl 3 detmod
5 puskatu puskatu adi sin part buru 0 root

6 zituen *edun adl - bl hark haiek 5 auxmod
7 punt - _ 6 punc

Figure 2: Treebank file in CONLL-X format corresponding to example 9. See text for explanations
of tags.

ncmod
ncsubj
ncobj
det auxmod PUNCT

Martxoan  Milarrek  gurpil  guztiak  puskatu  zituen

Figure 3: Dependency graph corresponding to example 9.

(9) Martxoan Millarrek gurpil guztiak  puskatu zituen.
March-ine-sg Millar-erg-sg wheel all-abs-pl break  auxiliary.

Millar broke all the wheels in March.

3.2 Acquisition of verbal subcategorization information

Verbal subcategorization information was extracted from 4 different sources: a subcategorization
dictionary built from monolingual Basque corpus, web queries, monolingual English corpus,
and a traditional monolingual Basque dictionary.

The subcategorization dictionary was obtained from Basque monolingual corpus, initially built
with the purpose of making attachment decisions for a shallow parser on its way to full parsing
(Aldezabal et al., 2002). For each of the 2,571 verbs this dictionary lists information about
transitivity of the verb, noun!-case-verb triples or noun-case-verb-auxiliary quadruples and
estimated frequency of each.

This dictionary was automatically built from raw corpora, comprising a compilation of 18
months of news from Euskaldunon Egunkaria (a journal written in Basque). The size of the
corpus is around 780,000 sentences, approximately 10M words. From the 5,572 different
verb lemmas in the corpus, the subcategorization dictionary was compiled for the 2,751 verbs
occurring at least 10 times. The corpus was parsed by a chunker (Aduriz et al., 2004) which
includes both named-entity and multiword recognition. The chunker uses a small grammar to
identify heads, postpositions and verb attachments of NPs and PPs. The grammar was developed

1To simplify we just mention nouns, but there are also adjectives, determiner etc, anything that could be the head of
a DP or CP
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based on the fact that Basque is a head-final language and it includes a distance feature as well.
Phrases were correctly attached to the verb with a precision of 78%. Note that the auxiliary verb
in Basque allows to unambiguously determine the transitivity of the main verb. The information
captured for each verb corresponds to noun-case-verb triples and the noun-case-verb-auxiliary
quadruples.

The second source is an English monolingual corpus. The assumption here is that the subject-
object relation is stable when translating across languages, that is, if an element-verb relation is
labeled as a subject relation in English it will also be that way in its Basque translation. This
is a strong assumption, and we expect it to work better with certain verbs (e.g. activity or
achievement verbs) than others (e.g. static verbs), but we did not make any distinction so far.
In this approach, for each Basque ambiguous element-verb pair we collected frequencies over
unambiguous English examples acquired from automatically parsed English data. We used the
BNC corpus parsed with the RASP parser (Briscoe et al., 2006) containing 47,145,584 syntactic
relations, where 10,447,129 are verb-noun dependency relations. The method has the following
steps:

1. Translate the dependent lemma and the verb lemma using a bilingual dictionary.

2. Build all possible translation pairs.

3. Collect frequencies of each pair in the English corpus, depending on the label (subject or
object) assigned by the English parser.

The third source is the result of directly querying the web. The web can be seen as a vast
corpus (Bansal and Klein, 2011; Nakov, 2007; Lapata and Keller, 2005) where, in principle, we
have bigger chances of finding low frequency combinations not found with the monolingual or
crosslingual approaches presented so far. The following steps were pursued:

1. Obtain the lemma of the ambiguous element, create all possible subject and object unam-
biguous inflected forms using a language generation tool, that is, lemma+ergative+plural
and lemma+absolutive+singular pairs.

2. Obtain the three different inflected forms of the verb (verb+future aspect marking,
verb+perfect aspect marking and verb+ imperfect aspect marking) using the same
generation tool.

3. Generate the corresponding different transitive and intransitive auxiliaries as well. It is
not feasible to use all possible transitive/intransitive auxiliaries because the query number
would explode so we took into account the 20 most frequent forms.

4. Construct all possible element+case+verb+auxiliary quadruples. For each element-verb
candidate we get approximately 60 quadruples,

5. Search Google and collect hits.

Unfortunately Google does not recognize documents in Basque as a separate language. Some
authors (Leturia et al., 2008) add certain common Basque words to the query, in order to
reduces the number of texts in other languages returned by Google. We solved the problem
using another heuristic, restricting to documents not in Spanish nor in English. The first one
because Basque borrows vocabulary from Spanish and several times Basque texts are wrongly
tagged as Spanish texts, and the other because of the same reason plus the fact that is the most
common language on the web. Variability on the web does not cause a problem in this case
because all the searches concerning each element-verb candidate are performed at the same
time.
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The last source is a traditional dictionary (EH dictionary, (Sarasola, 1996)), where each verbal
entry carries information on the transitivity of the verb. As each verb usually shows more than
one sense, we just considered the first sense. This dictionary uses 7 different markers to capture
transitivity: du/da, du, du/dio, dio, da, zaio, da/zaio. For instance, du/da represent verbs
that can appear in transitive or intransitive contexts, such as inchoative verbs like break that
show a transitive/inchoative alternation: Leioa-subj apurtu da (The window-subj broke) or
Mikelek-subj lehioa-obj apurtu zuen (Mikel-subj broke the window-obj).

4 Feature Space

In this section we will try to collect the information that we deemed was relevant to disambiguate
subjects and objects. Each piece of information configures a separate feature. Our feature space
F encodes heterogeneous information representing each candidate element-verb.

The features are presented grouped into sets depending on the nature and source of each one.
A value close to 1 means that there is evidence for disambiguating to subject. A value close to 0
means that the feature leans for object. In some cases the feature does not predict anything.

Features related to subcategorization information

These features are based on the information mined from each source of subcategorization
information, as presented in the previous section.

Subcategorization dictionary (SubcatDict)

o TransCase(SubcatDict): The probability of the element to be a subject depends on the
probability of the verb to be transitive P(TransCase) and the actual case marking assigned
by the morphological analyzer to the ambiguous element. P(TransCase) is estimated
from the SubcatDict, counting the occurrences of the verb as transitive and intransitive.
If the case of the element is ergative and P(TransCase) is bigger than 0.5, then this
feature takes the value of P(TransCase), that is, the feature will lean towards a subject
interpretation. If the case is the absolutive, then the feature will lean towards being
a subject if the verb is intransitive, or to object otherwise. The value of the feature is
encoded according to the following formula.

( P(TransCase) = % case = erg & P(TransCase) > 0.5

1—P(TransCase) case=abs&P(TransCase) < 0.5

0 case =abs&P(TransCase)> 0.5

TransCase(SubcatDict) {
none otherwise

e NCaseV(SubcatDict): The probability of the element to be a subject is related to the
tendency of the element to bear the ergative case with that verb in the corpus (P(Erg)),
independently of whether the verb shows transitive tendency. Here we do not consider
the actual case marker assigned by the morphological analyzer, but the tendency of the
element to bear ergative case when occurring with the verb.

{ 1 P(TransCase) > 0.5&P(Erg) > 0.5
NCaseV(SubcatDict) { 0 P(TransCase) < 0.5&P(Erg) < 0.5
none otherwise
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o NCaseVAux(SubcatDict): The probability of the element to be a subject is related to the
tendency of the element to appear in a subject configuration, that is to say, to bear the
ergative case with the verb appearing with a transitive auxiliary, or to bear absolutive
case with the verb appearing with an intransitive auxiliary. This is estimated as described
in the following formula.

#(n+abs+v+intransAux)+#(n+erg+v+transAux)

NCaseVAux(SubcatDict) { #(n+case+v) #nt case+v)>0
n

one otherwise

Web as a corpus (Web)

o Similar to the features for the SubcatDict, we can estimate the same features using the web
queries explained in the previous section. This yields three new features: TransCase(Web),
NCaseV(Web) and NCaseVAux(Web).

English corpus (BNC)

e Subj(BNC): The value is 1 if the element shows a tendency of being a subject in the
English corpus, 0 if the tendency is to object and none if it could not be translated or if it
was not found in the English corpus.

Dictionary (Dict)

o TransCase(Dict): This feature corresponds to the combination of two informations. The
value is 1 if according to the dictionary the verb is transitive and the case is ergative,
or if the verb is intransitive and the case is absolutive. The value is O if the verb is
transitive and the case is absolutive, and none if transitivity could not be established in
the dictionary.

Features related to morphological and syntactic information
Here we group weaker indications, as follows.

o AspectCtrl: The value is 1 if the verb is an aspectual or control verb such as begin, end, stop,

quit. Aspectual verbs that occur a verb in the infinitive, force the verb in the infinitive to

miss the surface subject. For example, I started knowing you, there cannot be a surface
subject for know because start is an aspectual verb and thus both verbs share the same
subject. Control verbs like want or expect act in Basque quite similarly to aspectual verbs

In short, when the head of the verb is an aspectual or control verb, the element would

tend to be the object, and thus feature will be 0, and none otherwise.

Preverb: the value is 1 if the element appears in the pre-verbal position, as this is a sign of

being a subject.

Inf: 1 if the verb appears to be an infinitival, bare-infinitival, infinitival with a relative

marker, infinitival nominalization, or in a finite form, that is to say, with an auxiliary, and

finite with relative marker, respectively.

e Erg: The value is 1 if the case born in the noun phrase where the element is located
is ergative, O otherwise. Remember from 2, that the head of a noun phrase does not
necessarily bear the case marking, which is found in the last constituent of the noun
phrase . We applied feature propagation in order to recover the case.

o -ak: The value is 1 if the element bears the ambiguous -ak morpheme.
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e Sing: The value is 1 if the number of the element is singular, 0 otherwise.

e Entity: The value is 1 if the element starts with a capital letter and is not in the first
position in the sentence. Since the morphological analyzer does not implement any entity
recognition, this is an heuristic to code possible entities.

5 Experimental setup

In this section we review the method to create the gold standard, followed by our disambiguation
method, the method to train malt parser, and the results of the experiments.

5.1 Creating the gold standard

The gold standard comprises ambiguous instances of noun phrases, which can either be subject
or object. The syntactic structure and gold label is taken from Basque Dependency Treebank.
In order to make the setting realistic the morphological tags are taken from an automatic
morphological disambiguation tagger for Basque (Aduriz et al., 2000). Note that this tagger
is conservative and does not always return a single tag. In those cases we use the first tag, as
customary with most parsers. The accuracy of this tagger when selecting ergative and absolutive
is 87%.

The procedure to detect ambiguous instances is the following. We first look up the verbs in the
corpus. Depending on the finiteness of the verb, we have two cases:

1. If the verb has an auxiliary annotated as finite by the morphological analyzer, then the
agreement features in the auxiliary verb resolve all ambiguities, except in some cases with
-ak, which can be morphologically ambiguous between ergative singular or absolutive
plural, and thus ambiguous between subject and object (respectively). To be more specific,
if the auxiliary verb shows agreement with a singular ergative and a plural absolutive
(both occurring with -ak) then both dependents could be either subject or object.

2. If the verb is tagged as infinitive, then if the verb has a dependent with the absolutive
case, the dependent is ambiguous between subject and object.

The dependents of the verbs are looked up in the treebank, extracting the head and the case
marking. The head is given as the root of the dependent, and the case marking of the dependent
is given by the last token under the dependent.

Detecting dependents is a difficult task for parsers. So we filter out those dependents which
could be difficult for current parsers, as follows. If the sentence contains a single verb, we then
check all dependents of the verb. If the verb has multiple verbs, we then need a clause delimiter
to identify which phrases are dependents of which verbs. We use a simple heuristic based on
the fact that Basque is head-final: all words before the first verb are assigned to that verb, and
the rest are assigned to the second verb. This is a strong baseline for any parser, as it attains
86% accuracy in a study of our own.

The above method to extract ambiguous dependents yields 4,525 ambiguous dependents in
3,617 sentences, that is, 22% of all subjects and objects in the treebank, with one ambiguous
instance every 33% of sentences.

Note that if we had searched for ambiguous instances using the gold morphological tags in
the treebank, we would find 4,400 subject-object ambiguous relations. This smaller amount is
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due to errors by the morphological analyzer, as it incorrectly tags some ergative or absolutive
cases, or certain auxiliaries as main verbs, considering the sentence as an infinitive sentence
and therefore ambiguous with respect to subject-object. Note that the real ambiguity faced by a
parser is closer to that of the automatic analysis.

5.2 Methods

We performed a machine learning experiment to examine the impact of the use of those lexical
features to solve subject-object ambiguity in Basque. We used Support Vector Machines (Chang
and Lin, 2011) with Radial kernels tuning C and G parameters over the training set using
cross-validation to find their best values. The 4,525 ambiguous subject-object relations in the
treebank were split into training and testing sets in a proportion of 50%. We also evaluated
each feature on its own, and also, used an ablation procedure, learning the classifier with all
features but one.

5.3 Malt parser

We chose Malt parser (Nivre et al., 2007) to compare our results with. This parser is a history-
based deterministic dependency parser, which using the input and a stack and through 4 main
actions, shift moving a token from the input to the stack, left-arc adding an arc from the token
on the input to the token on the top of the stack, removing the token from stack, right-arc
adding an arc from the token on the top of the stack to the token on the input, moving the
token of the input onto top of stack and reduce removing a token from the top of the stack. The
action is chosen according to a machine learning classifier using a variety of features including
the stack, the input and past history. This way, dependency tree gets built in one single pass and
in linear time. We used version 1.4, and the configuration was selected using the optimization
developed by Nivre and Ballesteros Ballesteros and Nivre (2012).

Maltparser has to face a wider range of ambiguity that our classifier, as in some cases a phrase
with the absolutive case can play syntactic functions other than subject or object. In order to
make comparison to our classifier fair, we substituted all other tags returned by Malt parser
with ncobj, the most common tag (around 75% compared to 25% for ncsubj).

5.4 Results

Table 1 shows the results of some features evaluated independently over the training set. For
the sake of brevity, we only show those features with an accuracy over 60% are displayed.
The baseline consists of assigning always the object tag to any ambiguous element, since it
is the most frequent tag (75%). We measure accuracy on finding both subjects and objects,
but we are also interested in measuring the performance of the system for detecting subjects
since this is the most difficult task. Accuracy is the number of correctly tagged elements over
all elements. Precision on subjects is the number of correctly recognized subjects divided by
all elements tagged as subject by the system. Recall on subjects is the number of correctly
recognized subjects divided by the total number of subjects in the gold set. F1 is the harmonic
mean between precision and 1.

The table shows that the Erg feature performs best. This feature relies in the tag assigned by
the automatic morphological analyzer. TransCase(SubcatDict) provides the second best result
in terms of accuracy, still over the baseline, beating all the others in F1 and recall for subjects.
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Feature acc prec rec F1
(sbj+obj) | (sb)) | (sbj) | (sbj)
Baseline 75.29 00.00 | 00.00 | 00.00
TransCase(SubcatDic) 76.99 82.58 | 74.17 | 78.15
NCaseV(SubcatDic) 72.21 51.50 | 48.33 | 49.86
TransCase(Web) 60.10 80.94 | 57.47 | 67.21
NCaseV(Web) 69.21 22.71 | 19.16 | 20.78
TransCase(Dict) 60.31 83.63 | 50.26 | 62.79
Preverbal 62.09 17.93 | 1793 | 17.93
Erg 86.06 50.26 | 50.26 | 50.26

Table 1: Results on ambiguous elements in the training corpus for each feature evaluated
independently. Note that we only with accuracies over 0.6.

Feature acc prec(sbj) | rec(sbj) | F1(sbj)
Baseline 75.29 00.00 00.00 00.00
All features 89.62 86.34 68.89 76.63
—SubcatDict 88.23 84.98 63.62 72.76
—Web 88.32 83.94 65.20 73.39
—-BNC 88.23 84.49 64.14 72.93
—Dict 87.66 86.25 59.57 70.47
—SubcatInf 86.06 88.27 50.26 70.47
—CaseNum 85.28 77.64 56.77 65.58
—NCaseV(Aux)* | 87.84 83.84 62.91 71.88

Table 2: Results using 10-fold cross-validation on ambiguous elements in the training corpus.
The first lines correspond to the baseline and full classifier, and the rest present the results of
feature ablation experiments. Best results and worst results in each column in bold.

Note that the performance of some features suffers from the fact that they only apply to a subset
of the elements. In fact, Erg is the only one which applies to all.

Table 2 shows the results when training an SVM with Radial kernel and 10 fold cross-validation
(All features line). Those results beat the baseline and individual features by a large margin.
When compared with the best individual feature (Erg) the difference in accuracy is smaller, but
note that the classifier is better on detecting subjects, showing that its output is better balanced.

The table also shows the results of feature ablation. Features were grouped by their source (Sub-
catDict, Web, BNC, Dict) or by the linguistic nature of the information they carry, independently
of the source. For example, SubcatInf in Table 2 represents all subcategorization informa-
tion: TransCase(SubcatDic), NCaseV(SubcatDic), NCaseVAux(SubcatDic),TransCase(Web),
NcaseV(Web), NCaseVAux(Web), Subj(BNC) and TransCase(Dict). The highest loss in overall
accuracy is for CaseNum features, but all features cause a performance drop when removed.
This shows that the features are complementary. The loss in F1(sbj), whenever ablation of any
kind is carried out, confirms this fact. The highest loss in precision and F1 also occur when
information about case and number are left aside. And the highest loss in recall corresponds to
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acc | prec(sbj) | rec(sbj) | F1(sbj)
All features | 89.33 82.48 71.74 76.74
MALT 86.72 76.82 65.69 70.82

Table 3: Final results for ambiguous elements on the test set.
LAS UAS prec rec F1
MALT 83.17 | 83.08 | sbj | 71.57 | 75.01 | 73.24
obj | 76.36 | 73.61 | 74.95
MALT Post-processed | 83.52 | 83.08 | sbj | 72.11 | 75.52 | 73.77
obj | 81.10 | 74.39 | 77.60

Table 4: Final results over all dependencies in test set.

the elimination of subcategorization information.

Finally we run our classifier with all features in the test set, as shown in Table 3. The perfor-
mance obtained is comparable to that in the train set using cross-validation. The results of
Malt are lower both in accuracy and F1 over subjects, with a statistical significant difference (
p-value < 0.005). Note that the error reduction is 19.64%.

The above results show that our approach is competitive over Malt for the subset of ambiguous
subject-object relations. In order to show that our system can make a relevant difference
over the overall performance of a parser, we corrected the output of Malt parser with the
result of our classifier and evaluated over all dependencies. Table 4 shows the usual UAS
(Unlabeled Attachment Score) and LAS (Labeled Accuracy Score) scores for both MALT and the
post-processed MALT. Of course, the unlabeled score is the same for both, as we just changed
some labels. The improvement in LAS is of 0.35 absolute points, statistically significant (p-value
< 0.00009). In addition we also show the performance over objects and subjects. Note that the
post-processed version improves both object and subject recognition.

6 Related Work and Discussion

As mentioned in the introduction, this work is framed following a parse correction strategy.
In parsing, not all ambiguities show the same complexity, and not all the languages behave
the same way with respect to the distribution of the ambiguities. In English, for example,
prepositional phrase attachment (PP-attachment for short) ambiguity traditionally stirred
interest since (Hindle and Rooth, 1993; Ratnaparkhi, 1998), among others, for being both
common and difficult to solve. These seminal works presented PP-attachment resolution in
isolation, with no evaluation over full sentences or integration with a parser or with the results
of a parser. With the proliferation of statistical parsers the attention moved from solving specific
ambiguities to treat ambiguities as a whole. Statistical parsers learned from treebanks, though,
make it difficult to reach any conclusion on what is the relevant information for resolving
specific ambiguities, and whether those need to be encoded explicitly in treebanks.

Focusing on a relevant ambiguity is helpful to achieve a better understanding of the intricacies
of parsing structures. Along these lines, we find two main approaches, that of parsing correction,
or that of transforming and enriching the treebank with additional information. Work in parse
correction consists on the creation of corrective models to solve difficult ambiguities, such
as PP-attachment ambiguity in English. Thus correction occurs as a post-process to parsing,
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replacing the output of the parser (labels or attachments) with alternatives obtained in an
independent classification process.

The literature differs on the languages and the criteria used to choose the target information
to be corrected. Hall and Novak Hall and Novék (2005) worked on Czech. They highlight the
problem of projectivity as particularly problematic when parsing free word-order languages,
such as Czech, due to the frequency of sentences with non-projective constructions. They
present a corrective model which recovers non-projective dependency structures by training