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Introduction

Welcome to the proceedings of the System Demonstration Track of the 63rd Annual Meeting of the
Association for Computational Linguistics (ACL 2025), held from July 27 — August 1, 2025 in Vienna,
Austria.

The ACL 2025 System Demonstration Track provides a platform for papers describing system demon-
strations, ranging from early prototypes to mature, production-ready systems. We are particularly inte-
rested in publicly available open-source or open-access systems.

For the ACL 2025 System Demonstration Track, we received a record 187 submissions, of which 178
papers were valid with required materials. We carefully checked all submitted reviews. Based on these
reviews, we have accepted 64 papers, resulting in an acceptance rate of 34.22%, in line with previous
years.

From the accepted papers, we short-listed 7 papers for the Best System Demonstration award. We sin-
cerely thank the members of the award committee for their invaluable contributions in determining the
best system demonstration: Christopher Hidey, Junxian He, Rui Zhang, Milad Alshomary, and Phu Mon
Htut.

Pushkar Mishra
Smaranda Muresan
Tao Yu

ACL 2025 Demonstration Chairs
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MapQaTor: An Extensible Framework for
Efficient Annotation of Map-Based QA Datasets
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Figure 1: Overview of the annotation and visualization process of MapQaTor .

Abstract

Mapping and navigation services like Google
Maps, Apple Maps, OpenStreetMap, are es-
sential for accessing various location-based
data, yet they often struggle to handle natu-
ral language geospatial queries. Recent ad-
vancements in Large Language Models (LLMs)
show promise in question answering (QA), but
creating reliable geospatial QA datasets from
map services remains challenging. We intro-
duce MapQaTor, an extensible open-source
framework that streamlines the creation of re-
producible, traceable map-based QA datasets.
MapQaTor enables seamless integration with
any maps API, allowing users to gather and
visualize data from diverse sources with min-
imal setup. By caching API responses, the
platform ensures consistent ground truth, en-
hancing the reliability of the data even as real-
world information evolves. MapQaTor cen-
tralizes data retrieval, annotation, and visu-
alization within a single platform, offering a
unique opportunity to evaluate the current state

1

of LLM-based geospatial reasoning while ad-
vancing their capabilities for improved geospa-
tial understanding. Evaluation metrics show
that, MapQaTor speeds up the annotation pro-
cess by at least 30 times compared to man-
ual methods, underscoring its potential for de-
veloping geospatial resources, such as com-
plex map reasoning datasets. The website is
live at: https://mapgator.github.io/ and
a demo video is available at: https://youtu.
be/bVv7-NYRsTw.

1 Introduction

In recent years, mapping and navigation services
have transformed the way individuals access and in-
teract with location-based information. Platforms
such as Google Maps and Apple Maps have be-
come essential tools, providing users with features
like route planning, nearby points of interest (POlIs),
and contextual data, including reviews and oper-
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Tool API Provider API Endpoint
Text Search (New) | Places API
Google Maps Text Search | Places API
OpenStreetMap Search queries | Nominatim
Text Search Mapbox Suggest | Search Box API

TomTom Point of Interest Search
HERE Discover | Geocoding and Search
Azure Maps Search - Get Search Fuzzy
Google Maps Place Details (New) | Places API
OpenStreetMap Place details | Nominatim

. Mapbox Retrieve | Search Box API

Place Details TomTom Place by ID
HERE Lookup | Geocoding and Search
Azure Maps Search - Get Search Fuzzy
Google Maps Nearby Search (New) | Places API
Nearby Search TomTom Nearby Search
Google Maps Get a route | Routes API
Compute Routes OpenStreetMap Routing API | GraphHopper
TomTom Calculate Route
Google Maps Search along route
Search Along Route TomTom Along Search Route

Table 1: Current API Support for Data Collection Tools in MapQaTor

ating hours. However, while these services offer
extensive geospatial data, they often struggle to
understand and process natural language queries.
This limitation hampers their effectiveness for users
seeking to obtain specific information or engage in
more complex question-answering (QA) tasks.

Recent advancements in multi-agent and tool-
augmented large language models (LLMs) demon-
strate significant promise for complex reasoning,
decision-making, and generation tasks across vari-
ous application domains, including those that inter-
act with domain-specific tools such as maps (Liu
et al., 2024; Qin et al.). Notable tasks like We-
bArena (Zhou et al.) and VisualWebArena (Koh
et al., 2024) have been proposed with practical
real-life applications involving map usage. How-
ever, despite these developments, there remains no
straightforward method for LLMs to access the vast
databases of map services. Currently, there are no
dedicated platforms designed to efficiently annotate
language-map reasoning tasks, such as question an-
swering. This gap leads to significant challenges in
creating reliable datasets for training and evaluat-
ing LLMs for geospatial reasoning tasks, as many
existing approaches rely on manual data collection
methods that result in inconsistencies, lack of re-
producibility, and difficulties in tracking the origins

of information.

To address these issues, we present MapQaTor, a
web application designed to streamline the creation
of map-based QA datasets. MapQaTor empowers
researchers to seamlessly integrate with any map
API, enabling them to gather, visualize, and an-
notate geospatial data from desired map API with
minimal setup. By caching API responses, the
platform ensures a consistent ground truth, which
enhances the reliability of the datasets, even as
real-world information evolves over time.

In summary, in this demo we have made the
following key contributions:

1. We propose a novel framework, MapQaTor,
first of its kind, which simplifies the creation
of reproducible map-based QA datasets and
reduces reliance on manual data collection
through its extensible architecture, enabling
seamless integration with any map API (e.g.,
Google Maps, Apple Maps, OpenStreetMap).

2. We provide visualization tools that facilitate
better understanding and annotation of geospa-
tial information.

3. We implement caching of API responses to
ensure a consistent ground truth, enhancing
the reliability of QA tasks over time.

4. We evaluate MapQaTor to estimate its useful-
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ness and efficiency.
We have published the code on GitHub' under
the Apache 2 license.

2 MapQaTor

MapQaTor is a web-based platform designed to
streamline the creation of reproducible, map-based
question-answering (QA) datasets that can be used
to evaluate and advance the geospatial reasoning
abilities of large language models (LLMs). By in-
tegrating with any map API, MapQaTor enables
users to efficiently gather, annotate, and visualize
map data to support complex, location-based QA
tasks. This section details the main components
of the platform, its architecture, and its unique fea-
tures. Figure 1 outlines the proposed framework,
which enables users to interact with map APIs by
submitting queries, processing responses, and vi-
sualizing data. The framework allows users to de-
sign question-answer pairs and export the dataset
in JSON format for downstream applications. The
whole working flow is shown using ten key steps.

2.1 Context Designer

The core function of MapQaTor is to generate Con-
text’ using data collection tools, enabling struc-
tured and efficient QA pair creation.

2.1.1 Data Collection Tools

MapQaTor ’s data collection framework (Figure 2)
integrates five modular tools—Text Search, Place
Details, Nearby Search, Compute Routes, and
Search Along Route—to unify diverse map API
functionalities under a standardized interface. Each
tool follows a consistent design pattern:

e Inputs: User-defined parameters (e.g., lo-
cation coordinates, filters, natural language
queries).

e Outputs: Structured API responses (e.g.,
places, routes, metadata) normalized for
downstream tasks.

* Context Integration: All inputs, raw API out-
puts, and processed data are stored as reusable
Context, preserving traceability, and enabling
QA generation.

The tools abstract API-specific complexities
through configurable adapters while maintaining

"https://github.com/mapgator/

Context refers to the data and information necessary to
design a QA pair, ensuring that the answer to each question
exists within the context.

provider flexibility. Below, we outline their roles
and workflows, with visual examples.

Text Search: Allows users to search for places by
entering free-text queries (e.g., “Eiffel Tower” or
“Starbucks near Central Park™). This tool leverages
map API search capabilities to retrieve place names,
addresses, and coordinates, making it efficient for
locating points of interest (Figure 5).

Place Details: Fetches granular metadata (e.g.,
opening hours, accessibility) for a selected location
(Figure 6). It resolves API schemas into unified
fields, supporting factual queries like “Does the
Louvre Museum offer wheelchair access?”
Nearby Search: Finds points of interest (POlIs)
near a location (Figure 7). Users can filter by price
tiers, ratings, and ranking logic, enabling spatial
QA pairs like “List nearby restaurants of Eiffel
Tower with at least a 4 rating.”

Compute Routes: Generates navigation paths be-
tween locations (Figure 8), supporting multi-stop
optimization and travel mode selection (e.g., driv-
ing, walking), with step-by-step instructions and
route metrics.

Search Along Route: Identifies POIs along a route
(Figure 9). Users specify filters and route param-
eters, enriching trip-planning contexts like “Find
gas stations along Highway 1 from San Francisco
to Los Angeles.”

2.1.2 Context Management

Each tool’s execution appends a Context entry con-
taining:
* Raw API Data: Original JSON responses for
debugging and reproducibility.
* Normalized Fields: Extracted attributes (e.g.,
coordinates, ratings) in a unified schema.
* Metadata: Timestamps, API provider, and
query parameters.
This layered organization ensures flexibility: raw
data supports provider-specific analysis, while nor-
malized fields streamline QA generation.

2.1.3 Impact on Reproducibility

The architecture guarantees that identical queries
produce the same structured outputs, even if the
underlying API changes. For example, a Nearby
Search for “restaurants near Louvre Museum” re-
turns normalized fields like rating, price, and
coordinates, regardless of whether Google Maps
or OpenStreetMap is used. This consistency is
critical for long-term dataset validity.
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Q& TextSearch

@" PlaceDetails

,fl? SearchAlongRoute

inputs = { textQuery } inputs = {id }
outputs = [ { id, displayName,
shortFormattedAddress, location }, ... ]
methods = { convertRequest,
convertResponse, suggest, retrieve }

outputs = { ... regularOpeningHours,
priceLevel, rating, accessibilityOptions .. }

methods = { convertRequest,
convertResponse, getFields }

inputs = { origin, destination, travelMode,
routeModifiers, type, minRating,
priceLevels, rankPreference,
maxResultCount }

CO:) NearbySearch

<f> ComputeRoutes

outputs = { places, routes }

inputs = { lat, Ing, type, keyword,
minRating, priceLevels, rankPreferences,
maxResultCount }

outputs = { places, routingSummaries }

methods = { convertRequest,

convertResponse }
convertResponse }

attributes = { PoiCategorySelectionField,
formatPoiCategory, allowedParams }

inputs = { origin, destination, intermediates,
travelMode, routeModifiers }

outputs = { optimizeWaypointOrder, routes }

methods = { convertRequest,

attributes = { allowedParams,
TravelSelectionField, convertTravelModeTolcon,
convertTravelModeToLabel, AvoidSelectionField }

methods = { convertRouteRequest,
convertNearbyRequest,
convertRouteResponse,
convertNearbyResponse }

attributes = { allowedParams,

TravelSelectionField, convertTravelModeTolcon,
convertTravelModeToLabel, AvoidSelectionField,
PoiCategorySelectionField, formatPoiCategory }

Figure 2: Standardized schema for data collection tools, unifying inputs, outputs, methods, and attributes.

2.1.4 Visualization Tools

For visualizing geospatial data, MapQaTor utilizes
the Google Maps JavaScript API® to display places
and routes directly on an embedded map. Users
can view places as markers and visualize route
paths (Figures 5-9). To render routes, MapQa-
Tor decodes polyline-encoded data from map APIs
into latitude-longitude coordinates using polyline
decoding algorithm #, ensuring accurate visualiza-
tion of complex routes. These visualization tools
help users understand spatial relationships, facil-
itating the creation of precise and context-aware
map-based questions.

2.2  Question Design and Annotation

The Question Design and Annotation feature in
MapQaTor facilitates the creation and manage-
ment of questions, enhancing the process of gener-
ating high-quality QA pairs (Figure 3). It supports
four answer formats: Yes/No, Single Choice, Mul-
tiple Choice, and Open Ended, allowing users to
select the format that best suits their needs. Users
can assign categories to each question, enabling
better organization and retrieval based on thematic
relevance. Also, while writing question/answer
user will get Place Name suggestions to ensure
consistency and uniqueness (Appendix E). The sys-
tem also supports Al-assisted question generation,
leveraging Gemini-2.0-Flash (DeepMind, 2025)
with few-shot prompting to automatically gener-

3ht'cps ://developers.google.com/maps/
documentation/javascript/overview

*https://developers.google.com/maps/
documentation/routes/polylinedecoder

Context: Context

Visualize Context v

(1) Detailed information of Eiffel Tower

(2) Nearby Restaurants of Eiffel Tower with a minimum rating of 4 and price levels Moderate or Expensive
(3) Optimized Driving route from Louvre Museum to Eiffel Tower via Palais Garnier, Notre-Dame Cathedral
of Paris (Avoiding tolls, highways)

Question: Question

1 will drive from Louvre Museum to Eiffel Tower via Palais Garnier, Notre-Dame Cathedral of Paris. What is
the most efficient itinerary? | want to avoid tolls and highways.

Al-Assisted
Question Generator o
Tip: Press "@" for place suggestions
Gotegors -
T o - Question Category

Answer Type

Answer Type:

Open Ended

Correct Answer:

Correct Answer

Louvre Museum -> Notre-Dame Cathedral of Paris -> Palais Garnier -> Eiffel Tower

Tip: Press "@" for place suggestions

Figure 3: QA design and annotation interface.

ate sample question from context, further enhanc-
ing the annotation process. Once QA pairs are
created, they can be evaluated using the Prompt
Design Interface (see Appendix B). This interface
allows users to structure prompts, compare model’s
responses against ground truth, and assess the per-
formance.

2.3 Context Optimization

The structured context generated by MapQaTor’s
data collection tools is often large and complex,
containing detailed raw data and numerous meta-
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Structured Context Formatted Context

Nearby Restaurants of Eiffel Tower
with a minimum rating of 4 are:
1. La Casa di Alfio | Rating: 4.5*
(4450) | Moderate | ~ 391s (473m)
2. Chez Pippo | Rating: 4.6* (4339) |
Expensive| ~ 331s (391m)
3. Firmine | Rating: 4.1* (4816) |
""" . Moderate | ~ 463s (557m)

] places: [ ...] 4. Le Bouchon | Rating: 4.1* (3156)

computeRoutes: [ ... | | Moderate | ~ 390s (477m)

searchAlongRoute: [ ... ], 5. Le New York | Rating: 4.3* (2106)
} | Moderate | ~ 976s (1146m)

textSearch: { ... },
placeDetails: { ... },
nearbySeach: [ {
locationBias: "ChlJLU...6p3I0",
type: "restaurant",
minRating: 4,

Figure 4: Comparison of structured and formatted con-
text for improved readability and reduced size.

data elements. While this structure is necessary to
ensure complete traceability and data accuracy, it
can be cumbersome when used directly in down-
stream tasks. To address this challenge, we convert
the structured context into a more formatted con-
text, which is a more compact, human-readable
version (See figure 4). This transformation retains
the key information needed for evaluating LLMs
for QA tasks, while eliminating unnecessary com-
plexity. By simplifying the context, we signifi-
cantly reduce token usage and improve processing
efficiency, making it more suitable for large-scale
evaluations and effective LLM-based analysis.

2.4 API Extensibility

New APIs can be integrated into MapQa-
Tor by extending base tool classes (e.g.,
NearbySearch) and implementing ab-
stract methods (e.g., convertRequest,
convertResponse) as shown in Figure 12.
Attributes like PolCategorySelectionField
and allowedParams (Figure 2) handle provider-
specific Ul elements, such as point-of-interest
(POI) categories, which vary across APIs (e.g.,
Google Maps vs. OpenStreetMap). To date,
MapQaTor has integrated 20 APIs from 6
providers (Table 1), including both paid and free
options. This modular design ensures adaptability
to diverse map APIs while maintaining a consistent
user experience.

2.5 Secure API Handling

MapQaTor ’s backend securely mediates interac-
tions between frontend tools (e.g., Nearby Search,
Text Search) and third-party map APIs through two
critical steps:

Tool-to-Backend Requests: As shown in Fig-
ure 12, frontend tools send API-agnostic re-

quests containing credential placeholders (e.g.,
key:TOMTOM_API_KEY) and provider-specific pa-
rameters.

API Key Injection: The backend replaces place-
holders with environment-stored credentials. Sen-
sitive keys are never exposed in client-side code.

2.6 Caching Mechanism

To enhance efficiency and ensure consistency,
MapQaTor caches API responses in a PostgreSQL
database. This caching mechanism not only re-
duces the number of repeated API calls, saving
time and resources, but also ensures that the ground
truth data remains consistent over time. By stor-
ing API responses, the platform enables efficient
retrieval of previously fetched data, which is partic-
ularly valuable when querying the same locations
or routes multiple times. The caching mechanism
thereby contributes to faster performance and more
reliable QA dataset creation, even as real-world
map data continues to evolve.

2.7 Application Scenarios

MapQaTor is primarily designed to support the cre-
ation of both training and evaluation datasets for
geospatial question answering (QA), enabling the
benchmarking (See Section 3.2) and improvement
of large language models (LLMs) in geospatial rea-
soning tasks. In addition to evaluation, MapQaTor
can be used to create high-quality training datasets
for supervised fine-tuning (SFT) and alignment.
Using MapQaTor’s extensible architecture, users
have the flexibility to evaluate the richness and ca-
pabilities of any available map services.

3 Experiments and Evaluation

3.1 Comparison with Manual Methods

We conducted a controlled experiment to quantify
MapQaTor ’s efficiency gains in geospatial data
collection compared to manual methods. Two final-
year undergraduate (BSc) students with Google
Maps experience performed four geospatial tasks
both manually and via MapQaTor. The results
(Table 2) demonstrate a significant improvement in
data retrieval speed, with MapQaTor requiring at
least 30 times less time than the manual approach.
Task Definitions Four core geospatial operations
were evaluated:
e Place Details: Retrieve name, address, rat-
ing, opening hours, reviews for the Louvre
Museum



* Nearby Search: List 20 nearby restaurants of
Louvre Museum, sorted by distance
¢ Compute Routes: Generate two alternative
driving routes from Eiffel Tower to Louvre
Museum
* Search Along Route: List 20 restaurants
along the driving route from Eiffel Tower to
Louvre Museum.
Manual Method
+ Used Google Maps® web interface
* Copied data to spreadsheets with exact format-
ting
» Repeated 5 times per task per participant, with
the median time recorded to mitigate outliers.
Automated Method
» Executed via MapQaTor ’s Web Interface
* Used identical search parameters

Task \ MapQaTor \ Manual
Place Details 10.17 sec 487 sec
Nearby Search 12.50 sec 456 sec
Compute Routes 14 sec 516.5 sec
Search Along Route | 15.66 sec 476 sec

Table 2: Quantitative comparison between our system
and manual methods.

3.2 The MapEval Benchmark

To evaluate the annotation quality, we introduce
MapEval (Dihan et al., 2025), a benchmark de-
signed to evaluate LLMs on geospatial reasoning
tasks. One of its evaluation settings, MapEval-
Textual®, assesses model performance by prompt-
ing LLMs with context and a question, then com-
paring their responses to the annotated ground truth.
This evaluation used 300 MCQs annotated using
MapQaTor to benchmark 19 LLMs (e.g., Claude-
3.5-Sonnet, GPT-40, Gemini-1.5-Pro). Preliminary
results (Table 3) reveal significant gaps in model
performance on complex spatial tasks, demonstrat-
ing the value of MapQaTor in generating high-
quality datasets for benchmarking.

MapQaTor’s caching mechanism was key in an-
notating the dataset within the Google Map API’s
free tier limit, while the visualization feature im-
proved annotation accuracy and human evaluation.
In MapEval-Textual, two human evaluators, who
were not involved in the annotation process, an-

5https://www.google.com/maps
Shttps://huggingface.co/datasets/MapEval/
MapEval-Textual

swered the same 300 MCQs, achieving an aver-
age accuracy of 86.67%—more than 20% higher
than the top-performing models (Table 3). This
disparity is attributed to MapQaTor’s context vi-
sualization feature (Section 2.1.4). While LLMs
only had access to textual context, lacking visual-
ization capabilities, humans were able to leverage
the embedded map to interpret the spatial context.

Model Accuracy (%)
Claude-3.5-Sonnet 66.33
Gemini-1.5-Pro 66.33
GPT-40 63.33
Human (with MapQaTor) | 86.67

Table 3: MapEval-Textual Performances

In MapEval-Textual, LLMs were prompted with
Formatted Context (Section 2.3). Statistics for
the 300 MCQs reveal that the average length of
Structured Context is 17,534 characters, while the
Formatted Context is just 2,536 characters—an
85.54% reduction. This not only demonstrates
MapQaTor’s space efficiency but also significantly
lowers evaluation costs, as the cost is based on the
number of tokens processed.

4 Related Works

Recent research has highlighted the potential of
map data in mimicking real-world planning tasks
through various tools (Xie et al., 2024; Zheng et al.,
2024). Additionally, studies emphasize the sig-
nificance of caching API call results to establish
a stable database for evaluation purposes (Guo
et al., 2024; Xie et al., 2024). The development
of web-based platforms for integrating geospatial
data has also been explored, focusing on stream-
lining data collection and enhancing the usability
of geospatial information for research and develop-
ment (Choimeun et al., 2010; Cai and Hovy, 2010;
Zheng et al., 2014).

While tool-calling datasets like ToolBench (Qin
et al.) and APIBank (Li et al., 2023) include
location-based tasks, their data collection processes
lack traceability and reproducibility. This limita-
tion highlights a significant gap in the current land-
scape: the development of datasets for geospatial
question answering is still in its infancy. Exist-
ing resources often fail to capture the rich contex-
tual information provided by modern map services.
Therefore, there is a pressing need for innovative
approaches that effectively leverage the extensive
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data available from map services to create compre-
hensive geospatial QA datasets.

5 Conclusion

In this paper, we have proposed a novel frame-
work, MapQaTor, first of its kind, to automati-
cally fetch rich contextual map service data, which
forms the basis to develop language-map bench-
mark datasets for evaluating SoTA LLMs. Our
developed web platform simplifies data collection
for users by offering precise spatial information,
user-friendly search, and efficient data retrieval by
using Map APIs. Our application also enables user
to create geospatial questionnaire. Experimental
evaluation suggests that MapQaTor is highly ef-
fective in developing geospatial question answer
datasets. We believe this approach introduces a
new task in geospatial question answering, which
has the potential to open a new research direction
in the intersection of language models and spatial
reasoning.

Limitations

Despite the capabilities of MapQaTor, several limi-
tations should be acknowledged. The platform uti-
lizes several paid map APIs, which may incur costs
based on usage. During the current public demon-
stration period, users can explore its features with-
out immediate expenses; however, in the long run,
users will need to host the platform independently
and integrate their own API keys to access paid
functionalities. This requirement necessitates an
understanding of the pricing structures associated
with the various APIs, potentially impacting acces-
sibility for some users. The platform’s functionality
is heavily dependent on the availability and stability
of external map APIs, meaning that any changes,
deprecations, or invalid API keys can negatively
impact performance. The quality of the generated
QA pairs is contingent on the retrieved data and
users’ ability to formulate meaningful questions,
which can introduce variability in dataset quality.
The evaluation metrics used might not encompass
all aspects of usability, possibly overlooking qual-
itative user feedback. In addition to map service
data, other platforms such as Trip Advisor can also
be a rich source of additional context for geospatial
queries.
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erated prompt, ground truth answers, and Gemini’s
response for comparison. Figure 10 illustrates this Figure 9: Search places along a route
process.

Traffic Awareness Setting: Routing APIs are set
to "TRAFFIC_UNAWARE," ensuring consistent
travel times by ignoring real-time traffic.

To ensure reproducibility, MapQaTor removes tem-  Exclusion of Transit Mode: The "TRANSIT"
poral variations in routing by: mode is excluded to prevent variability from sched-

C Exclusion of Temporal Variations in
Routing APIs



Prompt Designer

Context Text JSON

Information of Louvre Museum:
Location: 48.8606111, 2.337644
ShortFormattedAddress: Cour Carrée, Paris
AccessibilityOptions: Wheelchair Accessible Entrance, Whi
BusinessStatus: Operational
GoogleMapsUri: https://maps.google. com/?cid=133638656203!
PrimaryType: Museum

Context:

Question PrimaryType: Museum

Fastest time to go from Louvre Museum to Eiffel Tower by
car?

Rating: 4.7 ratings

Good

Prompt Designer

ching
foNal

Generated Prompt (5533 chars)

Information of Louvre Museum:
Location: 48.8606111, 2.337644
ShortFormattedAddress: Cour Carrée, Paris

BusinessStatus: Operational
GoogleMapsUri: https://maps.google.com/2cid-133638

InternationalPhonelumber: +33 1 40 28 53 17
NationalPhonelumber: @1 4@ 20 53 17
Pricelevel: Unspecified

AllowsDogs: Does not allow Dogs
CurbsidePickup: No Curbside Pickup

X
53 copy Options: Ground Truth
(1) 14 mins (2) 15 mins @
AccessibilityOptions: Wheelchair Accessible Entrance, Whi (3) 16 mins (4) 17 mins
Gemini Response
(2) 15 mins

RegularOpeningHours: Monday: 9:80 AM - 6:00 PM, Tuesday:
UserRatingCount: 320481
WebsiteUri: https://wmu.louvre.fr/

Gemini's Response

Choices . .
Delivery: No Delivery
D 14 m DineIn: Dine In Not Available
(1) 14 mins EditorialSummary: N/A
(2) 15 mins EuChargeOptions: N/A
(3) 16 mins FuelOptions: N/A
(8) 17 mins

GoodForChildren: Good for Children

GoodForGroups: fatsaad farGrauns.

Generated Prompt

@ ASK GEMINI

Figure 10: The figure illustrates prompt creation, ground truth comparison, and Gemini’s response assessment.

ule changes.
Benefits:
* Ensures consistent responses for identical
queries.
* Focuses evaluations on spatial reasoning, not
real-time changes.
* Provides a stable baseline for model bench-
marking.
These measures enable reliable and reproducible
geospatial evaluations in MapQaTor .

D API Extension Mechanism

Figure 12 demonstrates how new map services are
integrated by extending MapQaTor ’s core tools:

E Place Name Suggestion

Using the TextSearch tool, annotators can retrieve
place names. While writing a question or answer,
pressing '@’ suggests available place names, en-
suring consistency between context and QA pairs.

Question 1:

1 will drive from @ to Eiffel Tower via Palais Garnier, Cathédrale Notre-Dame de Paris. What is the most
efficient itinerary? | want to avoid tolls and highways.

Tip: Press "@ for place suggestions

Cathédrale Notre-Dame de Paris

Palais Garnier

Louvre Museum

Eiffel Tower

class TomTomApi extends TextSearch {
constructor () {
super () ;
this.family =
}

"tomtom"”;

convertRequest = (query) => {
return {
url: "https://api.tomtom.com/

n

search/2/poiSearch/”

json",

method:

params:
key: "key:TOMTOM_API_KEY",
limit: 5,
language:

3,

L
T

+ query +

"GET"
{

”en—US",

convertResponse
const places
place) => ({
id: place.id,
displayName:
text:
}7
shortFormattedAddress: place.
address. freeformAddress,
location: {
latitude:
longitude:
}7
)
return { places };

I

(data) => {
data.results.map ((

{

place.poi.name,

place.position.lat,
place.position.lon,

Figure 11: Suggesting available places from the context.
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Figure 12: Extending Text Search for TomTom API
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Abstract

A persistent challenge in Al is the effective in-
tegration of material and formal inference — the
former concerning the plausibility and contex-
tual relevance of arguments, while the latter
focusing on their logical and structural valid-
ity. Large Language Models (LLMs), by virtue
of their extensive pre-training on large textual
corpora, exhibit strong capabilities in material
inference. However, their reasoning often lacks
formal rigour and verifiability. At the same
time, LLMs’ linguistic competence positions
them as a promising bridge between natural
and formal languages, opening up new oppor-
tunities for combining these two modes of rea-
soning. In this paper, we introduce PEIRCE, a
neuro-symbolic framework designed to unify
material and formal inference through an it-
erative conjecture—criticism process. Within
this framework, LLMs play the central role of
generating candidate solutions in natural and
formal languages, which are then evaluated
and refined via interaction with external cri-
tique models. These critiques include symbolic
provers, which assess formal validity, as well
as soft evaluators that measure the quality of
the generated arguments along linguistic and
epistemic dimensions such as plausibility, co-
herence, and parsimony. While PEIRCE is a
general-purpose framework, we demonstrate
its capabilities in the domain of natural lan-
guage explanation generation — a setting that
inherently demands both material adequacy and
formal correctness.

1 Introduction

A core challenge in Artificial Intelligence (Al) is
the integration of material and formal inference
(Mahowald et al., 2024; Guo et al., 2025; Cheng
et al., 2025; Dasgupta et al., 2022; Valentino and
Freitas, 2024b; Hamilton et al., 2024; Kambham-
pati et al., 2024). Drawing from classical distinc-

“Equal contribution. For Marco Valentino, the work was
done at Idiap under the NeuMath project.
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tions in logic and philosophy of science (Brandom,
1994; Haack, 1978), formal inference concerns the
structural validity of arguments — whether conclu-
sions follow necessarily from a set of premises
according to fixed syntactic rules — while mate-
rial inference is concerned with the plausibility of
those arguments and their grounding in background
knowledge, context, and domain-specific assump-
tions. Despite their complementary nature, these
forms of inference are typically handled by distinct
types of systems in Al: symbolic provers for for-
mal reasoning, and statistical or neural models for
material inference.

Recently, the advent of Large Language Mod-
els (LLMs) offers new opportunities for bridging
these two modalities (Xu et al., 2024; Gandarela
et al., 2024; Morishita et al., 2024; Ranaldi et al.,
2025). Their linguistic fluency and access to broad
world knowledge, in fact, enable them to gener-
ate candidate solutions that approximate material
reasoning. Simultaneously, emerging work has
shown that LL.Ms can support autoformalisation,
translating natural language content into structured
logical forms suitable for downstream symbolic
verification (Quan et al., 2024b; Pan et al., 2023;
Olausson et al., 2023; Jiang et al., 2024; Kirtania
et al., 2024). This creates an opportunity for hybrid
neuro-symbolic architectures that leverage the in-
terpretive strengths of LL.Ms alongside the rigour
of symbolic solvers.

This paper presents PEIRCE, a modular and ex-
tensible framework for modelling iterative reason-
ing workflows that unify material and formal infer-
ence. PEIRCE implements a conjecture—criticism
cycle, in which LLMs generate candidate solutions
in natural and formal languages, and a suite of ex-
ternal critique models — ranging from formal proof
assistants to linguistic and semantic evaluators —
assessing the quality of the generated solutions
according to multiple criteria, including logical va-
lidity, plausibility, coherence, and parsimony.
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Figure 1: Overall architecture of PEIRCE. The framework provides an extensible and modular environment for
unifying material and formal inference in natural language via a conjecture-criticism process. PEIRCE supports
controllability and formal error correction mechanisms for implementing a complete end-to-end iterative refinement

pipeline for explanatory arguments generated by LLMs

To demonstrate the capabilities of PEIRCE, we
focus on the task of natural language explanation
generation as a representative case study. Expla-
nations constitute a particularly useful testbed for
reasoning, as they must simultaneously satisfy for-
mal and material constraints (Valentino and Freitas,
2024a). We evaluated the framework across sev-
eral domains and datasets spanning from textual
entailment (Camburu et al., 2018), scientific ques-
tion answering (Jansen and Ustalov, 2020; Dalvi
et al., 2021), and clinical hypothesis verification,
showing how PEIRCE effectively enables the gen-
eration, evaluation and refinement of high-quality
explanatory arguments.

2 PEIRCE: Unifying Material and
Formal Reasoning

PEIRCE provides an extensible and modular envi-
ronment for modelling and unifying material and
formal reasoning via a conjecture-criticism cycle.
The overall architecture of PEIRCE is illustrated
in Figure 1. The core functionality offered by the
framework is the automation of an iterative refine-
ment pipeline for natural language inference tasks
in different domains. This pipeline is typically
organised into three distinct stages implemented
through the orchestration of customisable compo-
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nents — i.e., (1) retrieval-augmentation, (2) mate-
rial inference, and (3) verification and critique.
Given an NLI problem as input (e.g., answer-
ing a question, predicting an entailment relation,
verifying a scientific claim or a hypothesis, etc.),
the first stage in the process involves querying ex-
ternal knowledge bases (Section 2.1) via retrieval
models (Section 2.2) to select relevant premises
to support reasoning. Subsequently, the retrieved
knowledge can be provided in context to a genera-
tive model to generate an approximate solution in
natural language (Section 2.3). The solution pro-
posed by the generative model is then criticised
by a suite of hard and soft critique models, which
might use an internal formalisation stage (Section
2.4). The critiques’ feedback can then be fed back
to the generative model to refine the solution in the
next iteration and improve its quality (Section 2.5).
PEIRCE provides abstract interfaces to instanti-
ate and customise the iterative refinement pipeline,
facilitating modularity and extensibility.

2.1 Data Model

PEIRCE integrates a data model interface designed
for storing and retrieving knowledge from corpora
of annotated premises. The data model is designed
to be general, efficient, and extensible in order to
cover a diverse set of knowledge bases supporting



explanatory reasoning in different domains.

A knowledge base consists of a sequence of
statements that can be loaded and navigated as a
collection. A statement is a single fact, a sentence,
or a claim (e.g., “The ‘(set) difference’ between
two sets S and 7' is written S \ 7', and means...”),
which may refer to concrete entities, and may
be linked to a set of premises (other statements)
which together constitute an explanation of why
the statement holds (see Figure 4).

This recursive structure facilitates access to mul-
tiple datasets in a unified format oriented towards
explanatory reasoning. It is implemented in the
form of the Simple Statement Knowledge Bases
(SSKB) python package', illustrated in Figure 4.
SSKB includes loaders for a few popular NLI
datasets, such as e-SNLI (Camburu et al., 2018),
WorldTree (Jansen et al., 2018), ProofWiki (Fer-
reira and Freitas, 2020), EntailmentBank (Dalvi
et al., 2021), and NLI4CT (Jullien et al., 2023a,b,
2024) and also facilitates linguistic annotations
through its compatibility with the Simple Anno-
tation Framework (SAF)? NLP package.

2.2 Retrieval Models

In order to support the retrieval of relevant premises
for reasoning from the knowledge base, PEIRCE
provides an interface for implementing a suite
of retrieval models, including sparse (i.e., BM25
(Robertson et al., 1995)), dense (i.e., Sentence-
Transformers (Reimers and Gurevych, 2019)) and
hybrid models specialised for explanatory infer-
ence (i.e., Unification and SCAR (Valentino et al.,
2021b, 2022b)). The retrieval models are fully in-
tegrated with the data model to enable a dialogue
with external corpora. Moreover, PEIRCE supports
the creation of hybrid ensembles between retrieval
models, allowing for a weighted ranking function
(see Appendix B.2 for a concrete example).

2.3 Generative Models

PEIRCE implements a suite of classes to efficiently
prompt and manage the adoption of different fam-
ilies of LLMs. In particular, PEIRCE supports
full compatibility with OpenAI® and Huggingface*
models. Different specialised classes following the
same abstract interface facilitate reusability and
extensibility for prompting LLMs for iterative re-

1https ://github.com/neuro-symbolic-ai/SSKB
2https ://github.com/dscarvalho/saf

3https ://openai.com/index/openai-api/
*https://huggingface.co/models
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finement. The generative models internally use
a class for dynamic prompting management that
allows for the runtime instantiation of specific vari-
ables. This mechanism allows for the definition
of a single prompt template that can be adapted
at execution time to run experiments on different
NLI problems (see Appendix B.3 for a concrete
example).

2.4 Critique Models

The critique models are at the core of the itera-
tive refinement process implemented in PEIRCE,
representing the mechanism adopted to identify er-
rors, inconsistencies and to determine the quality
of the solutions generated by the LLMs. To fa-
cilitate their implementation and reuse, PEIRCE
provides a suite of critique models, which can be in-
stantiated and invoked through a common interface.
In particular, PEIRCE provides the possibility of
implementing both hard and soft critiques (Kamb-
hampati et al., 2024; Dalal et al., 2024).

A hard critique model is responsible for verify-
ing formal aspects of the reasoning, such as logical
validity, and typically returns a discrete value (i.e.,
1 or 0) that characterises the correctness of a spe-
cific aspect. Because of their formal nature, hard
critique models may use an internal formalisation
process to convert natural language into machine-
verifiable languages (e.g., first-order logic). A soft
critique model, on the other hand, is responsible for
analysing linguistic and stylistic aspects of the gen-
erated solution (e.g., simplicity, uncertainty) and
returns a normalised continuous score that quanti-
fies the presence of a particular feature. Contrary
to hard critique models, soft critiques do not typi-
cally require formalisation and operate directly on
generated arguments in natural language.

A series of information can be returned within
a critique model’s output depending on its nature,
including a quality score in the case of a soft cri-
tique or the results of a formal verification (e.g.,
a logical proof) in the case of a hard critique. A
concrete example of implementation is available in
Appendix B.4.

2.4.1 Hard Critiques

Following recent work on the integration of LLMs
and proof assistants for the verification and re-
finement of explanations (Quan et al., 2024b,a),
PEIRCE provides a built-in implementation of hard
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Science QA Premise Selection

BM25 22.84 10.18
Unification 30.40 24.45
BM25 + Unification 38.72 27.09

Table 1: Explanation retrieval results (i.e., MAP) for
science question answering (i.e., WorldTree) and natural
language premise selection (i.e., ProofWiki).

critique models based on Isabelle’ and Prolog®.

These models use an internal formalisation pro-
cess (through LLMs) to convert the NLI problem
and the generated explanatory argument into a for-
mal theory (through axioms and theorems) and
verify, using a proof assistant or a symbolic solver,
whether the generated solution logically entails the
problem. If this is the case, the critique models
will judge the solution as logically valid and will
return the proof tactics found by the solver. If a
proof cannot be found, the critique models return
a detailed feedback describing the steps in which
the proof construction has failed, allowing for error
correction in a subsequent iteration.

The following is an example of proof tactics
returned by the IsabelleSolver after successful
verification:

I 'proof tactics': ['Sledgehammering
. , 'cvc4 found a proof...",
cvc4d: Try this: using assms
explanation_1 explanation_2 by
blast (1 ms)', 'vampire found a
proof..."', 'vampire: Found
duplicate proof', 'spass found a
proof..."', 'spass: Found
duplicate proof', 'zipperposition

found a proof..."', '

zipperposition: Found duplicate
proof ', 'Done']

' 1

2.4.2 Soft Critiques

Soft critiques are inspired by argumentation theory
(van Eemeren et al., 2014) and philosophical ac-
counts of inference to best explanation (Thagard,
1978; Lipton, 2017). Such methods can be adopted
to qualify explanatory arguments and provide com-
parable selection criteria to identify the best solu-
tion amongst competing hypotheses. PEIRCE pro-
vides a built-in implementation of the parsimony,
coherence, and uncertainty critique models intro-
duced by Dalal et al. (2024).

Parsimony. Also known as Ockam’s razor, parsi-
mony favours arguments with the fewest assump-

Shttps://isabelle.in.tum.de/
https://www.swi-prolog.org/
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tions and premises. This soft critique model is
implemented computing the concept drift, which
measures the number of new concepts and entities
not present in the original NLI problem that are
introduced in the generated solution.

Coherence Coherence evaluates the intermedi-
ate entailment relationships between the generated
premises, favouring arguments that introduce con-
ditional clauses that are more plausible. Specifi-
cally, this critique model adopts a pre-trained tex-
tual entailment model to measure the average en-
tailment strength (through the predicted entailment
score) over generated if-then clauses in an explana-
tory argument.

Uncertainty Uncertainty evaluates the plausibil-
ity of a generated argument via explicit linguistic
signalling expressions. In particular, this critique
models analyses hedging words such as probably,
might be, and could be that typically signal ambi-
guity and are often used when the truth condition
of a statement is unknown or probabilistic. This
critique model adopts a fine-tuned model which
analyses hedging language to establish the degree
of uncertainty in the generated statements (Pei and
Jurgens, 2021).

2.5 Iterative Refinement

Finally, PEIRCE provides a customisable class for
iterative refinement that flexibly combines the com-
ponents responsible for each intermediate stage.
In particular, a class named RefinementModel
is responsible for orchestrating retrieval models,
LLMs, and critique models to perform solution re-
finement for a fixed number of iterations. If the cri-
tique model performs a hard critique (e.g., Isabelle),
the refinement process ends when the generated ar-
gument can be formally verified (e.g., a proof is
found). After the refinement, the output of the cri-
tique models, as well as the solution produced at
each iteration step, will be returned. An example
of implementation can be found in Appendix B.5.

3 Empirical Evaluation

We performed experiments to showcase PEIRCE’s
applicability to explanation-based NLI problems in
different domains. In particular, we adopt PEIRCE
to reproduce relevant models for natural language
explanation generation, focusing on explanation re-
trieval, neuro-symbolic refinement of explanations
for NLI, and inference to the best explanation with
LLMs.
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Figure 2: Explanation refinement results via hard critique using GPT-40 and Isabelle (i.e., number of successfully

verified explanations after a maximum of 10 iterations).

Dataset Problem Explanation Iteration Validity
e-SNLI  Premise: An infant is in a crib and crying. if the infant is crying, it can be assumed that 0 Invalid
Hypothesis: A baby is unhappy. they are unhappy.
if the infant is crying, it can be assumed that 1 Valid

they are unhappy. An infant is a type of
baby.

Table 2: An example of how the explanations in e-SNLI can be refined via hard critique (i.e., GPT-40 and Isabelle).

3.1 Explanation Retrieval

For explanation retrieval, we measure the per-
formance of BM25 (Robertson et al., 2009), the
Unification-based retrieval model (Valentino et al.,
2021b, 2022b), and an ensemble between the two
on Science Question Answering (QA) and Nat-
ural Language Premise Selection. To this end,
we measure the Mean Average Precision (MAP)
of the retrieved explanatory premises on 50 ran-
domly selected examples from the WorldTree cor-
pus (for Science QA) (Jansen et al., 2018; Jansen
and Ustalov, 2020; Thayaparan et al., 2021) and
ProofWiki (for Premise Selection) (Ferreira and
Freitas, 2020; Valentino et al., 2022a). The re-
sults, reported in Table 1, confirm the impact of
the Unification-based retrieval model reported in
previous work (Valentino et al., 2021a, 2022¢,b),
also demonstrating the benefit of performing an
ensemble between the models.

3.2 Iterative Refinement via Hard Critique

Using the built-in implementation of the refinement
model and the hard critique based on Isabelle, we
reproduced the iterative refinement pipeline intro-
duced by (Quan et al., 2024b) on different domains
(i.e., general textual entailment on e-SNLI (Cam-
buru et al., 2018), science questions on Worldtree
(Jansen et al., 2018), and clinical explanations an-
notated by domain experts). In particular, Figure
2 shows the number of natural language explana-
tions that can be successfully verified and refined
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through the interaction of GPT-40(Achiam et al.,
2023) and Isabelle (Nipkow et al., 2002) after a
maximum of 10 iterations. Qualitative examples of
the results of the refinement process are provided
in Tables 2 and 4.

3.3 Inference to the Best Explanation via Soft
Critique

Finally, we demonstrate how soft critique models
can be used to perform inference to the best expla-
nation with LLMs (Dalal et al., 2024). Here, we
consider the task of cause and effect prediction in
a multiple-choice setting, where given a question
and two competing candidates, the LLM must de-
cide which is the most plausible answer. To this
end, 20 causal questions were sourced from COPA
(Gordon et al., 2012). GPT-40 and GPT-3.5 are
then tasked with generating causal explanations for
each candidate, which are then evaluated using the
soft-critique criteria (Section 2.4.2). The best ex-
planation is selected via a majority vote through the
soft-critique scores (see example in Table 3). For
comparison, LL.M-as-judge baselines are provided
in Figure 3a, with the results of the soft critique
metrics reported provided in Figure 3b.

3.4 Related Work

Neuro-symbolic reasoning models integrate neural
networks with symbolic solvers to provide a reli-
able and verifiable reasoning process for complex
downstream tasks (e.g., multi-hop reasoning, scien-
tific question-answering) involving large datasets
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Figure 3: Accuracy in identifying the explanation associated with the correct answer via different soft critique
models (i.e., parsimony, coherence and uncertainty in IBE vs. GPT-as-judge).

The cat chased the bird? What was the effect?
A) The bird flew away. B) The bird caught a worm

Explanation 1 Scores

Explanation 2 Scores

If a cat chases a bird, then the bird may perceive a threat.
If the bird perceives a threat, then it is likely to take
evasive action to escape.

If the bird takes evasive action to escape, then it may

fly away from the area. Coherence: 0.25

If a cat chases a bird, then the bird may become

startled or distracted.

If the bird is startled or distracted, then it may stop
focusing on its current activity, such as foraging for food.

If the bird stops focusing on foraging, then it may Coherence: 0.09

GPT-40 D oa - Parsimony: 6 inadvertently come across other food sources, such as worms. Parsimony: 9
If the bird flies away from the area, then it will no longer . . . . .
. L Uncertainty: 1.03  If the bird comes across a worm, then it may catch the worm Uncertainty: 2.33
be in the vicinity of the cat. as a food source
Therefore, since the cat chased the bird, the bird perceived . . L
. R . Therefore, since the cat chased the bird, causing it to become
a threat and took evasive action by flying away to escape . . .
. startled and stop foraging, the bird may have inadvertently caught
from the cat. A, .
a worm as a result of this distraction.
If the cat chased the bird, then the bird may have been alerted
. . and flown away.
Ifacat .Chases a bird, then the blr.d may feel threatened. If the bird flew away, then it may have landed on the ground to
If the bird feels threatened, then it may try to escape.
If the bird tries to escape. then it may fly awa Coherence: 0.06  search for food. Coherence: -0.05
GPT-3.5 pe, Y Iy - Parsimony: 1 If the bird landed on the ground to search for food, then it may Parsimony: 2

Therefore, since the cat chased the bird, causing it to
feel threatened, the bird likely flew away as a natural
response to escape from the perceived danger.

Uncertainty: 1.39

have caught a worm.

Therefore, if the cat chased the bird, causing it to fly away and land
on the ground to search for food, it is plausible that the bird caught a
worm during its search.

Uncertainty: 1.65

Table 3: An example of evaluating competing explanations via IBE using different soft critiques.

(Minervini et al., 2020; Kalyanpur et al., 2020; Shi
etal., 2021; Wang and Pan, 2022; Weir et al., 2024).

Several studies have proposed differentiable
solvers that enhance both the robustness of rule-
based models and the interpretability of neural mod-
els (Rocktéschel and Riedel, 2017; Manhaeve et al.,
2018; Weber et al., 2019; Thayaparan et al., 2022).
More recently, integrating LLMs with logical rea-
soners has demonstrated significant effectiveness
on natural language datasets (de Souza et al., 2025;
Dalal et al., 2024; Lyu et al., 2023).

Research efforts have applied LLMs for aut-
oformalisation, converting natural language into
first-order logic forms, and subsequently employ-
ing symbolic provers on logical reasoning datasets
(Pan et al., 2023; Olausson et al., 2023; Jiang et al.,
2024). Quan et al. (2024b) integrated LLMs with
external theorem provers for open-world natural
language inference tasks to verify and refine natu-
ral language explanations.

Our research incorporates soft and hard critique
models that uses various symbolic solvers and
LLMs to evaluate logical and linguistic features,
ensuring delivering logically valid, sound, and con-
sistent explanations.

3.5 Conclusion & Future Work

This paper introduced PEIRCE, a framework that
provides an extensible and modular environment
for unifying material and formal inference in natu-
ral language via a conjecture-criticism process.

PEIRCE supports controllability and formal er-
ror correction mechanisms for implementing a com-
plete iterative refinement pipeline for explanatory
arguments generated by LLMs. We hope the re-
lease of PEIRCE will facilitate new research on
neuro-symbolic applications driven by LLMs.

In future work, we plan to extend the suite
of ready-to-use knowledge resources and critique
models in the framework as well as integrate

16



PEIRCE with a supervised fine-tuning and rein-
forcement learning pipeline to leverage the feed-
back generated by the critique models and the re-
fined solution for training.
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Figure 4: UML diagram of the Simple Statement Knowl-
edge Bases (SSKB) package. The classes at the bottom
implement loading facilities for popular NLI datasets.

for Computational Linguistics (Volume 1: Long Pa-
pers), pages 13326-13365, Bangkok, Thailand. As-
sociation for Computational Linguistics.

A Explanation Refinement Examples

Table 4 shows additional examples of iterative re-
finement via hard critique (i.e. GPT-40 and Is-
abelle) on Worldtree and clinical explanations.

B Implementation Details

B.1

Data Model

The following code snippet shows an example of
how to use SSKB to load data from external expla-
nation corpora (i.e., WordlTree):

1

5

from sskb import WorldTreeKB

3 kb = WorldTreeKB ()

4

5

6

8

9

# Retrieve the individual facts in
the corpus

facts_kb = [stt for stt in kb if (
stt.annotations["type”] == "fact”

)]

# Retrieve the questions in the test
set

test_questions = [stt for stt in kb
if (stt.annotations["type"] ==
question” and stt.annotations[”
split”] == "test")]

"

# Retrieve a complete explanation
explanation = [p.surface for p in
test_questions[42].premises]

20

B.2 Retrieval Models

An example of how to instantiate and query the
data model via BM2S5 is presented below:

from retrieval.bm25 import BM25Model

1
s # Initialize BM25 model
4 bm25 = BM25Model (facts_kb)

6 # Construct the list of queries

7 queries = [q.surface for q in
test_questions]

8

9 # Compute BM25 ranking and scores

10 res_bm25 = bm25.query(queries)

An example of how to instantiate and query the
data model using an ensemble model is presented
below:

1 from retrieval.ensemble import
EnsembleModel

3 # Initialise the ensemble model
4+ ensemble_model = EnsembleModel (
5 [bm25, unification],

6 weights = [0.8, 0.2]

7 )

B.3 Generative Models

An example of how to prompt GPT-40 for explana-
tion generation is provided below:

I from generation.generative_model
import GPT

3 # Parameters for prompting

4+ api_key = "personal key"”

5 prompt_file = "explanation_prompt.
txt”

7 # Input problem
s hypothesis = "I pricked the baloon.”
9 conclusion = "The balloon expanded.”

11 # Initialise the model
2 1lm = GPT('gpt-40', api_key)

14 # Generate an explanation

5 explanation = 1llm.generate(
16 prompt_file,

17 hypothesis,

18 conclusion

19 )

An example of a dynamic prompt is provided
below, with hypothesis and conclusion acting
as variables that can be specified at runtime

I You are an expert on causal
reasoning
and explanation. You will use causal
3 knowledge and commonsense to provide
4 logical explanations for the
provided
5 causal reasoning scenarios.

o



Dataset Problem Explanation Iteration Validity
WorldTree Hypothesis: Being able to read is an example Usually people learn how to read and write in school. trait is synonymous with 0 Invalid
of a learned trait. characteristic. inherited characteristics are the opposite of learned characteristics;

acquired characteristics. inheriting is when a inherited characteristic is copied; is
passed from parent to offspring by genetics;DNA.

Usually, people learn how to read and write in school, and activities learned in 2 Valid
school are considered learned characteristics. Trait is synonymous with character-

istic. Inherited characteristics are the opposite of learned characteristics. Learned

characteristics are also known as acquired characteristics. Inheriting is when an

inherited characteristic is copied or passed from parent to offspring by genetics or

DNA. Learned characteristics are synonymous with learned traits.

Clinical Hypothesis: BRCA2 is a human protein in- BRCAZ2 is a human protein involved in homologous recombination repair. Homol- 0 Invalid
volved in double strand break DNA break repair ogous recombination repair is a double strand break DNA repair process wherein
via homologous recombination repair. damaged DNA is replaced by undamaged homologous molecules from sister chro-

matids or paternal/maternal copies of chromosomes.

BRCAZ2 is a human protein involved in homologous recombination repair. Homol- 2 Valid
ogous recombination repair is a method used in double strand break DNA repair,
wherein damaged DNA is replaced by undamaged homologous molecules from sister
chromatids or paternal/maternal copies of chromosomes. BRCA2’s involvement in
homologous recombination repair directly contributes to double strand break DNA

repair.

Table 4: Examples of iterative explanation refinement for WorldTree and clinical explanations using GPT-40 and

Isabelle.

7 For the hypothesis and conclusion

s provided in the test example, let's
9 think step-by-step and generate an
10 explanation...

2 Test Example:

14 Hypothesis: {hypothesis}
15 Conclusion: {conclusion}

B.4 Critique Models

An example of how to instantiate a hard critique
model via an external Isabelle solver and GPT-40
as formaliser is provided below:

I from critique.isabelle import
IsabelleSolver

)

3 # Example from e-SNLI

4 premise = "A couple playing with a
little boy on the beach.”
5 hypothesis = "A couple are playing
with a young child outside."”
6 explanation = "little boy is a young
child."”

s # Initialise the model
9 1Im = GPT('gpt-40', api_key)

11 # Initialise the critique model
12 isabelle = IsabelleSolver(

13 generative_model = 1lm,

14 isabelle_session = 'HOL'

15 )

16

17 # Perform the critique

18 res = critique_model.critique(
19 hypothesis,

20 premise,

21 explanation

22 )

B.5 Iterative Refinement

An example of how to instantiate a complete refine-
ment process for 10 iterations is provided below:
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from refinement.refinement_model
import RefinementModel

# Initialise the refinement process

refinement_model = RefinementModel (
generative_model = 1lm,
critique_model = isabelle

)

# Perform refinement for 10
iterations

res = refinement_model.refine(
hypothesis = hypothesis,
premise = premise,
explanation = explanation,
iterations = 10

)
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Abstract

We introduce MERaLiON-AudioLLM, the
first general-purpose multitask audio-based
large language model designed to understand
Singlish, a colloquial and code-switched vari-
ety of English spoken in Singapore. Trained
on 62 million multimodal instruction sam-
ples spanning over 260,000 hours of audio,
MERaLiON-AudioLLM exhibits strong perfor-
mance across diverse tasks including automatic
speech recognition, spoken question answer-
ing, speech translation, and paralinguistic anal-
ysis. We benchmark MERaLLiON-AudioLLM
across a broad range of multilingual and multi-
task scenarios, and it demonstrates competitive
performance against existing open-source mod-
els. The model achieves significant gains in
local speech recognition and task-specific un-
derstanding, underscoring its utility for region-
specific Al applications. We develop an inter-
active demo interface to enable user-friendly
access, supported by a back-end with custom
caching and load-balancing mechanisms. The
interactive demos, model weights and video are
publicly available for both the first release of
MERaLiON-AudioLLM!' and the recent sec-
ond release of MERaLiON-22. This paper fo-
cuses exclusively on the development and eval-
uation of the first release.

1 Introduction

Large Language Models (LLMs) have rapidly ad-
vanced, showcasing exceptional capabilities in un-
derstanding and generating human-like text. Re-
cent progress in transformer-based LLMs, pre-
trained on web-scale text corpora, has significantly
improved their linguistic comprehension and gener-
ation abilities (Minaee et al., 2024; Cui et al., 2023).
However, while these models excel in text-based

“Equal contributions, listed in alphabetical order by last
name.

'"MERaLiON-AudioLLM: Demo, Model Card, Video

*MERaLiON-2: Demo, Model Card
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tasks, their effectiveness in spoken language under-
standing remains limited, particularly in scenarios
with non-standard accents, code-switching, and cul-
turally specific linguistic patterns. This limitation
presents a major challenge in multilingual regions
such as Singapore, where speech-based Al systems
must handle mixed languages and diverse accents.

AudioLLMs (Fang et al., 2025; Défossez et al.,
2024; Gong et al., 2024; Ghosh et al., 2024; Chu
et al., 2024, 2023; Tang et al., 2024; Hu et al., 2024;
Lu et al., 2024; Nguyen et al., 2024) incorporate
speech processing capabilities into the LLM frame-
work, enabling the seamless integration of speech
and text. AudioLLMs facilitate applications such
as spoken dialogue systems, speech-based trans-
lation, and audio-driven reasoning. However, ex-
isting AudioLLMs are predominantly optimized
for high-resource languages and struggle with re-
gional linguistic adaptations, leading to suboptimal
performance in real-world speech applications.

To address this challenge, we introduce
MERaLiON-AudioLLM (Multimodal Empathetic
Reasoning and Learning in One Network), a
speech-text model designed to enhance speech
recognition and language understanding in Singa-
pore’s multilingual and multicultural environment.
Developing a model that accurately understands
local accents and contextual nuances is essential to
create more inclusive and effective Al systems. To
support multimodal LLM training, we have built
a robust distributed data pipeline capable of pro-
cessing more than 30 TB of speech-text datasets
and scalable training workflows deployed across
high-performance H100 GPU clusters. Given the
challenges of low-resource datasets, particularly in
spoken question answering and dialogue summa-
rization, we have enhanced our pipeline with syn-
thesized and augmented data to improve linguistic
diversity. These innovations enable MERaLiON-
AudioLLM to balance computational efficiency
and task-specific accuracy within a scalable 10-
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https://huggingface.co/spaces/MERaLiON/MERaLiON-AudioLLM
https://huggingface.co/MERaLiON/MERaLiON-AudioLLM-Whisper-SEA-LION
https://www.youtube.com/watch?v=Sc84R_692Zw
https://meralion.org/demo/
https://huggingface.co/MERaLiON/MERaLiON-2-10B

billion-parameter architecture. Our key contribu-
tions are as follows:

* Regionally adapted speech-text model:
MERaLiON-AudioLLM is specifically
designed for multilingual and accent-adaptive
speech understanding. By leveraging large-
scale speech-text data with synthesized and
augmented samples, the model effectively
handles regional accents, code-switching, and
culturally specific linguistic patterns. The
model weights are open-sourced to encourage
further research and development.

State-of-the-art performance across multiple
tasks: MERaLiON-AudioLLM achieves state-
of-the-art results in local speech recognition
and spoken language understanding, reduc-
ing word error rates (WER) and improving
semantic alignment for regional accents.

Interactive demo system for real-time ex-
ploration: We present an interactive demo
that enables seamless real-time interaction
with MERaLiON-AudioLLM, allowing re-
searchers and developers to evaluate its per-
formance across diverse linguistic scenarios.

2 Overview of Interactive Demo System

To enable rapid experimentation, we designed and
deployed an interactive demo on HuggingFace. We
adhered to the conventional model-view-controller
(MVCQ) design paradigm, dividing the system into
three key components: 1) a user-friendly front-end
interface built with Streamlit (view), a backend
powered by vLLM for efficient language model
inference with MERaLiON-AudioLLM (model),
and a carefully designed interaction pipeline to
manage the complex logic between the user and
the model (controller).

2.1 MERaLiON-AudioLLM Playground

The landing page of our demo system is
MERaLiON-AudioLLM Playground, which pro-
vides an interactive and intuitive interface that
allows users to upload audio clips, inspect and
listen to the audio content, and interact with the
MERaLiON-AudioLLM backend in real time.

As shown in Figure 1, the interface includes
a navigation panel that enables users to explore
different configurations. For example, the cas-
cade system channels the output of MERaLiON-
AudioLLM to other text-based LLMs for further
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inference, while the voice chat feature allows users
to engage with the system through spoken inter-
action, eliminating the need for text prompts. To
enhance the user experience, the interface offers a
variety of speech samples, including standard En-
glish, Singapore-accented English, and Singlish.
Users can also choose from multiple variants of the
MERaLiON-AudioLLM model. We would update
the selection progressively as new models become
available.

2.2 Model-Serving Backend

To enhance the efficiency of processing audio in-
puts, we have integrated MERaLiON-AudioLLM
with vLLM (Kwon et al., 2023), a LLM fast infer-
ence framework that leverages PagedAttention to
optimize memory allocation and minimize latency.
It supports Audio Input Processor and provides the
flexibility to integrate customised model architec-
tures. By developing a custom vLLM integration
plugin, MERaLiON-AudioLLM can now handle
up to 16 concurrent requests. As is illustrated in
Table 1, running on NVIDIA H100 GPU, perfor-
mance benchmarks show a Time-To-First-Token of
0.149 seconds, with an Inter-Token Latency of 16
milliseconds. This results in a throughput of 867
tokens per second. The model weights, together
with the vLLM plugin, are fully open-sourced on
our Hugging Face page.

2.3 Interaction Pipeline

When a user submits an audio clip and text prompt
by clicking the send button, the web interface trans-
mits the inputs via HTTP connections to our back-
end infrastructure, which is hosted on a GPU server
and managed by a FastAPI application. We have
implemented carefully designed logics to dynam-
ically route incoming user requests to multiple
model instances and orchestrate the complex pro-
cesses required for our Al system. The core compo-
nent, MERaLiON-AudioLLM, processes the audio
and text inputs, generating appropriate responses
that are sent back through HTTP connections to the
frontend for display to the user.

3 Model Architecture

MERaLiON-AudioLLM is designed to take a pair
of inputs (audio, text) and generate text outputs. As
shown in Figure 2, MERaLiON-AudioLLM con-
sists of three components: 1) an audio encoder that
transforms speech or audio inputs into sequences
of vector representations; 2) an adapter module
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Text Input; 3) Multimodal Understanding: The audio and direct text input are processed together to understand user
intent; 4) Output: The model generates a text response based on the user’s inputs.

30s Audio

1min Audio 2mins Audio

Concurrent Requests

TTFT (ms) ITL (ms) TTFT (ms) ITL (ms) TTFT (ms) ITL (ms)

1 85.8 9.9
4 96.9 11.4
8 109.6 13.0
16 149.9 16.3

126.4 9.6 214.5 9.7
159.6 11.1 258.1 11.2
206.5 12.7 261.9 13.0
236.7 16.2 299.0 16.8

Table 1: vLLM Performance benchmark for MERaLiON-AudioLLM running on a single H100 GPU. We report
average Time To First Token (TTFT, unit: ms) together with Inter-Token Latency (ITL, unit: ms), over 120 trials
for each input audio length and concurrency combination.

to align the speech or audio embeddings with the
embedding size of the text decoder; 3) and a text
decoder that interprets and responds to natural lan-
guage instructions.

3.1 Audio Encoder

The audio encoder of MERaLLiON-AudioLLM is
initialized from the encoder of Whisper-large-v2
(Radford et al., 2022), which has demonstrated
strong performance across various speech recog-
nition tasks, to develop our in-house MERaLiON-
Whisper. To adapt Whisper to local accents and
linguistic contexts, we further fine-tune the model
using a mixture of publicly available and in-house
automatic speech recognition (ASR) datasets.

3.2 MLP Adapter Module

Since the output dimension of the audio encoder
(1280) is significantly smaller than the embedding
size of the text decoder (3584), we employ a two-
layer MLP adapter module, referred to as the MLP-
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100 adapter, to align the speech (or audio) embed-
dings with the text instruction embedding space.
The adapter module consists of two hidden layers.
The first layer transforms the sequence of encoder
outputs into 100 audio token embeddings, while
the second layer upscales the hidden size of these
token embeddings to match the dimensionality of
the text decoder. Our experiments show that this
simple adapter module outperforms other alterna-
tives, such as the Q-former (Tang et al., 2024) and
ConvMLP (Li et al., 2021).

3.3 LLM Decoder

The text decoder of MERaLiON-AudioLLM in-
gests a concatenated sequence of audio context
tokens and text instruction tokens, and then gener-
ates a text-based response. For this purpose, we
leverage on SEA-LION V3 (Singapore, 2024), a
state-of-the-art localized large language model for
the Southeast Asia region. SEA-LION V3 was
built upon the 9B version of Google’s Gemma
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collection of local dataset; 2) Text Decoder: SEA-LION V3; 3) MLP-100 Adaptor Module: Consists of two hidden
layers that reshape and project the audio embedding to match the dimension size of the text decoder.

2 (Team et al., 2024) by continual pre-training it
on an additional 200 billion tokens sourced from
diverse datasets. We use the instruct version of
SEA-LION V3,2 which was further fine-tuned on
approximately 500,000 English instruction-tuning
pairs and approximately 1 million instruction tun-
ing pairs in various ASEAN languages.

3.4 Training Data

We curated an extensive collection of speech-text
instruction-tuning pairs totaling 260,000 hours of
data. A significant portion of this dataset is derived
from IMDA’s National Speech Corpus (NSC) (Koh
et al., 2019), which is licensed under the Singapore
Open Data License.* To enhance the diversity of
the collection, we further augmented it with both
in-house and open-source datasets, covering a wide
range of audio tasks, including Automatic Speech
Recognition (ASR), Spoken Dialogue Summariza-
tion (SDS), Speech Translation (ST), Spoken Ques-
tion Answering (SQA), Audio Question Answering
(AQA), Audio Captioning (AC), Speech Instruc-
tion (SI), and Paralinguistic Question Answering
(PQA). We standardized all training samples into
a unified schema consisting of an audio context, a
text instruction, and a corresponding text answer.
Examples of the datasets are illustrated in Figure 3.

*https://huggingface.co/aisingapore/
gemmaz-9b-cpt-sea-lionv3-instruct
4https ://data.gov.sg/open-data—-licence
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ASR:{’context’: [-0.0201416, ..., 0.02240472], ’instruc-
tion’: "Please transcribe.", answer’: "Groves started writ-
ing songs when she was four years old."}

SQA:{ context’: [-1.22070312e-04, ..., -0.07333374], ’in-
struction’: "Why does the woman buy a new bike?", "an-
swer’: "The old one is broken."}

Figure 3: Examples of our training data

As the National Speech Corpus contains misla-
belled data, we polished the dataset by performing
extensive data cleaning and filtering. Addition-
ally, we expanded it by synthesizing examples for
various tasks, such as Speech Question Answer-
ing (SQA) and Gender Recognition (GR). The fi-
nal dataset, which we named Multitask National
Speech Corpus (MNSC), has been released for
open access (Wang et al., 2025).

3.5 Training Strategy

This speech-text instruction-tuning supports multi-
ple tasks and facilitates multimodal instruction fine-
tuning, enabling MERaLLiON-Whisper and SEA-
LION V3 to perform cross-modal reasoning and
achieve improved task-specific performance.

With a global batch size of 640, we train the cur-
rent release of MERaLiON-AudioL.LM for around
200,000 steps, which took 2 days to complete using
128 H100 GPUs. During the training, we minimize
the autoregressive loss function that measures the
difference between the predicted and ground truth


https://huggingface.co/aisingapore/gemma2-9b-cpt-sea-lionv3-instruct
https://huggingface.co/aisingapore/gemma2-9b-cpt-sea-lionv3-instruct
https://data.gov.sg/open-data-licence

Models ASR-PART1/2  ASR-PART3/4/5/6 | SQA-PART3/4/5/6 | SDS-PART3/4/5/6 | Accent Gender
Cascade Model 20.0 29.7 \ 66.9 \ 532 | 168 23.0
SALMONN-7B 25.8 50.8 422 144 13 5125
WavLLM 18.2 69.6 51.2 395 15 479
Qwen2-Audio-7B 132 35.6 46.7 35.3 1.8 65.0
MERaLiON-AudioLLM 4.5 20.0 59.2 53.6 428  80.0

Table 2: Results for Singlish understanding datasets, reported as unweighted averages across subsets. The best
result for each dataset is underlined, while the top-performing end-to-end AudioL LM is highlighted in bold.

sequences. The model predicts for the output se-
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sively, where L is the output sequence length. The
autoregressive loss for a sample is formulated as:

} autoregres-

L
¢ ‘ ;
o= 3o (5 13457 )
=1
(1)
where ygjz) represents the output tokens before

the current prediction token. This loss encourages
the model to accurately predict each token in the
output sequence, conditioned on the prior output
tokens and the multimodal input representations.

Besides, we fully fine-tune the audio encoder
and adaptor module, while partially fine-tuning
the SEA-LION V3 text decoder by adding LoRA
(Low-Rank Adaptation) (Hu et al., 2022) layers
with a rank of 8 to all MLP layers. We used the
fused AdamW optimizer in PyTorch, along with
a linear learning rate scheduler that includes 100
warm-up steps and a peak learning rate of 5e-5. To
mitigate overfitting to artifacts in the input audio
log-Mel spectrograms, we find it helpful to apply
spectrogram augmentation (Park et al., 2019) by
randomly masking a sequence of 20 time steps with
a probability of 5%.

4 Performance Evaluation

To systematically evaluate the performance of Au-
dioLLMs, we incorporated the AudioBench (Wang
et al., 2024) evaluation framework and evaluated
tasks covering speech, audio, and paralinguistic
tasks (Achiam et al., 2023). Additionally, we use
the MMAU (Sakshi et al., 2024) dataset as a gen-
eral performance evaluator for audio understanding
and reasoning tasks.

For comparison, we include end-to-end mod-
els that present a comprehensive understanding
of audio content and cascaded models that pro-
vide a strong baseline for speech semantic tasks.
The included AudioLLMs comprise recent and
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Dataset MERaLiON Qwen2-Audio-7B ‘ Cascaded Model

Automatic Speech Recognition ()
LibriSpeech-Test-Clean
LibriSpeech-Test-Other
Common-Voice-15-En-Test .10
Earnings21-Test
Earnings22-Test

0.03

0.03

0.06 0.05
0.11 0.11
0.19
0.24

3

‘s:
N=

=}

Speech Translation (1)
CoVoST 2En — Id
CoVoST 2 En — Zh
CoVoST 21d — En
CoVoST 2Zh — En

16.3
25.8
6.3
16.5

27.6
353
46.8

152

Spoken Question Answering (1)
CN-College-Listen-Test
Singapore-Public-Speech-SQA
SLUE-SQA-5

Spoken-SQuAD

74.5
58.3
80.1
64.9

©
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—
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0
g
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70.3

oo
o0

o

Speech Instruction (1)
OpenHermes-Audio
Alpaca-GPT4-Audio

714
73.4

N
D

[S]

4438
526

<
N
oo

Paralinguistics (1)
VoxCeleb-Gender-Test
VoxCeleb-Accent-Test
MELD-Sentiment-Test
MELD-Emotion-Test

99.5
46.4
423
302

99.1
29.2
53.5
40.5

353
24.6
56.7
474

Table 3: Detailed experimental results on general-
purpose evaluation datasets. The best result for each
dataset is underlined, while the top-performing end-to-
end AudioLLM is highlighted in bold.

widely adopted models including Qwen2-Audio-
7B (Chu et al., 2024), WavLLM (Hu et al., 2024),
and SALMONN (Tang et al., 2024) as well as
GPT40-Audio (Achiam et al., 2023) and Gemini-
1.5-Flash (Team et al., 2023). For the cascaded
model, we feed the transcriptions recognized by
Whisper-large (Radford et al., 2022) along with
the instruction prompt to Gemma2-9B-CPT-SEA-
LIONv3-Instruct model. For ASR tasks, we report
the Whisper-large outputs for cascaded models.

4.1 Singlish Spoken Understanding

For Singapore-Accented English datasets, we
leveraged the standard benchmark from MNSC
datasets (Wang et al., 2025) where we evaluated
multiple speech and voice understanding tasks in-
cluding ASR, spoken question answering, spoken
dialogue summarization, and paralinguistic ques-
tion answering tasks.

The results are shown in Table 2. For ASR tasks,
we observe that Singlish exhibits many unique
words and usage patterns that deviate from stan-



Models ‘ MMAU-Mini ‘ Speech Music Sound
Cascade Model | 556 | 607 440 535
GPT4o0-Audio 40.6 54.4 29.0 384
Gemini-1.5-Flash 58.2 57.1 58.7 58.9
SALMONN-7B 484 38.1 56.0 51.1
Phi-4-Multimodal-Instruct 59.4 44.7 68.9 64.6
Qwen2-Audio-7B 58.9 53.5 60.2 63.1
MERaLiON-AudioLLM 64.6 59.2 64.4 70.3

Table 4: Results for MMAU dataset. The best result
for each dataset is underlined, while the top-performing
end-to-end AudioLLM is highlighted in bold.

dard English. As a hybrid of multiple languages
and dialects, it presents significant challenges for
conventional models. Without proper adaptation,
both ASR systems and multitask AudioLLMs strug-
gle to interpret the content accurately. In con-
trast, MERaLiON-AudioLLLM has undergone care-
ful fine-tuning on both general English data and a
Singlish corpus, enabling it to adapt effectively to
this linguistic domain and deliver reliable transcrip-
tions in both sentence-level and dialogue contexts.

For SQA and SDS tasks, we observe that MER-
aLLiON achieves performance comparable to cas-
caded models when trained on synthesized data.
This suggests that the alignment-based approach is
capable of reasoning directly over speech tokens,
eliminating the need for ASR-based conversion
to text. Moreover, the end-to-end model enables
broader capabilities, such as paralinguistic analysis,
which can be challenging for cascaded systems to
handle holistically. This is evident in the results for
accent and gender recognition tasks.

4.2 General Speech and Audio Understanding

Beside Singlish spoken understanding, we also in-
clude a series of other tasks to benchmark the gen-
eral capability of our model. The results are shown
in Table 3 and the detailed experimental setup fol-
lows Wang et al. (2024). The ASR capabilities of
our model outperform other audio-based LLMs and
are comparable to strong ASR systems like Whis-
per. However, performance drops on long-audio
transcriptions, as the model is optimized for inputs
under 30 seconds and may introduce errors due to
unnatural truncation; further optimization is needed
for handling longer audio more effectively. In
speech translation, our model outperforms Qwen2-
Audio in Indonesian, likely because Qwen2-Audio
is primarily optimized for Chinese and English.
MERaLiON also demonstrates strong capabilities
in speech understanding tasks, such as spoken ques-
tion answering and speech instruction following.
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At the same time, cascaded models establish solid
baselines in these tasks, benefiting from high ASR
accuracy and the instruction-following strengths of
text-based LLMs. Additionally, cascaded systems
excel in gender and accent recognition—tasks that
remain challenging for current end-to-end models.
Emotion recognition, however, continues to be a
difficult area for AudioLLMs, largely due to limita-
tions in data quality and availability and encoder’s
capabilities.

4.3 MMAU Evaluation

Table 4 shows the results on MMAU (mini) datasets
which contains 1000 multiple choices questions
covering speech, sound and music understand-
ing (Sakshi et al., 2024). From the results, we
observe that MERaLiON-AudioLLM achieves the
highest average performance, outperforming both
closed-source and open-source models. GPT-4o-
Audio tends to abstain from answering when un-
certain, which negatively impacts its final score. A
similar pattern is observed in cascaded models for
speech tasks, which, despite their generally strong
performance, also experience penalties due to non-
responses. Although MERaLiON is not specifi-
cally fine-tuned for music tasks, its performance
in music understanding ranks just behind the Phi-4
model. This suggests that multitask training and
broad coverage in the training data can significantly
enhance a model’s zero-shot capabilities.

5 Conclusion and Future Work

We introduce MERaLiON-AudioLLM, the first
audio-centric large language model tailored specif-
ically for speech and audio comprehension within
Singapore’s local context. Utilizing multitask learn-
ing, it demonstrates impressive performance across
a range of speech and audio-related tasks. This
advancement underscores the effectiveness of com-
bining large-scale multimodal datasets with sophis-
ticated model architectures.

For future work, we plan to expand AudioLLM
to support Singapore’s other official languages —
Chinese, Malay, and Tamil — along with additional
languages from the Southeast Asia region. We are
also exploring methods to enhance the instruction-
following capabilities of these models while pre-
serving their performance in core audio tasks, such
as ASR. Future updates to the model will be pro-
gressively rolled out through our Hugging Face
page and interactive demo system.



Limitations

Context Length. Our demo is optimal for 30 sec-
onds of audio context and can handle audios up
to 2 minutes. We plan to enhance its ability to
handle long-range dependencies in both conversa-
tional speech and complex narratives. Additionally,
we are improving its capacity for multi-turn inter-
actions and processing interleaved text and audio
inputs.

Safety Considerations. Our demo is not specifi-
cally fine-tuned for safety alignment; instead, its
safety characteristics are inherited from the inte-
grated pre-trained LLMs, which may be impacted
during fine-tuning. Enhancing multimodal safety
alignment remains a promising direction for future
work.

Instruction Following. Fine-tuning AudioLLM
end-to-end for tasks like speech recognition and
translation has caused certain level of catastrophic
forgetting, reducing its ability to follow text instruc-
tions. To address this, we are exploring mitigations
by incorporating more diverse multimodal datasets
and better alignment strategies.

Multilingualism and Empathetic Reasoning.
While the model and demo can handle non-English
speech and non-speech tasks. It is still limited to
the pre-trained capability from Whisper’s multilin-
gual encoder. We believe its performance can be
improved with more data sources, especially for
low-resource languages. We are actively exploring
strategies to scale up data collection efficiently.
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Abstract

We introduce NameTag 3, an open-source
tool and cloud-based web service for multi-
lingual, multidataset, and multitagset named
entity recognition (NER), supporting both flat
and nested entities. NameTag 3 achieves state-
of-the-art results on 21 test datasets in 15 lan-
guages and remains competitive on the rest,
even against larger models. It is available as
a command-line tool and as a cloud-based ser-
vice, enabling use without local installation.
NameTag 3 web service currently provides flat
NER for 17 languages, trained on 21 corpora
and three NE tagsets, all powered by a single
355M-parameter fine-tuned model; and nested
NER for Czech, powered by a 126M fine-tuned
model. The source code is licensed under open-
source MPL 2.0, while the models are dis-
tributed under non-commercial CC BY-NC-SA
4.0. Documentation is available at https://
ufal.mff.cuni.cz/nametag, source code at
https://github.com/ufal/nametag3, and
trained models via https://lindat.cz. The
REST service and the web application can
be found at https://lindat.mff.cuni.cz/
services/nametag/. A demonstration video
is available at https://www.youtube.com/
watch?v=-gaGnPOIV8A.

1 Introduction

Named entity recognition (NER), the task of iden-
tifying proper names such as persons, locations,
and organizations in natural text, is a fundamental
preprocessing step in many natural language pro-
cessing (NLP) and knowledge extraction systems.
While both flat and nested (embedded) NER have
been extensively researched, particularly for En-
glish, many other languages still lack off-the-shelf,
open-source NER tools that can be easily integrated
into academic and research workflows.

We introduce NameTag 3, an open-source tool,
web application, and web service for both flat
and nested named entity recognition. NameTag 3
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achieves state-of-the-art performance on 21 test
datasets across 15 languages: Cebuano, Chinese,
Croatian, Czech, Danish, English, Norwegian Bok-
mal, Norwegian Nynorsk, Portuguese, Russian,
Serbian, Slovak, Swedish, Tagalog, and Ukrainian.
Additionally, it delivers competitive results on Ara-
bic, Dutch, German, Maghrebi, and Spanish.

The key characteristics of NameTag 3 are:

« open-source NER tool,

« support for both flat and nested NER,

« availability as command-line tool, web appli-
cation, or cloud-based REST API webservice,
allowing use without installation,

« an open-source MPL 2.0 license for code,

« a non-commercial CC BY-NC-SA 4.0 license
for models,

« trained models,

« support for training custom models,

« modestly-sized models (126M or 355M),
o SOTA on 21 datasets in 15 languages.

Lastly, given the recent accomplishments of
large language models, we also perform zero-
shot and few-shot evaluations of DeepSeek-R1,
demonstrating that when training data are available,
NameTag 3 undoubtedly delivers substantially bet-
ter performance while requiring several orders of
magnitude fewer resources.

2 Related Work

One of the most well-known NLP pipelines for
NER is Stanza (Qi et al., 2020), a neural-based
framework developed by the Stanford NLP Group.
Stanza provides pre-trained models for multiple
languages.! This pipeline is based on pre-BERT,
frozen contextual character-level word embeddings
(Akbik et al., 2018) with Bi-LSTM and CRF

1https://stanfordnlp.github.io/stanza/ner_
models.html
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NameTag 3 Stanza SpaCy

Languages 17 29 24
. frozen Flair embeddings, fine-tuned PLM

Architecture fine-tuned PLM BiLSTM + CRE or CNN
Flat NER 4 4 4
Nested NER v
Single multilingual model v 4
Cross-lingual transfer v v
Cloud-based service running v

Table 1: High-level technical and architectural overview of NameTag 3, Stanza, and SpaCly.

(Huang et al., 2015) layers on top.

Another known NLP pipeline is SpaCy (Hon-
nibal and Montani, 2017). SpaCly is a free, open-
source library for advanced Natural Language Pro-
cessing (NLP) in Python. SpaCy uses multitask
learning with pretrained transformers like BERT in
its newer models, and CNNss in its older models.

Since 2014, NameTag has provided NER
for Czech and English in academic settings as
NameTag 1 (Strakovd et al., 2014). In 2019,
NameTag 2 (Strakova et al., 2019) expanded to
six languages — English, German, Dutch, Spanish,
Czech, and Ukrainian — each with a separately
trained model.

This publication introduces NameTag 3, which
surpasses its predecessors by improving F1 scores
and further expands the number of languages avail-
able. Unlike NameTag 2, which used a Bi-LSTM
layer over frozen multilingual BERT embeddings,
NameTag 3 fine-tunes pre-trained models with ei-
ther a softmax head for flat NER or a seq2seq head
for nested NER, and adds multitagset learning.

Compared to Stanza, NameTag 3 so far supports
fewer languages overall but includes some that
Stanza does not cover. While Stanza employs a Bi-
LSTM over frozen contextualized embeddings and
trains separate models for each language, NameTag
3 takes a different approach. It is a fine-tuned
PLM trained as a single joint model across multi-
ple languages, datasets, and tagsets, enabling cross-
lingual transfer even for languages not present in
the training data. Additionally, NameTag 3 sup-
ports nested NER and provides a cloud-based web
service.

A high-level technical and architectural overview
of NameTag 3, Stanza, and SpaCly is available in
Table 1, and the performance evaluation in F1 is
presented in Table 3.

32

3 Data

3.1 Flat NE Datasets

We utilized the following flat NE datasets, adher-
ing to their official train/dev/test splits for training,
tuning, and evaluation, respectively. All UNER
corpora were released under the UniversalNER v1
(UNER) initiative (Mayhew et al., 2024).> All
OntoNotes 5.0 corpora follow the CoNLL-2012
train/dev/test split (Pradhan et al., 2012) over the
original OntoNotes 5.0 data.’

« Arabic OntoNotes 5.0,
Chinese OntoNotes 5.0,
Chinese UNER GSDSIMP,
Chinese UNER GSD,
Croatian UNER SET,

Czech CNEC 2.0 CoNLL — In order to train
and serve the Czech Named Entity Corpus
2.0 (Sevéikovi et al., 2007) jointly within a
large multilingual model, the original annota-
tion of the CNEC 2.0 has been harmonized to
the standard 4-label tagset with PER, ORG, LOC,
and MISC, resulting in an extensive simplifica-
tion of the original annotation and flattening
of the original nested entities.

Danish UNER DDT,

Dutch CoNLL-2002 (Tjong Kim Sang,
2002),

English OntoNotes 5.0,

English UNER EWT,

English CoNLL-2003 (Tjong Kim Sang and
De Meulder, 2003),

German CoNLL-2003 (Tjong Kim Sang and
De Meulder, 2003),

2ht’cps: //www.universalner.org/
Shttps://catalog.ldc.upenn.edu/LDC2013T19
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Flat Nested Nested Nested
Mono & Multi | ACE 2004 ACE 2005 CNEC 2.0
Encoder XLM-R Large | RoBERTa Large RoBERTa Large RobeCzech Base
Frozen epochs 0 20 20 20
Frozen learning rate | — le-3 le-3 le-3
Epochs 30 60 50 20
Batch size 8 8 16 4
Peak learning rate 2e-5 2e-5 2e-5 2e-5
Warmup epochs 1 1 1 1
Learning rate decay | cosine cosine cosine cosine

Table 2: Training hyperparameters.

« Maghrebi Arabic French UNER Arabizi,
« Norwegian Bokmal UNER NDT,

« Norwegian Nynorsk UNER NDT,

« Portuguese UNER Bosque,

« Serbian UNER SET,

« Slovak UNER SNK,

« Spanish CoNLL-2002 (Tjong Kim Sang,
2002),

o Swedish UNER Talbanken,

o Ukrainian Lang-uk — Ukrainian Lang-uk
NER corpus” based on the Lang-uk initiative.>
The corpus uses four classes PER, ORG, LOC,
and MISC. (Please note that we harmonized
the original PERS to a more common PER.)

For cross-lingual/out-of-domain evaluation on
unseen languages/datasets, respectively, we used
the following UNER (Mayhew et al., 2024) test
datasets: Cebuano UNER GJA, Chinese UNER
PUD, Portuguese UNER PUD, Russian UNER
PUD, Swedish UNER, Tagalog UNER TRG, and
Tagalog UNER Ugnayan.

3.2 Nested NE Datasets

We evaluate NameTag 3 on the following nested
NE corpora:

« English ACE-2004, (Doddington et al.,
2004).° We reuse the train/dev/test split used
by most previous authors (Lu and Roth, 2015;
Muis and Lu, 2017; Wang and Lu, 2018).

« English ACE-2005.” Again, we use the
train/dev/test split by Lu and Roth (2015);
Muis and Lu (2017); Wang and Lu (2018).

*https://github.com/lang-uk/ner-uk

5https ://lang.org.ua/en/

6https ://catalog.1ldc.upenn.edu/LDC2005TQ9
"https://catalog.ldc.upenn.edu/LDC2006T06

e Czech CNEC 2.0 — Czech Named Entity
Corpus 2.0 (§evéﬂ<ové et al., 2007). We use
the official evaluation script distributed with
the dataset, which evaluates 46 fine-grained
entity types and 4 entity containers.

4 Methodology

All NameTag 3 models are fine-tuned pre-trained
language models of either Large (355M) or Base
(126M) size. For flat NER, we apply a classifica-
tion softmax head on top of the language model,
while for nested NER, we use a seq2seq decoding
head instead (Strakova et al., 2019). Both flat and
nested NameTag 3 models support training on a
collection of datasets, potentially in different lan-
guages. However, only NameTag 3 allows training
on multiple tagsets with differing label sets.

4.1 Flat NER

For flat NER, NameTag 3 enables multitagset learn-
ing by assigning a separate classification head to
each tagset and jointly training the encoder and all
classification heads. During inference, the classifi-
cation head corresponding to the requested tagset
is used, ensuring that only valid tags are predicted,
see visualization in Fig. 2.
The currently supported tagsets are:

o conll: The CoNLL-2002 and CoNLL-2003
(Tjong Kim Sang, 2002; Tjong Kim Sang and
De Meulder, 2003) tagset,

« uner: The Universal NER vl (Mayhew et al.,
2024) tagset,

« onto: The OntoNotes 5.0 tagset.

The NameTag 3 multilingual flat NER model
was trained on the training portions of the flat NER
datasets described in Sec. 3.1. Training batches
were constructed using square root temperature
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Figure 1: Visualization of the nested NER seq2seq decoder with hard attention on the current token. The example
sentence is taken from ACE-2004 (Doddington et al., 2004).
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Encoder Model
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Figure 2: Visualization of the flat NER classification
heads for multiple tagsets.

sampling, in which the examples from the corpora
are sampled into training batches proportionally to
the square root of the number of their sentences,
similarly to van der Goot et al. (2021). This ap-
proach effectively downsamples the largest corpora
while upsampling the smallest ones. To achieve
balanced performance across all datasets, we use a
macro span-based F1 score with uniform weighting
as our evaluation objective. The training hyperpa-
rameters are described in Table 2.

4.2 Nested NER

For nested named entity recognition, we replace the
flat softmax classification head with a sequence-to-
sequence (seq2seq) decoder head (Strakov4 et al.,
2019), see visualization in Figure 1. This de-
coder generates a sequence of linearized (flattened)
nested output labels for each input token embed-
ded by the pre-trained LM encoder. The Trans-
former encoder and seq2seq decoder weights are
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fine-tuned jointly. Before fine-tuning, we perform
a few pre-training epochs with frozen Transformer
encoder weights to allow the seq2seq decoder to
adjust to them. This helps ensure a smoother transi-
tion into fine-tuning. The training hyperparameters
are described in Table 2.

5 Results

5.1 Flat NER

Table 3 presents NameTag 3 span-based micro F1
with the monolingual (Mono) models and the mul-
tilingual (Multi) model of 355M params.
Alongside our results, we report the highest
F1 scores from the respective leaderboards on
https://paperswithcode.com/ where available,
and/or the current state-of-the-art academic base-
lines; many of these models originate from aca-
demic research and do not provide ready-to-use
tools, and/or often rely on significantly larger
model capacities in terms of parameter count.
Apart from the state-of-the-art models, we also
compare NameTag 3 to popular NLP toolkits sup-
porting named entity recognition: Stanza (Qi et al.,
2020) and SpaCy (Honnibal and Montani, 2017).
Our system surpasses both these toolkits on all the
datasets where pretrained models are available.’
Table 7 presents out-of-domain evaluation on
unseen languages/datasets by cross-lingual transfer.
The accompanying previous SOTA results are from
Mayhew et al. (2024).
8Both Stanza and SpaCy provide models for more lan-

guages, but trained on different datasets with possibly different
tag sets, preventing direct comparison on more languages.


https://paperswithcode.com/

Mono Multi | Stanza SpaCy | SOTA SOTA SOTA
Corpus F1 F1 F1 F1 F1  Ref. Params
Arabic OntoNotes v5 7550 7420 — — 1 76.40 Aloraini et al. (2020) 136M
Chinese OntoNotes v5 81.76 81.63| 792V — 80.20 Lietal. (2023) 147TM
Chinese UNER GSDSIMP | 88.99 90.99| — — | 89.40 Mayhew et al. (2024)f  355M
Chinese UNER GSD 90.14 91.53| — — | 89.50 Mayhew et al. (2024)*  355M
Croatian UNER SET 94.08 95.55| — — 195.00 Mayhew et al. (2024)¥  355M
Czech CNEC 2.0 CoNLL 85.31 86.24| — — — — —
Danish UNER DDT 87.21 89.75| — — | 88.10 Mayhew et al. (2024)¥  355M
Dutch CoNLL-2002 95.16 94.93| 89.2Y — |9570 Wang et al. (2021) 1117M7
English OntoNotes v5 90.22 90.19| 88.8Y 89.8%|92.07 Li et al. (2020) 336M
English UNER EWT 86.27 87.03| — — | 85.80 Mayhew et al. (2024)*  355M
English CoNLL-2003 93.80 94.09| 92.1Y¥ 91.6%| 94.60 Wang et al. (2021) 1853M"
German CoNLL-2003 87.77 87.48| 81.9Y — | 88.38 Wang et al. (2021) 1108M"
Maghrebi UNER Arabizi 7277 8449 | — — | 86.20 Mayhew et al. (2024)F  355M
Norw. Bokmal UNER NDT | 9397 95.83| — — — — —
Norw. Nynorsk UNER NDT | 93.71 94.51| — — — — —
Portuguese UNER Bosque | 91.18 90.89| — — 190.40 Mayhew et al. (2024)f  355M
Serbian UNER SET 9485 97.10| — — 196.60 Mayhew et al. (2024)*  355M
Slovak UNER SNK 86.79 88.46| — — | 85.50 Mayhew et al. (2024)*  355M
Spanish CoNLL-2002 88.95 90.29| 88.1Y — |90.40 Wang et al. (2021) 1105M"
Swedish UNER Talbanken |90.73 91.79| — — | 88.30 Mayhew et al. (2024)f  355M
Ukrainian Lang-uk 90.45 92.88| 86.1Y — |88.73 NameTag2 110M

Table 3: NameTag 3 flat NER span-based micro F1 with the monolingual (Mono) models and the multilingual
(Multi) model of 355M params. We report the highest F1 scores from the respective leaderboards on https:
//paperswithcode.com/ where available. ¥Wang et al. (2021) use a concatenation of multiple embeddings, incl.
several Base and Large. $For Mayhew et al. (2024), we report the better result from the “in-language” (Table 4)
and “all” (Table 5). © https://stanfordnlp.github.io/stanza/ner_models.html. { https://spacy.io/

usage/facts-figures.

Model F1

ChatGPT 3.5 zero-shot (Xie et al., 2024) 68.97"
ChatGPT 3.5 ICL with self-annotated demonstrations (Xie et al., 2024)  74.99°
DeepSeek R1 32B zero-shot 64.33
DeepSeek R1 32B 5-shot 74.26
DeepSeek R1 70B zero-shot 67.97
DeepSeek R1 70B 5-shot 74.00
NameTag 3 94.09

Table 4: Comparison of NameTag 3 with NER performed by prompting LLMs on the (entire) English CoONLL-2003
test dataset (3 684 sentences). TXie et al. (2024) report the mean of two samples of 300 sentences.

LLM Evaluation We include comparison
of NameTag 3 with LLMs in Table 4 to demon-
strate that fine-tuning “smaller” models (355M
vs. 70B parameters) is still worthwhile even in
the era of generative AI. We prompt DeepSeek-
R1 70B (DeepSeek-Al et al., 2025), currently
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one of the best available open-source sub-100B
LLMs,? in zero-shot and 5-shot settings, and we
also reprint similar prompting experiments on Chat-
GPT 3.5 reported in literature (Xie et al., 2024).

°Our goal was to evaluate the best available replicable
model that can run without enormous resources in order to be
a viable NER system alternative.


https://paperswithcode.com/
https://paperswithcode.com/
https://stanfordnlp.github.io/stanza/ner_models.html
https://spacy.io/usage/facts-figures
https://spacy.io/usage/facts-figures

Model GPU Batch Sentences per sec. Time
DeepSeek R1 70B zero-shot AMD MI210 1 0.05 23h
DeepSeek R1 70B 5-shot AMD MI210 1 0.04 25h
DeepSeek R1 32B zero-shot AMD MI210 1 0.08 13h
DeepSeek R1 32B 5-shot AMD MI210 1 0.06 16h
NameTag 3 AMD MI210 1 801 4.6s
NameTag 3 AMD MI210 8 784 4.7s
NameTag 3 NVIDIA A30 1 646 5.7s
NameTag 3 NVIDIA A30 8 801 4.6s

Table 5: Sentence throughput in sentences per second of the NameTag 3 REST API and Deep Seek REST API by
predicting the (entire) English CoNLL-2003 test dataset (3 684 sentences).

SOTA SOTA SOTA
Corpus F1 F1 Ref. Params.
ACE-2004 | 88.39 | 88.72 Shenetal. (2023) 345M
ACE-2005 | 87.21 | 88.83 Yuanetal. (2022) 223M
CNEC 2.0 | 86.39 | 83.44 NameTag?2 110M

Table 6: NameTag 3 nested NER span-based micro F1

Corpus | F1 | SOTAFI
Cebuano UNER GJA 96.97 82.2
Chinese UNER PUD 89.35 86.0
Portuguese UNER PUD | 91.77 87.5
Russian UNER PUD 75.51 73.6
Swedish UNER PUD 91.27 88.0
Tagalog UNER TRG 97.78 83.7
Tagalog UNER Ugnayan | 75.00 76.1

Table 7: Cross-lingual/out-of-domain evaluation on un-
seen languages/datasets predicted by cross-lingual trans-
fer with the NameTag 3 multilingual flat model of 355M
parameters. The metric is flat NER span-based micro
F1. Previous SOTA F1 are from Mayhew et al. (2024),
whose multilingual model is also of 355M.

NameTag 3, a fine-tuned 355M model, achieves
20 percent points higher F1 score while being
more than 10,000 times faster, as demonstrated
in performance measurements Tab 5. Therefore,
when training data are available, NameTag 3 con-
stitutes a much more accessible and practical sys-
tem, allowing users to keep processed data pri-
vate using only a single consumer-grade GPU.
The complete script for LLM evaluation includ-
ing the used prompts and few-shot example selec-
tion is available at https://github.com/ufal/

. CNEC 2.0 is the only corpus modeled with a Base-sized
monolingual Czech encoder RobeCzech Base (126M). The ACE models are based on RoOBERTa Large (355M).
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nametag3/tree/acl2025/11m_baseline.

5.2 Nested NER

Table 6 shows the NameTag 3 nested NER results,
evaluated as span-based micro F1. NameTag 3 with
the seq2seq head for nested NER achieves state-of-
the-art results on the canonical Czech nested corpus
with 46 entity types and 4 containers, while reach-
ing near-SOTA results for English nested corpora.

6 Conclusions

We introduced NameTag 3, a multilingual, open-
source named entity recognition tool for both flat
and nested NER. It is available as a command-
line tool (https://github.com/ufal/nametag3)
and as a web application with a cloud-based REST
API (https://lindat.mff.cuni.cz/services/
nametag). NameTag 3 includes pre-trained models
and supports custom training.

NameTag 3 demonstrates state-of-the-art perfor-
mance on 21 test datasets across 15 languages:
Cebuano, Chinese, Croatian, Czech, Danish, En-
glish, Norwegian Bokmal, Norwegian Nynorsk,
Portuguese, Russian, Serbian, Slovak, Swedish,
Tagalog, and Ukrainian, while also performing well
in Arabic, Dutch, German, Maghrebi, and Spanish.

The tool is released under the open-source MPL


https://github.com/ufal/nametag3/tree/acl2025/llm_baseline
https://github.com/ufal/nametag3/tree/acl2025/llm_baseline
https://github.com/ufal/nametag3
https://lindat.mff.cuni.cz/services/nametag
https://lindat.mff.cuni.cz/services/nametag

2.0 license, with models distributed under non-
commercial CC BY-NC-SA 4.0.

We hope NameTag 3 will be particularly valu-
able for the academic community and researchers
working with multilingual NLP and non-English
texts.

Limitations

Since NameTag 3 classifies into a predefined set of
named entity classes, it is not susceptible to issues
generally associated with generative Al, such as
hallucinations or the production of misleading or
harmful information.

By jointly training on 21 datasets across 17 lan-
guages, NameTag 3 is less prone to biases that
typically affect monolingual or culturally homoge-
neous models. We hope that this multilingual ap-
proach helps mitigate issues like overrepresentation
of Western-centric names and gender imbalances
in named entity distributions.

However, most of our training datasets are writ-
ten in Latin scripts, with the exception of Chi-
nese (three datasets), Arabic (two datasets), and
Ukrainian (one dataset). We recognize the need
to further improve coverage by incorporating addi-
tional languages.

This brings us to an important limitation: As a
supervised, fine-tuned model, NameTag 3 relies
on gold-standard, manually annotated training data.
Expanding the diversity and volume of such data is
crucial for further improving performance across
languages and domains.

In future work, we plan to expand our set of
manually annotated training data while also explor-
ing silver-standard, semi-automated data to further
increase the volume of training material.
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Abstract

We introduce MPLSandbox, an out-of-the-
box multi-programming language sandbox de-
signed to provide unified and comprehensive
feedback from compiler and analysis tools for
Large Language Models (LLMs). It can auto-
matically identify the programming language
of the code, compiling and executing it within
an isolated sub-sandbox to ensure safety and
stability. In addition, MPLSandbox integrates
both traditional and LLM-based code analysis
tools, providing a comprehensive analysis of
generated code. It also can be effortlessly in-
tegrated into the training and deployment of
LLMs to improve the quality and correctness
of generated code. It also helps researchers
streamline their workflows for various LLM-
based code-related tasks, reducing the devel-
opment cost. To validate the effectiveness of
MPLSandbox, we conduct extensive experi-
ments by integrating it into several training and
deployment scenarios, and employing it to op-
timize workflows for a wide range of down-
stream code tasks. Our goal is to enhance
researcher productivity on LLM-based code
tasks by simplifying and automating workflows
through delegation to MPLSandbox'.

1 Introduction

Recently, researchers have become increasingly in-
terested in the development of large language mod-
els (LLMs) for code tasks (Le et al., 2023; Shin
et al., 2023). However, LLM-generated code may

* Equal contribution.

¥ Corresponding author.

'MPLSandbox has been used for large-scale training and
various downstream code tasks such as code data distillation
and code optimization at Meituan Inc. The installable package
is available at:  https://github.com/Ablustrund/MPLS
andbox. The demonstration Video is available at: https:
//youtu.be/ecpspPrkYrQ. MPLSandbox is licensed under
the Apache 2.0 open-source license.
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contain vulnerabilities and harmful programs, mak-
ing it necessary to compile and execute the code
within a sandbox environment (Garfinkel et al.,
2003; Liang et al., 2003). Despite this necessity,
most existing sandboxes focus on only one or two
programming languages (Engelberth et al., 2012;
Ter, 2024), and are not easily integrated into the
training and deployment processes of LLMs (Cas-
sano et al., 2022; LLM, 2024). The lack of well-
developed multi-language sandbox environments
significantly limits the application of LLMs in tasks
involving multiple programming languages.

On the other hand, researchers commonly use
various code analysis tools to enhance the quality
of LLM-generated code (Liu et al., 2023; Gazzola
etal., 2019). Downstream coding tasks also require
these tools to seamlessly integrate with LLMs (Du
et al., 2024; Lu et al., 2024). The wide variety
of tools significantly increases the development
difficulty and cost for researchers (Manes et al.,
2019; Gentleman and Temple Lang, 2007), espe-
cially in multi-language programming scenarios.
Unfortunately, there is currently no out-of-the-box
code analysis toolbox that can be directly used with
LLMs for various coding tasks.

To address these issues, we propose MPLSand-
box, an out-of-the-box multi-programming lan-
guage sandbox designed to provide unified com-
piler feedback for LLM-generated code. It also
integrates over 40 code analysis tools to deliver
comprehensive analysis results from various per-
spectives. MPLSandbox can be seamlessly inte-
grated into the training and deployment of LL.Ms,
enhancing their performance on various code tasks
and significantly streamlining users’ workflows.
MPLSandbox consists of three core modules: (1)
the “Multi-Programming Language Sandbox En-
vironment”, which compiles and executes code to
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provide unified compiler feedback; (2) the “Code
Analysis Module”, which includes various analy-
sis tools to offer comprehensive analysis; and (3)
the “Information Integration Module”, which inte-
grates compilation feedback and analysis results to
accomplish a range of complex code-related tasks.

For the first module, the code and unit tests are
sent to the sub-sandbox of the corresponding pro-
gramming language for isolated execution. The
sandbox ensures the program executes safely with-
out jeopardizing the external environment or inter-
rupting the training process. The second module
provides a comprehensive code analysis from var-
ious perspectives, such as static analysis (e.g., po-
tential bug detection and code smell analysis) and
dynamic analysis (e.g., fuzz testing and efficiency
analysis). This module can also analyze other key
aspects beyond the code, such as evaluating unit
test coverage to help researchers improve the qual-
ity of these unit tests. Finally, the third module
integrates these results to improve the quality of
generated code and helps users enhance the conve-
nience of applying LLMs in various downstream
tasks. Specifically, the features of our proposed
MPLSandbox include:

* Security and stability. Sub-sandboxes ensure
that programs are compiled and executed in
isolation from the training environment. This
prevents LLM-generated code containing ma-
licious vulnerabilities or bugs from harming
the external environment. Moreover, vari-
ous integrated vulnerability and bug detection
tools further ensure safety.

Multi-programming language support. We
are the first to propose a multi-programming
language sandbox that integrates over 40 code
analysis tools. MPLSandbox can automati-
cally identify the programming language of
the code, assign it to the corresponding sub-
sandbox, and thoroughly analyze it using vari-
ous tools. This significantly reduces the devel-
opment cost for researchers in deploying and
developing LLMs for downstream code tasks.

Usability and extensibility. MPLSandbox
integrates various analysis tools for each pro-
gramming language, and users can also effort-
lessly design tool templates to integrate their
tools into the sandbox. Moreover, users can
easily construct prompt templates to combine
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compiler feedback and analysis results to ac-
complish code tasks.

* Distributed architecture. MPLSandbox is
designed for distributed deployment. In large-
scale training scenarios, training nodes can
access any MPLSandbox nodes. This setup
offers greater efficiency compared to deploy-
ments where both training nodes and sandbox
nodes are co-located on a single machine.

We conduct extensive experiments on three appli-
cation scenarios to validate MPLSandbox: verify-
ing code at inference time, providing compiler feed-
back in reinforcement learning, and self-correcting
and optimizing code. Moreover, we showcase that
it can streamline workflows for diverse code tasks
like unit test generation, vulnerability localization,
and code translation. Results demonstrate that
MPLSandbox integrates easily into all scenarios,
reducing development costs.

MPLSandbox is the first multi-programming lan-
guage sandbox with over 40 analysis tools, simpli-
fying the use of LLMs in code tasks. Its ease of
use and flexible module combination make it ef-
fective for many downstream tasks, while keeping
development costs low for researchers. We hope
our tool drives further research in this area.

2 MPLSandbox

In this section, we introduce the architecture,
pipeline, and usage of MPLSandbox.

2.1 Architecture

Our tool is an out-of-the-box multi-programming
language sandbox designed to provide unified com-
piler feedback and comprehensive code analysis,
enabling researchers to thoroughly analyze LLM-
generated code in any programming language
while significantly reducing development costs. It
also can streamline LLLMs’ training and deploy-
ment workflows for various code tasks. The ar-
chitecture of MPLSandbox is shown in Figure 1.
If no programming language type is specified, the
built-in rule-based and model-based parsers auto-
matically detect the code’s language. Our tests on
10 million lines of code show that the classification
error rate is less than 0.1%. Subsequently, the code
is comprehensively analyzed by three core mod-
ules: (1) Multi-Programming Language Sandbox
Environment, (2) Code Analysis Module, and (3)
Information Integration Module.
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Figure 1: The architecture of MPLSandbox. It comprises three core modules: (1) Multi-Programming Language
Sandbox Environment, (2) Code Analysis Module, and (3) Information Integration Module. The Multi-Programming
Language Sandbox Environment can provide unified compiler feedback by compiling and executing the code. The
Code Analysis Module contains multiple traditional analysis tools to offer a comprehensive analysis report from
numerous perspectives. The Information Integration Module integrates compilation feedback and various analysis
results to accomplish a range of complex code-related tasks.

Multi-Programming Language Sandbox Envi-
ronment. Based on the specified programming lan-
guage, the module first sends the code and unit test
samples into the corresponding sub-sandbox for se-
cure compilation and execution. The sub-sandbox
is a container isolated from the main environment
to prevent potential vulnerabilities in the code from
affecting the external environment. It is configured
with resource constraints, such as maximum mem-
ory limit, execution time, and PIDs limit, to prevent
resource overuse that could crash the sandbox. To
further ensure stability during LLM training and de-
ployment, a driver node continuously monitors the
sandbox node in real-time and can automatically
restart it in case of a crash due to unknown reasons.
It also analyzes runtime and resource usage, and
reports analysis results during both program execu-
tion and the execution of analysis tools (detailed in
the Code Analysis Module).

Each programming language sub-sandbox
comes pre-installed with widely used dependency
libraries. Users can also write a configuration file to
easily install additional libraries. It can report miss-
ing libraries based on compiler feedback, allowing
users to identify and install required dependencies
effortlessly. We have predefined eight commonly
used programming languages: Python, Java, C++
(C), C#, Bash, Go, JavaScript (JS), and TypeScript
(TS). Expanding to additional programming lan-
guages is straightforward. Users can create their
own sub-sandbox and seamlessly integrate it into
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the sandbox environment.

Code Analysis Module integrates over 40 vari-
ous analysis tools to provide a comprehensive re-
port on the code from various perspectives. It can
also assess key aspects beyond the code, such as
evaluating unit test coverage to help researchers
improve the quality of their unit test samples. We
categorized these analysis tools into five groups
based on their purpose and analysis results: (1)
basic information analysis, (2) code smell analy-
sis, (3) code vulnerability analysis, (4) unit test
analysis, and (5) code efficiency evaluation.

(1) Basic information analysis provides de-
tailed information on code structure and semantics,
such as Abstract Syntax Trees (AST) and Control
Flow Graphs (CFG), to help LLMs and users better
understand the code. This information can enhance
LLM performance in tasks like code completion,
refactoring, security analysis, and code translation
(Zhou et al., 2025; Wan et al., 2024; Liu et al.,
2025). (2) Code smell analysis identifies patterns
in code that may indicate issues affecting maintain-
ability, readability, and extensibility, such as code
complexity, overengineering, and duplicated code.
It can significantly assist in various tasks, includ-
ing improving code quality, aiding in code reviews
by identifying potential issues, offering refactor-
ing suggestions for cleaner code, and enhancing
code understanding through contextual and struc-
tural insights. (3) Code bug analysis is essential in
software development for ensuring quality and sta-



Type | Python Java C++ (0O C# Bash Go JavaScript TypeScript
Basic Information Analysis ‘ %?Eg{fé%f Javzélgg{g & Clang Roslyn GoAskzigerwer & Joern Ts-morph
Code Smell Analysis ‘ P ngé;& Pmd CPPCheck StyleCop.Analyzers ShellCheck golangci-lint Essﬂj(l;[m& Egls“]'j;;&
Code Bug Analysis ‘ Bandit Checkstyle P\é%g&'gigk& SonarQube Shellcheck govu}]gr(!)ilégck & NodeJsScan Snyk
Unit Test Analysis |  Coverage Jacoco GCOoV Coverlet shcov gocov Istanbul Istanbul
Code Efficiency Evaluation | Line_profile Jprofile Benchmark.NET BenchmarkDotNet bashprof pprof V8 Profiler V8 Profiler

Table 1: Overview of code analysis tools integrated within MPLSandbox.

bility, comprising both static and dynamic analysis.
The former detects errors and vulnerabilities with-
out executing code, while the latter identifies run-
time issues, including through fuzz testing. These
tools assist in various aspects, such as improving
code security, aiding LLM self-debugging and self-
correction, and generating comprehensive docu-
mentation, making the code more reliable. (4) Unit
test analysis involves evaluating the effectiveness
and coverage of unit tests to ensure code quality
and reliability. It helps LLMs identify uncovered
code lines, generate new test cases, diagnose errors,
and offer code quality suggestions, making devel-
opment and testing more efficient and automated.
(5) Code efficiency evaluation assesses code per-
formance and resource utilization by analyzing as-
pects such as time and space complexity, line-level
execution time, and resource usage. It can enhance
LLM performance in various code tasks by identify-
ing inefficiencies, pinpointing bottlenecks, provid-
ing optimization suggestions, enabling automated
improvements, and offering continuous feedback.

Table 1 lists over 40 commonly used tools in-
tegrated for each programming language. Users
can also easily add their analysis tools by writing
tool templates. These tools provide comprehen-
sive information about the code, helping LLMs and
users better understand and optimize code. More-
over, the combination of these tools with LLMs
enhances their performance in various code tasks.
We demonstrate the ease of use and applicability
of MPLSandbox in several tasks, as detailed in
Section 3 and 3.3.

Information Integration Module collects com-
piler feedback from the Multi-Programming Lan-
guage Sandbox Environment and various analysis
results from the Code Analysis Module to enhance
the quality of generated code and help LLMs ac-
complish complex code-related tasks. It includes
rich templates to reconstruct these results and then
feed them into LLMs. Users can also create custom
prompt templates to combine these results, stream-
lining LLM workflows in various downstream tasks
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and reducing development costs. For example,
users can enable LLMs to generate diverse and
comprehensive unit tests based on unit test analysis
and compiler feedback, and improve code transla-
tion by leveraging structural, semantic, and execu-
tion information. More usage cases are provided in
Appendix C and our GitHub repository.
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Figure 2: The pipeline of MPLSandbox. It can be de-
ployed as either a standalone system for individual users,
or as a distributed system for large-scale LLM training
and deployment.

2.2 Pipeline

MPLSandbox can be deployed as a standalone sys-
tem for individual users or several LLMs, or as a
distributed system for large-scale training and de-
ployment scenarios. Figure 2 shows its pipeline
in these two scenarios. First, users can deploy
MPLSandbox on their personal computers or re-
mote servers and easily invoke it via an IP address
and port number for comprehensive analysis and
evaluation of LLM-generated code. Users can also
integrate MPLSandbox into small-scale LLM train-
ing and deployment workflows to enhance the ef-
fectiveness of LLMs, such as deploying it to verify
the codes at inference time or to provide compiler
feedback in Reinforcement Learning from Com-
piler Feedback (RLCF). More various usage cases
provided in Appendix C and our GitHub repository



show that MPLSandbox can optimize workflows
for various downstream code tasks.

Moreover, MPLSandbox can be integrated into
large-scale distributed training and deployment en-
vironments. We can deploy multiple sandbox node
servers and manage them centrally through a driver
node. Sandbox nodes can be custom-assigned
to training nodes to provide services, and to pre-
vent memory and CPU pressure, sandbox nodes
and training nodes can be deployed separately.
MPLSandbox streamlines the workflow of large-
scale LLM training and deployment, effectively
saving researchers’ development time.

2.3 Usage

MPLSandbox is designed with flexibility in mind,
allowing users to configure workflows and integrate
their analysis tools, while providing appropriate
abstractions to mitigate concerns about low-level
implementation details. It is ready-to-use and can
be easily invoked with just a few lines of code. We
briefly outline the MPLSandbox’s analysis process
for a code segment through a case. The case can
be represented as follows:

question = 7’
————— Description
Write a example function calculation()

’yr

code = ’’’def calculation(): ...”"’
unit_cases =
{"inputs”:[”51 H, H‘IZ@I!, IYZ‘I‘IH]’

"required_outputs”:[’[1, 3, ... 132617,
'[1, 2, ... 17280017,
'[1, 2,... 9129330]1’1}

lang = "AUTO" # Automatic language detection
case = {"code": code, "question”: question,
"unit_cases”: unit_cases, "lang”: lang}

It contains the code segment to be verified and other
information for compiling, executing, and analyz-
ing this code including the description, unit tests,
and the optional programming language type. The
language type also can be automatically detected.

We first instantiate a verification class by using
its dictionary or JSON file. Then, we can simply
obtain the analysis results of this code by invoking
the run method:

from MPLSandbox import MPLSANDBOX
tobeverified = MPLSANDBOX(case)

report = tobeverified.run(analysis="all")
# support selecting specific analysis

The executor first calls the Code Analysis Mod-
ule to analyze the code from five different per-
spectives. It then integrates these analysis results
through the Information Integration Module and
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returns the final results to the user. Users can easily
specify the code analysis information they wish
to obtain through the analysis parameter. More
detailed usage methods and cases are provided in
Appendix C and our GitHub repository.

3 Applications

In this section, we showcase three main application
scenarios of MPLSandbox in improving the quality
of LLM-generated code and helping users stream-
line LLM workflows of various downstream code
tasks. We also provide more application scenarios
and cases in a wide range of tasks in Section 3.3
and our GitHub repository.

3.1 Setup

We conduct all experiments using the TACO
dataset (Li et al., 2023), which comprises pro-
gramming problems sourced from the APPS+
(Dou et al., 2024) dataset, the CodeContests
dataset (Li et al., 2022), and various contest sites.
We validate our tool on a wide range of LLMs,
including DeepSeek-Coder-Instruct-6.7B (Guo
et al., 2024), DeepSeek-Coder-V2-Lite-Instruct-
16B (Zhu et al., 2024), Qwen2.5-Coder-1.5B-
Instruct (Team, 2024), Qwen2.5-Coder-7B-Instruct
(Team, 2024), Codestral-v0.1-22B (mis, 2024),
Llama-3.1-Instruct-70B (Dubey et al., 2024), and
GPT-40 (OpenAl, 2023), to enhance their ability
on code tasks. We report Pass@k results (Chen
et al., 2021) in our experiments. For Pass@1 and
Pass@10 settings, the sampling temperatures are
set to 0.2 and 0.8, respectively. All inference ex-
periments are conducted on a single node equipped
with eight A100-80G GPUs, while all training ex-
periments are conducted on 16 training nodes and
two MPLSandbox nodes. Detailed system tem-
plates for multi-programming language code gen-
eration and other code tasks, descriptions of the
foundation models, and implementation informa-
tion, including RL training specifics, are provided
in our GitHub.

3.2 Results

As a Verifier at inference time. First, We integrate
MPLSandbox into the deployment environment of
LLMs to verify the correctness of generated code
at inference time, as shown in Table 2. Results
show that it reliably verifies model-generated code
in multiple programming languages. This can sim-
plify deployment scenarios such as code evaluation,
data production, filtering, and automated testing.



Model | Size | Pass@K |Python Java C++(C) C# Go Bash JavaScript TypeScript
Quen2.5-Coder-Instruct 38| o | BYG 18% 854 93% ao% &5 Sa% V9%
Quen2.5-Coder-Instruct |78 | S | i 237% 55 28R% 3574 206% 254 1184
DeepSeek-Coder-Instruct 678 &5 | 2356 243% 2554 2506 216% (646 216%  i5a%
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Table 2: Results of integrating MPLSandbox into the deployment environment. It indicates that it provides reliable

verification and feedback.
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Figure 3: Pass@1 results on improvement in reinforce-
ment learning from compiler feedback. Users can effort-
lessly obtain reliable compiler feedback and streamline
their LLM training workflow through MPLSandbox.

For instance, it is used by the data engineering
and evaluation teams of Meituan Inc. to bulk filter
LLM-generated code and provide compiler feed-
back in various evaluation environments.
Providing feedback signals in RL. We validate
its effectiveness in providing compiler feedback
by integrating it into RLCF to enhance LLM code
generation. We initialize the policy model using
DeepSeek-Coder-Instruct and employ PPO as the
RL algorithm. The optimization objectives and
reward design are detailed in our GitHub repos-
itory. Experimental results, shown in Figure 3,
indicate significant improvements in LLM code
generation, demonstrating the stability and accu-
racy of our tool’s feedback. It enables users to by-
pass trivial tasks like isolating and building multi-
language execution environments. By simply in-
voking MPLSandbox, users can focus more on de-
veloping and optimizing their training algorithms.
We also provide more application scenarios and
cases in Appendix C, such as unit test genera-
tion, vulnerability localization, and code transla-
tion. These indicate the effectiveness of MPLSand-
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box for various workflows which can significantly
reduce development effort.

Self-correction and self-optimization. Self-
correcting and optimizing LL.M-generated code
is essential yet often complex and laborious, ne-
cessitating detailed information about code errors,
complexity, execution efficiency, and adherence
to coding standards, which in turn requires nu-
merous cumbersome code analysis tools. With
MPLSandbox, users can seamlessly analyze LLM-
generated code and achieve self-debugging and
self-refinement. To demonstrate its utility, we em-
ployed our tool to enable GPT-4 to both correct
erroneous code and refine accurate code. Sys-
tem prompts for these operations are available in
our GitHub repository. After one round of self-
correction, Pass@1 results improve by 3.7% for
Python, 4.9% for Java, 2.7% for C++ (C), 6.5%
for C#, 5.0% for Go, 4.8% for Bash, 4.1% for
JavaScript, and 3.1% for TypeScript. These re-
sults indicate that it can provide accurate compiler
feedback across various programming languages,
enabling GPT-4 to solve more programming prob-
lems. Moreover, the code produced exhibits greater
compliance with programming specifications, as
detailed on our GitHub repository.

Case study on self-optimization. We utilize an
instance from the test set to illustrate the process
of self-refinement, as shown in Figure 4. It begins
with Code Smell Analysis for smell detection, iden-
tifying code issues such as No Docstrings and Lack
of Comments, Unclear Variable Naming, Hard-
coded Limits, High Complexity, and Redundant
Sorting. Subsequently, the built-in LLM-based
system proposes corresponding improvements for
these suggestions. Finally, these suggestions are
incorporated into system prompts to achieve self-



Figure 4: Self-refinement process.

refinement. The supplementary material in our
GitHub repository also shows the results of ana-
lyzing certain metrics of the code before and after
refinement using maintainability analysis, quanti-
fying the effectiveness of the refinement. Results
show that the overall cyclomatic complexity and
Halstead Volume of the code have decreased, re-
sulting in an increase in the Maintainability Index,
further showing the positive feedback of the entire
refinement on code maintainability.

3.3 Examples for Application Scenarios

We also showcase how to use MPLSandbox for
other tasks, including unit test generation, code
translation, and vulnerability localization, signifi-
cantly improving development efficiency.

Unit test generation. When code is more com-
plicated, unit tests often struggle to comprehen-
sively cover the generated code, leaving untested
code segments at risk of latent defects. Prior work
(Jiang et al., 2024) shows that users can identify
uncovered code segments by using unit test analy-
sis tools and integrate them into prompts to drive
LLMs to generate supplementary test cases to val-
idate uncovered segments. MPLSandbox stream-
lines this process, allowing users to accomplish this
task by directly designing system prompts, thereby
enhancing the performance of test completeness
and reliability.

Code translation. LLMs have been extensively
applied in code translation. Research ((Tao et al.,
2024; Luo et al., 2024)) shows that integrating in-
formation such as unit tests and CFGs into sys-
tem prompts can significantly enhance LLMs’ code
comprehension capabilities, improving translation
success rates. MPLSandbox can effortlessly ac-
complish code translation tasks by integrating the
above helpful results from the code analysis mod-
ule into the information integration module using
system prompts.

Vulnerability location. LLMs also empower
developers to identify code security vulnerabilities.
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Some work ((Lu et al., 2024; Akuthota et al., 2023))
shows that integrating results from static vulnerabil-
ity analysis tools into prompts enhances detection
accuracy, enabling function-level vulnerability lo-
calization. MPLSandbox enables users to achieve
this task by directly utilizing the required analy-
sis results and constructing their system prompts,
significantly reducing development costs.

The system prompts used in all scenarios are
provided in our GitHub repository.

4 Conclusion

We introduce MPLSandbox, an out-of-the-box
multi-programming language sandbox for unified
compiler feedback and comprehensive code analy-
sis of LLM-generated code. Researchers can use it
to analyze codes and integrate it into training and
deployment to improve code correctness and qual-
ity. MPLSandbox can also enhance LLM perfor-
mance on various code tasks through flexible tool
combinations. Our goal is to support and advance
further research in LLMs for software engineer-
ing by simplifying the complexity of training and
employing LLMs in various code tasks.

Limitations

First, although we have pre-installed numerous
dependency packages for each programming lan-
guage sub-sandbox, it is evident that we cannot
install every package a user needs. However, users
can easily install the required packages by using
scripts. Secondly, we have built-in support for eight
commonly used programming languages. Users
can simply create sub-sandboxes to support addi-
tional programming languages. In the future, we
plan to support more programming languages. Fi-
nally, our sandbox requires Docker to run. If the
user’s training node is itself a Docker container, this
sandbox cannot run within it, as the Docker cannot
be nested inside another Docker container. To re-
solve this, we can run the sandbox in a distributed
manner on a physical machine and remotely invoke
the sandbox via IP address and port number.

Acknowledgement

The authors wish to thank the anonymous re-
viewers for their helpful comments. This
work was partially funded by the Major Key
Project of PCL under Grant PCL2024A06, Na-
tional Natural Science Foundation of China (No.



62476061,62206057,62076069), Shanghai Rising-
Star Program (23QA1400200), Natural Science
Foundation of Shanghai (23ZR1403500), Program
of Shanghai Academic Research Leader under
grant 22XD1401100.

References

2024. Dify-sandbox. https://github.com/langg
enius/dify-sandbox.

2024. Llmsandbox. https://hackernoon.com/int
roducing-11lm-sandbox-securely-execute-11m
-generated-code-with-ease.

2024. mistralai.

2024. Promptfoo. https://www.promptfoo.dev/do
cs/guides/sandboxed-code-evals/.

2024. Terrarium. https://github.com/cohere-a
i/cohere-terrarium.

Vishwanath  Akuthota, Raghunandan  Kasula,
Sabiha Tasnim Sumona, Masud Mohiuddin,
Md Tanzim Reza, and Md Mizanur Rahman. 2023.
Vulnerability detection and monitoring using llm. In
2023 IEEE 9th International Women in Engineering
(WIE) Conference on Electrical and Computer
Engineering (WIECON-ECE), pages 309-314. IEEE.

Federico Cassano, John Gouwar, Daniel Nguyen, Syd-
ney Nguyen, Luna Phipps-Costin, Donald Pinckney,
Ming-Ho Yee, Yangtian Zi, Carolyn Jane Anderson,
Molly Q Feldman, et al. 2022. Multipl-e: A scal-
able and extensible approach to benchmarking neural
code generation. arXiv preprint arXiv:2208.08227.

Mark Chen, Jerry Tworek, Heewoo Jun, Qiming
Yuan, Henrique Ponde de Oliveira Pinto, Jared Ka-
plan, Harri Edwards, Yuri Burda, Nicholas Joseph,
Greg Brockman, et al. 2021. Evaluating large
language models trained on code. arXiv preprint
arXiv:2107.03374.

Shihan Dou, Yan Liu, Haoxiang Jia, Limao Xiong,
Enyu Zhou, Junjie Shan, Caishuang Huang, Wei
Shen, Xiaoran Fan, Zhiheng Xi, et al. 2024. Step-
coder: Improve code generation with reinforcement
learning from compiler feedback. arXiv preprint
arXiv:2402.01391.

Xiaohu Du, Ming Wen, Jiahao Zhu, Zifan Xie, Bin
Ji, Huijun Liu, Xuanhua Shi, and Hai Jin. 2024.
Generalization-enhanced code vulnerability detec-

tion via multi-task instruction fine-tuning. arXiv
preprint arXiv:2406.03718.

Abhimanyu Dubey, Abhinav Jauhri, Abhinav Pandey,
Abhishek Kadian, Ahmad Al-Dahle, Aiesha Letman,
Akhil Mathur, Alan Schelten, Amy Yang, Angela
Fan, et al. 2024. The llama 3 herd of models. arXiv
preprint arXiv:2407.21783.

47

Markus Engelberth, Jan Gobel, Christian Schonbein,
and Felix C Freiling. 2012. Pybox-a python sandbox.

Tal Garfinkel, Mendel Rosenblum, et al. 2003. A virtual
machine introspection based architecture for intru-
sion detection. In Ndss, volume 3, pages 191-206.
San Diega, CA.

L. Gazzola, D. Micucci, and L. Mariani. 2019. Auto-
matic software repair: A survey. IEEE Transactions
on Software Engineering, 45(01):34-67.

Robert Gentleman and Duncan Temple Lang. 2007. Sta-
tistical analyses and reproducible research. Journal
of Computational and Graphical Statistics, 16(1):1—
23.

Daya Guo, Qihao Zhu, Dejian Yang, Zhenda Xie, Kai
Dong, Wentao Zhang, Guanting Chen, Xiao Bi,
Y. Wu, Y. K. Li, Fuli Luo, Yingfei Xiong, and Wen-
feng Liang. 2024. Deepseek-coder: When the large
language model meets programming — the rise of
code intelligence.

Zongze Jiang, Ming Wen, Jialun Cao, Xuanhua Shi, and
Hai Jin. 2024. Towards understanding the effective-
ness of large language models on directed test input
generation. In Proceedings of the 39th IEEE/ACM
International Conference on Automated Software En-
gineering, pages 1408-1420.

Hung Le, Hailin Chen, Amrita Saha, Akash Gokul,
Doyen Sahoo, and Shafiq Joty. 2023. Codechain:
Towards modular code generation through chain of
self-revisions with representative sub-modules. In
The Twelfth International Conference on Learning
Representations.

Hung Le, Yue Wang, Akhilesh Deepak Gotmare, Silvio
Savarese, and Steven Chu Hong Hoi. 2022. Coderl:
Mastering code generation through pretrained models
and deep reinforcement learning. Advances in Neural
Information Processing Systems, 35:21314-21328.

Rongao Li, Jie Fu, Bo-Wen Zhang, Tao Huang, Zhihong
Sun, Chen Lyu, Guang Liu, Zhi Jin, and Ge Li. 2023.
Taco: Topics in algorithmic code generation dataset.
arXiv preprint arXiv:2312.14852.

Yujia Li, David Choi, Junyoung Chung, Nate Kushman,
Julian Schrittwieser, Rémi Leblond, Tom Eccles,
James Keeling, Felix Gimeno, Agustin Dal Lago,
et al. 2022. Competition-level code generation with
alphacode. Science, 378(6624):1092-1097.

Zhenkai Liang, VN Venkatakrishnan, and R Sekar. 2003.
Isolated program execution: An application transpar-
ent approach for executing untrusted programs. In
19th Annual Computer Security Applications Confer-
ence, 2003. Proceedings., pages 182—-191. IEEE.

Jianing Liu, Guanjun Lin, Huan Mei, Fan Yang, and
Yonghang Tai. 2025. Enhancing vulnerability detec-
tion efficiency: An exploration of light-weight 1lms
with hybrid code features. Journal of Information
Security and Applications, 88:103925.


https://github.com/langgenius/dify-sandbox
https://github.com/langgenius/dify-sandbox
https://hackernoon.com/introducing-llm-sandbox-securely-execute-llm-generated-code-with-ease
https://hackernoon.com/introducing-llm-sandbox-securely-execute-llm-generated-code-with-ease
https://hackernoon.com/introducing-llm-sandbox-securely-execute-llm-generated-code-with-ease
https://mistral.ai/news/codestral/
https://www.promptfoo.dev/docs/guides/sandboxed-code-evals/
https://www.promptfoo.dev/docs/guides/sandboxed-code-evals/
https://github.com/cohere-ai/cohere-terrarium
https://github.com/cohere-ai/cohere-terrarium
https://doi.org/10.1109/TSE.2017.2755013
https://doi.org/10.1109/TSE.2017.2755013
https://api.semanticscholar.org/CorpusID:267211867
https://api.semanticscholar.org/CorpusID:267211867
https://api.semanticscholar.org/CorpusID:267211867

Jiate Liu, Yigin Zhu, Kaiwen Xiao, Qiang Fu, Xiao Han,
Wei Yang, and Deheng Ye. 2023. RItf: Reinforce-
ment learning from unit test feedback. arXiv preprint
arXiv:2307.04349.

Siyao Liu, He Zhu, Jerry Liu, Shulin Xin, Aoyan Li, Rui
Long, Li Chen, Jack Yang, Jinxiang Xia, ZY Peng,
et al. 2024. Fullstack bench: Evaluating llms as full
stack coder. arXiv preprint arXiv:2412.00535.

Guilong Lu, Xiaolin Ju, Xiang Chen, Wenlong Pei, and
Zhilong Cai. 2024. Grace: Empowering llm-based
software vulnerability detection with graph structure
and in-context learning. Journal of Systems and Soft-
ware, 212:112031.

Yang Luo, Richard Yu, Fajun Zhang, Ling Liang, and
Yonggiang Xiong. 2024. Bridging gaps in llm code
translation: Reducing errors with call graphs and
bridged debuggers. In Proceedings of the 39th
IEEE/ACM International Conference on Automated
Software Engineering, pages 2448-2449.

Valentin JM Manes, HyungSeok Han, Choongwoo Han,
Sang Kil Cha, Manuel Egele, Edward J Schwartz,
and Maverick Woo. 2019. The art, science, and engi-
neering of fuzzing: A survey. IEEE Transactions on
Software Engineering, 47(11):2312-2331.

OpenAl. 2023. Gpt-4 technical report. Preprint,
arXiv:2303.08774.

Houxing Ren, Mingjie Zhan, Zhongyuan Wu, Aojun
Zhou, Junting Pan, and Hongsheng Li. 2024. Re-
flectioncoder: Learning from reflection sequence for
enhanced one-off code generation. arXiv preprint
arXiv:2405.17057.

Jiho Shin, Clark Tang, Tahmineh Mohati, Maleknaz
Nayebi, Song Wang, and Hadi Hemmati. 2023.
Prompt engineering or fine tuning: An empiri-
cal assessment of large language models in auto-

mated software engineering tasks. arXiv preprint
arXiv:2310.10508.

Parshin Shojaee, Aneesh Jain, Sindhu Tipirneni, and
Chandan K Reddy. 2023. Execution-based code gen-
eration using deep reinforcement learning. arXiv
preprint arXiv:2301.13816.

André Silva, Jodao F Ferreira, He Ye, and Martin
Monperrus. 2023. Mufin: Improving neural re-
pair models with back-translation. arXiv preprint
arXiv:2304.02301.

Qingxiao Tao, Tingrui Yu, Xiaodong Gu, and Beijun
Shen. 2024. Unraveling the potential of large lan-
guage models in code translation: How far are we?
arXiv preprint arXiv:2410.09812.

Qwen Team. 2024. Qwen2.5: A party of foundation
models.

Yao Wan, Zhangqgian Bi, Yang He, Jianguo Zhang,
Hongyu Zhang, Yulei Sui, Guandong Xu, Hai Jin,
and Philip Yu. 2024. Deep learning for code in-
telligence: Survey, benchmark and toolkit. ACM
Computing Surveys, 56(12):1-41.

48

Tianyang Zhou, Haowen Lin, Somesh Jha, Mihai
Christodorescu, Kirill Levchenko, and Varun Chan-
drasekaran. 2025. Llm-driven multi-step translation
from c to rust using static analysis. arXiv preprint
arXiv:2503.12511.

Qihao Zhu, Daya Guo, Zhihong Shao, Dejian Yang,
Peiyi Wang, Runxin Xu, Y Wu, Yukun Li, Huazuo
Gao, Shirong Ma, et al. 2024. Deepseek-coder-v2:
Breaking the barrier of closed-source models in code
intelligence. arXiv preprint arXiv:2406.11931.


https://arxiv.org/abs/2303.08774
https://qwenlm.github.io/blog/qwen2.5/
https://qwenlm.github.io/blog/qwen2.5/

A Related Work

LLMs are increasingly popular in software engi-
neering applications (Ren et al., 2024; Le et al.,
2022). However, the code generated by these mod-
els can contain malicious vulnerabilities. To ensure
security and stability, and provide robust monitor-
ing capabilities, it is essential to execute these com-
pilation and execution processes within an isolated
sandbox environment (Garfinkel et al., 2003; Liang
et al., 2003). Despite this necessity, the develop-
ment of open-source sandboxes is still in its infancy.
Most sandboxes developed for LLM-generated
code are typically focused on a single or two pro-
gramming languages (Engelberth et al., 2012; pro,
2024, Dif, 2024). MultiPL-E (Cassano et al., 2022),
LLMSandbox (LLM, 2024), and SandboxFusion
(Liu et al., 2024) are multi-programming language
sandboxes. However, MultiPL-E is limited to its
MultiPL-E dataset, which is hard to integrate with
online training tasks. LLMSandbox uses standard
images for its environment, which lacks numerous
commonly used dependency libraries. MPLSand-
box was released prior to SandboxFusion. More-
over, our tool integrates over 40 diverse code anal-
ysis tools, providing comprehensive feedback sig-
nals such as static analysis and efficiency evalua-
tion. Moreover, applying LLMs to code tasks is
often accompanied by the use of a plethora of code
analysis tools (Shojaee et al., 2023; Silva et al.,
2023). Researchers usually spend significant time
and effort on tasks like environment setup and re-
solving versioning and dependency issues.

B Docker Containerization Overhead
Analysis

As shown in Figure 5, the introduction of Docker
containerization in MPLSandbox incurs measur-
able but justifiable resource overhead: CPU uti-
lization increases by 1-5%, and memory consump-
tion rises by 7-80MB across programming lan-
guages. This overhead primarily stems from virtu-
alization penalties in process scheduling and mem-
ory management. For instance, C++ exhibits the
highest CPU impact (+5%) due to compilation-
intensive operations, while Java shows the most
significant memory increase (+80MB) due to JVM
optimization constraints within containers. Cru-
cially, this trade-off delivers essential security and
stability benefits: Docker effectively isolates ma-
licious code execution, prevents system-wide fail-
ures through resource constraints, and ensures con-
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Figure 5: Docker containerization overhead analysis in
MPLSandbox.

sistent environment reproducibility. Through ar-
chitectural optimizations including warm sandbox
pools that reduce startup latency by 90% and dis-
tributed scheduling that isolates training resources,
MPLSandbox effectively contains this overhead to
under 5% of total processing time in production
deployments, validating the design choice as a net
positive for secure, reliable code analysis across
diverse programming environments.

C Case Study on Usage

In this section, we conduct case studies centered
around the five analysis methods based on the afore-
mentioned configuration example in Section 2.3.

Code Basic Analysis returns a Basic Feedback
along with Abstract Syntax Tree (AST) and Control
Flow Graph (CFG). As shown in Figure 6, the basic
feedback includes fields such as Reward, Compiler
Feedback, Correct Rate, Unit Inputs, Required Out-
puts and Language. From the compiler feedback,
it can be seen that the code has successfully passed
all unit tests, achieving a correct rate of 1.0 and a
reward of 1.0.

The AST presents the syntactic structure of the
code in a tree diagram, where each node represents
a syntactic element in the code. This structure helps
to understand the logic and hierarchical relation-
ships of the code, facilitating code optimization
and error detection. The CFG graphically displays
the execution paths and decision points of the code,
including basic blocks and edges, which helps to
reveal the execution order of the program and po-
tential branching conditions.

Code Smell Analysis and Code Bug Analysis
modules are designed to identify potential issues
or vulnerabilities in the code, reporting specific
line numbers along with the categories of smells
or bugs. To better demonstrate this functionality,
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we have intentionally introduced some code smell
patterns and vulnerabilities into the code. In Fig-
ure 7, the yellow warning boxes indicate the loca-
tions where MPLSandbox has detected code smells,
while the red warning boxes mark the positions of
identified code bugs.

Code Efficient Evaluation provides an analy-
sis of code execution efficiency for different test
cases. Figure 8 reports the Hits (the number of
times a code line is executed), Time (the total exe-
cution time of the code line in milliseconds), Per
Hits (the average time required for each execution
of the code line in milliseconds), and %Time (the
percentage of the total execution time taken by the
execution time of the code line). As shown in Fig-
ure 8, code lines 2, 3, 5, 22 and 24 have common
execution records under different test inputs, with
some code lines taking a longer execution time un-
der specific inputs. For example, code line 6 takes
58.1 milliseconds to execute under the input "120"
because in this case, line 6 is a loop that iterates
120 times. Code line 23 takes 33.2 milliseconds to
execute under the input "210" because this line of
code contains a loop that iterates based on the vari-
able result, which is strongly related to the input
210. Code lines 12, 13, and 14 have a large number
of executions under the input "210", because this
part involves the processing of a large range loop.
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Figure 9: Reports of unit test analysis.

Therefore, these perceptions of code line execu-
tion efficiency undoubtedly provide very important
basis for further performance optimization.

Unit Test Analysis returns a comprehensive cov-
erage report for the given unit tests. As shown
in Figure 9, green lines represent the overlapping
parts of the executed lines for different unit inputs,
while yellow, blue, and red lines represent the non-
overlapping parts of the executed lines for the test
cases "51", "120", and "210", respectively. With
the unit input "51", a total of 7 lines of code were
executed, achieving a coverage rate of 0.3. For a
total of 23 lines of code, the overall average cover-
age rate is 0.46. This indicates that the current test
cases do not fully cover the code paths.

Furthermore, Unit Test Analysis has conducted
a complete coverage statistics for all test inputs
within the given range. It can be observed that
within the range of unit input 0 <= n < 300, this set
of code has resulted in 7 different coverage possi-
bilities, with the highest being 0.65 and the lowest
being 0.35. The distribution of unit inputs across
various coverage rates is relatively even. It is ev-
ident that after iterating through all possible test
inputs, the code coverage remains at a relatively
low level, suggesting that the logical framework
of the code itself still has significant room for im-
provement.
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Abstract

We present FlagEvalMM, an open-source eval-
uation framework designed to comprehensively
assess multimodal models across a diverse
range of vision-language understanding and
generation tasks, such as visual question an-
swering, text-to-image/video generation, and
image-text retrieval. We decouple model in-
ference from evaluation through an indepen-
dent evaluation service, thus enabling flexi-
ble resource allocation and seamless integra-
tion of new tasks and models. Moreover,
FlagEvalMM utilizes advanced inference accel-
eration tools (e.g., vLLM, SGLang) and asyn-
chronous data loading to significantly enhance
evaluation efficiency. Extensive experiments
show that FlagEvalMM offers accurate and ef-
ficient insights into model strengths and limita-
tions, making it a valuable tool for advancing
multimodal research. The framework is pub-
licly accessible at https://github.com/flageval-
baai/FlagEvalMM.

1 Introduction

With the rapid advancement of large language mod-
els (LLMs) (Brown et al., 2020), multimodal mod-
els, which integrate multiple forms of input or out-
put data such as text, images, and videos, have ex-
perienced significant development in recent years.
Currently, vision-language models (VLMs) (Ope-
nAl, 2023; Anthropic, 2024) are among the most
prominent multimodal models. These models typ-
ically accept textual and visual inputs—such as
images or videos—and generate textual outputs,
thus primarily addressing multimodal understand-
ing tasks. Concurrently, text-to-image (T2I) (Labs,
2024; Esser et al., 2024) and text-to-video (T2V)
(Kong et al., 2024; OpenAl, 2024) generation tasks,
where textual as inputs and generate visual outputs,
have also garnered substantial attention, highlight-
ing multimodal generation tasks. Recently, there
has been growing interest in developing unified
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multimodal models capable of integrating both un-
derstanding and generation functionalities (Chen
et al., 2025; Wang et al., 2024b).

These developments underscore the need for ef-
ficient and comprehensive evaluation frameworks
assess multimodal models’ diverse capabilities. An
ideal evaluation framework should accurately, effi-
ciently, and conveniently assess various capabilities
across diverse model architectures. For evaluating
VLMs, several frameworks, such as Lmms-Eval
(Zhang et al., 2024¢) and Vlmevalkit (Duan et al.,
2024), have been proposed and widely adopted.
Similarly, for evaluating T2I and T2V genera-
tion models, CompBench(Huang et al., 5555) and
VBench (Huang et al., 2024) are popular choice.
However, existing evaluation frameworks typically
target specific multimodal tasks, lacking a compre-
hensive evaluation system capable of supporting a
wide array of multimodal tasks uniformly.

Furthermore, current evaluation frameworks gen-
erally perform model inference and evaluation
within a single runtime environment. With the
increasing complexity of evaluation methods, such
as use LLLM as a judge (Gu et al., 2024), this ar-
chitectural choice has revealed several limitations.
This tight coupling may lead to conflicts between
model inference and evaluation environments, and
it can can also impede efficient resource usage.

In this work, we propose FlagEvalMM, a novel
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multimodal evaluation framework that addresses
existing limitations by decoupling model inference
from the evaluation process. As illustrated in Fig-
ure 1, FlagEvalMM separates the inference environ-
ment (Model Runner) from an independent evalua-
tion service (Evaluation Server). Both components
communicate through a lightweight protocol, effec-
tively resolving environment conflicts and enabling
more flexible resource allocation. The modular de-
sign allows developers to easily add new tasks or
models as plugins without modifying the existing
framework code.

Since model inference typically dominates the
evaluation time, FlagEvalMM utilizes state-of-the-
art inference acceleration libraries (e.g., vLLM
(Kwon et al., 2023), SGLang (Contributors, 2024),
LMDeploy (Contributors, 2023)) to significantly
speed up computation. Additionally, it employs
asynchronous data loading techniques, such as data
prefetching, to further reduce waiting times.

Furthermore, FlagEvalMM provides a compre-
hensive suite of evaluation paradigms for multi-
modal understanding and generation tasks, includ-
ing but not limited to: (a) vision-language un-
derstanding (e.g., VQA), (b) text-to-image (T2I)
and text-to-video (T2V) generation, and (c) image-
text retrieval. Due to its modular architecture,
FlagEvalMM easily supports the addition of new
task extensions and evaluation metrics, enhancing
its versatility and applicability.

To demonstrate its utility, we integrate
FlagEvalMM with the Flageval platform! and Hug-
gingface Spaces?,enabling users to efficiently de-
ploy new models and conduct comprehensive eval-
uations. We maintain leaderboards categorized by
various multimodal tasks, ranking models accord-
ing to our meticulously designed capability frame-
works. We have cumulatively evaluated hundreds
of multimodal models, providing a comprehen-
sive capability analysis of mainstream multimodal
models. Our experiments on diverse tasks (vision-
language understanding, text-to-image/video gener-
ation, and image-text retrieval) highlight the frame-
work’s flexibility and extensibility.

In summary, our main contributions are:

* We introduce FlagEvalMM, an open-source
multimodal evaluation framework that han-
dles both understanding and generation tasks

1https ://flageval.baai.ac.cn/
2https ://huggingface.co/spaces/BAAI/open_
flageval_vlm_leaderboard
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under a unified platform.

By employing a decoupled architecture
with an independent evaluation service,
FlagEvalMM resolves environment conflicts,
enhances flexibility, and improves efficiency
in the evaluation process.

* We provide extensive empirical results on var-
ious tasks, illustrating FlagEvalMM’s capabil-
ity to deliver detailed insights into different
model strengths and limitations.

2 Related Work

With the significant progress of multimodal models,
numerous evaluation frameworks have emerged to
assess their capabilities. Specifically, for evaluating
vision-language models (VLMs), several bench-
marks focus on distinct aspects of performance.
For instance, MMMU (Yue et al., 2024a) evalu-
ates college-level subject knowledge; CMMU (He
et al., 2024b) assesses Chinese K-12 educational
content; Blink (Fu et al., 2024) tests visual percep-
tion abilities; MathVerse (Zhang et al., 2024d) and
MathVision (Wang et al., 2024a) measure math-
ematical reasoning; OcrBench (Liu et al., 2024)
examines text recognition accuracy; and Charxiv
(Wang et al., 2024c) evaluates chart comprehension
skills.

To facilitate convenient and evaluation across
these benchmarks, several evaluation frameworks
have been proposed. For instance, Vlmevalkit
(Duan et al., 2024) is a pioneering open-source
multimodal evaluation toolkit. However, its lack
of flexibility requires intrusive code modifications
for adding new benchmarks or models, making it
unsuitable for plug-and-play integrations. VHELM
(Lee et al., 2024) aggregates multiple datasets to
evaluate nine aspects of model performance but suf-
fers from several limitations: first, as an extension
of HELM (Liang et al., 2022), its architecture is
complex, hindering the integration of new models
and the expansion of datasets; second, it primar-
ily relies on API calls and has limited support for
open-source models. Lmms-Eval (Zhang et al.,
2024c), an excellent and widely-used VLM evalua-
tion framework following the Harness (Gao et al.,
2024) paradigm, only supports Transformers and
vLLM as inference frameworks, thus restricting its
flexibility. Furthermore, it does not accommodate
evaluations of multimodal generation tasks, limit-
ing its applicability to unified multimodal models.
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Figure 2: Components and workflow of the evaluation server

Regarding the evaluation of multimodal genera-
tion tasks, benchmarks are fewer, and the evalua-
tion methods, especially for image or video outputs,
are inherently more complex. HEIM (Lee et al.,
2023) is a comprehensive framework for evaluating
text-to-image generation, but similar to VHELM,
it is built upon HELM and presents usability chal-
lenges. VBench (Huang et al., 2024) systemati-
cally evaluates video generative models across 16
hierarchical and disentangled dimensions, yet it is
exclusively tailored to video generation tasks. In
contrast to these existing frameworks, our proposed
FlagEvalMM offers enhanced flexibility and ease
of use, supporting a wide range of multimodal un-
derstanding and generation tasks through a unified,
user-friendly interface.

3 System Design

In this section, we present the system design of our
proposed framework, FlagEvalMM. As illustrated
in Figure 1, the system comprises two main com-
ponents: an evaluation server and a model runner,
which communicate through a carefully designed
protocol via HTTP. The demonstration video of
FlagEvalMM is available is available online.> We
will discuss the design of each component in detail.

3.1 Evaluation Server

As illustrated in Figure 2, the evaluation server pro-
vides data to the model runner and evaluates model
performance. A Task serves as the smallest exe-
cutable unit within the evaluation server, consisting
of three core components:

* Processor: Performs data preprocessing, con-
verting datasets from various sources into a
standardized format, stored persistently.

3Video available at: https://youtu.be/L7EtacjoMok
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* Config: Provides configuration parameters
such as evaluation metrics and prompt tem-
plate.

* Evaluator: Evaluates model outputs and gen-
erates performance metrics.

The workflow for each task is as follows: read
configurations to acquire metadata, distribute data
to models, await model outputs, and finally eval-
uate the generated results. The evaluation server
is designed with scalability in mind and can be
deployed on cloud platforms to decouple evalua-
tion and inference. While predefined Dataset types
and Evaluators are provided, users can also define
and register customized Datasets and Evaluators
for specific tasks.

3.2 Model Runner

The Model Runner is responsible for executing
model inference, offering significant flexibility
while following the defined Communication Proto-
col with the evaluation server (see Section 3). As
illustrated in the right part of Figure 1, the Model
Runner consists of two primary components: the
Model Adapter and the Backend.

Model adapter plays as the bridge between the
evaluation server and the model inference backend,
It fetches data from the evaluation server, schedules
tasks, and invokes backend processes for model in-
ference. For convenience, commonly used model
adapters are provided within our model zoo, includ-
ing support for OpenAl-style REST API, and popu-
lar services such as Gemini and Anthropic (further
details are provided in Appendix §A). Users may
directly utilize these predefined adapters or develop
custom adapters tailored to their specific require-
ments.


https://youtu.be/L7EtacjoM0k

Communication Protocol
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Tasks Info Example

{'task_names’:
['mmmu_val', 'math_vision_ test’]}

Benchmark Meta info Example

{'length': 900,
'name': 'mmmu_val',
'output_dir': 'expl/mmmu_val',
Model 'type': 'vqga'}
Runner Data Item Example

{'img_path': [‘path_to_image.png'],
‘question’: “Assume accounts have
normal balances, solve for the one ... ”
'question_id':
'validation_Accounting 2°',
'type': 'multiple-choice'}

Figure 3: Communication protocol between evaluation server and model runner

The Backend is the inference engine re-
sponsible for executing the model computa-
tion, user can choose the backend according to
their own needs.To optimize inference efficiency,
FlagEvalMM officially supports high-performance
backends like vLLM, SGLang and MLDeploy. Al-
ternatively, users can directly leverage popular li-
braries, such as Transformers, Diffusers, PyTorch,
or other APIs for inference. To enhance efficiency
and reduce redundant computations, we implement
a caching mechanism based on SQLite (Gaffney
et al., 2022), a lightweight database system. When
caching is enabled, the system computes a hash
value for input data (including text, images, and
parameters) and uses this hash as a unique key to
store inference results. Subsequent identical re-
quests retrieve the stored results directly from the
cache, significantly reducing processing overhead.

3.3 Communication Protocol

The communication protocol between the evalua-
tion server and the model runner is designed to be
simple, modular, and extensible. As illustrated in
Figure 3, the protocol supports the complete eval-
uation lifecycle, including task retrieval, metadata
provisioning, data access, and result submission.
All interactions between the evaluation server and
model runner adhere to a RESTful HTTP pattern
(Fielding, 2000), with each evaluation step corre-
sponding to a dedicated APL

The protocol starts with the model runner re-
questing the available tasks via get_tasks, and
then querying detailed task information with
task_info. After selecting a task, the runner
retrieves task-level metadata meta_info using
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get_meta. These metadata include the number
of samples, task type (e.g., VQA, T2I), output di-
rectory, and other necessary settings.

Once the task setup is complete, the model run-
ner requests specific evaluation items using the
get_data(i).The returned data_info includes
necessary details like image paths, textual prompts,
and unique question identifiers. After inference,
the runner submits its predictions back to the eval-
uation server via the submit (result).

Each step in the communication protocol sup-
ports distributed and parallelized model evaluation.
The protocol’s modular design also enables easy in-
tegration of new task types or data formats without
requiring modifications to the core communication
logic. As a result, FlagEvalMM remains flexible
and easily adaptable to various multimodal evalua-
tion scenarios.

4 Evaluation Results and Analysis

We have evaluate more than 50 multimodal un-
derstanding models and 30 multimodal generation
models on the FlagevalMM leaderboard. In this pa-
per, we focus on the performance of VLMs and text-
to-image models. we select some frontier models
from various companies and research institutions
for detailed analysis.

4.1 Datasets and Evaluation Metrics

4.1.1 Multimodal Understanding

To comprehensively evaluate the multimodal un-
derstanding capabilities of models and address the
dataset contamination and metric saturation issues
(Chen et al., 2024), we selected multiple recent pub-
lic and self-constructed evaluation datasets for this



‘ Average Rank ‘ Capability Score
Model ‘ Overall EN ZH ‘ Gen Math Chart Vis Text
gemini-2.0-pro 2.1 24 1.5 | 6400 52.18 67.06 62.73 78.22
Qwen2.5-VL-72B 4.6 54 25 |61.30 3545 67.00 60.90 77.63
Qwen2.5-VL-32B 6.7 7.8 4.0 | 60.17 4257 62.15 59.22 74.68
claude-3-7-sonnet-20250219 6.9 42 1355898 4931 71.19 66.55 67.69
InternVL2_5-78B 6.9 72 6.0 | 61.31 37.80 60.14 6297 70.87
gpt-40-2024-11-20 8.1 7.2 10.5 | 5839 30.82 65.50 62.02 70.31
claude-3-5-sonnet-20241022 8.1 6.2 13.0]59.14 4524 71.89 62.66 67.00
Qwen2-VL-72B 104 122 6.0 | 5730 3253 60.06 5448 71.75
gemini-1.5-pro 11.0 80 1855329 50.80 6241 56.74 63.62
Mistral-Small-3.1-24B 12.6 9.6 20.0 |5336 3240 6494 6049 62.25
llava-onevision-qwen2-72b 20.3 18.0 26.0 | 45.84 3290 52.09 48.55 49.48
Molmo-72B-0924 22.0 18.8 30.0 | 43.27 2631 54.27 50.12 44.98

Table 1: Ability evaluation of some frontier VLM models. For Gen (General Knowledge), Math, Chart, Vis
(Visual Perception), Text (Text Recognition and Understanding), scores are averaged across English and Chinese

evaluations.

VLM assessment: Charxiv (Wang et al., 2024c),
CII-Bench (Zhang et al., 2024a), CMMMU (Zhang
etal., 2024b), MMMU (Yue et al., 2024a), MMMU-
Pro (Yue et al., 2024b), MathVision (Wang et al.,
2024a), MathVerse (Zhang et al., 2024d), MMVET-
v2 (Yuet al., 2024), Blink (Fu et al., 2024), and self-
constructed subjective image-text QA dataset and
text recognition and understanding dataset. These
datasets cover five capabilities: general knowledge,
mathematical, chart comprehension, visual percep-
tion, and text recognition and understanding, dach
dataset can be mapped to one or more capabili-
ties Additionally, we distinguished between Chi-
nese and English capabilities based on question
language and cultural type.

Except for the two self-constructed benchmarks,
all datasets are publicly available academic datasets.
Public datasets utilized the default prompts and ac-
curacy calculation methods provided by their origi-
nal sources. The self-constructed subjective eval-
uation dataset employs binary manual scoring to
judge correctness. The self-constructed text recog-
nition and understanding evaluation adopts the au-
tomatic accuracy evaluation method from OCR-
Bench (Liu et al., 2024), determining correctness
based on whether the manually annotated standard
answer string is a subsequence of the model’s re-
sponse.

4.1.2 Multimodal Generation

For multimodal generation tasks, we evaluate
the result for 4 aspects: consistency with the
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prompt, realism, aesthetic quality, and safety. In
FlagevalMM, we currently support several metrics
for automatic evaluation of multimodal generation
models. In our leaderboard, we combined some au-
tomatic evaluation metrics with human evaluation
to provide a more comprehensive evaluation, we
choose VQAScore (Lin et al., 2024), Q-Align (Wu
et al., 2024), VideoScore (He et al., 2024a) as the
automatic evaluation metrics. In human evaluation,
we employs 3 human evaluators to score the image
in 4 aspects above, and the final score is the aver-
age of the 3 human scores. The detailed annotation
guideline can be found in Appendix §D.

Beyond standard datasets like COCO (Lin et al.,
2014) and GenAl Bench (Li et al., 2024) avail-
able in FlagEvalMM, our leaderboard uses self-
constructed datasets for text-to-image and text-to-
video tasks. The text-to-image dataset contains 414
self-designed high-quality prompts, while the text-
to-video dataset includes 148 prompts (100 self-
designed, 48 public). The self-constructed datasets
are evaluated using the same automatic evaluation
metrics as the public datasets.

4.2 Leaderboard

In this section, we present evaluation results for
representative state-of-the-art multimodal models.

4.2.1 Results of VLMs

Table 1 summarizes the performance of representa-
tive VLMs across five key multimodal capabilities.
The left side of the table shows the overall average



Model Weighted Human Evaluation Automated Evaluation
Cons Real Aes Safety | VQAS OA-Qua OA-Aes

Hunyuan-Image 73.00 67.93 66.67 78.50 100.00 | 73.76 95.36 81.00
Doubao-Image v2.1 71.74 69.79 6190 75.00 94.64 | 76.69 89.96 73.24
DALL-E 3 70.12 7024 57.51 68.38 98.21 81.82 94.42 89.92
Kolors 68.80 68.53 6243 63.84 92.86 | 75.60 88.60 80.77
FLUX.1 schnell 68.39 61.95 6434 73.18 99.11 | 77.95 93.53 74.60
Firefly Image 3 66.15 62.80 57.07 68.90 9554 | 74.39 88.92 76.91
Midjourney v6.1 65.91 67.56 4695 64.58 9821 | 77.63 86.82 77.60
Stable Diffusion 3.5 Large 65.22 67.86 45.61 60.86 100.00 | 78.28 89.47 73.47
CogView-3 Plus 64.34 67.63 4568 57.37 99.11 80.16 90.72 80.15

Table 2: Performance comparison of text-to-image models across human and automated evaluation metrics.

rank along with language-specific average ranks,
while the right side details capability scores, each
representing averages from evaluations conducted
in both English and Chinese. Models are ranked
based on their overall average rank.

Our analysis reveals substantial progress among
recent open-source VLMs. Notably, the Qwen2.5
series (Team., 2025) surpasses several earlier com-
mercial models, highlighting significant advance-
ments within the open-source community. This
improvement indicates a narrowing performance
gap between open-source and proprietary solutions
in multimodal understanding tasks. However, some
models, such as Mistral-3.1(AI, 2025) and Claude
3.7 (Anthropic, 2025), exhibit pronounced perfor-
mance discrepancies across different languages and
cultural contexts, performing notably better in En-
glish than in Chinese. These results underscore
persistent challenges regarding cross-lingual and
cross-cultural generalization in current VLM archi-
tectures. According to some case study, we found
VLMs currently exhibit instability and inaccuracies
in tasks involving spatial reasoning, position esti-
mation, and counting. Additionally, they struggle
with classic computer vision challenges such as
occlusion, varying illumination, deformation, and
perspective changes.

4.2.2 Results of text-to-image models

Table 2 compares the performance of selected text-
to-image models using both human and automated
evaluation metrics. Since some T2I models only
support English prompts, the results presented in
the table are based on a subset of English prompts.
Models are ranked according to the weighted aver-
age of human evaluation scores.

The results demonstrate that commercial mod-
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els, such as Hunyuan-Image (Tencent, 2024)
and Doubao-Image (ByteDance, 2024), generally
achieve higher performance in human evaluation
compared to open-source counterparts like FLUX
(Labs, 2024) and CogView-3 (Zheng et al., 2024).
Notably, while automated metrics offer useful in-
sights, they do not always align closely with human
judgments. For instance, in the consistency dimen-
sion, the VQAScore exhibits a Pearson correlation
coefficient (Cohen et al., 2009) of only 0.76 with
human evaluation scores. Similarly, for aesthetic
quality, the OneAlign-Aesthetic metric yields a
moderate correlation of 0.59. These observations
highlight the limitations of current automated eval-
uation methods and suggest the necessity for fur-
ther refinement to better reflect human perception.
According to some case study, we found that T2I
models often struggle with generating high-quality
images for human motion scenarios and accurately
depicting specified object.

5 Conclusion and Future Work

In this work, we introduce FlagEvalMM, an open-
source integrates both multimodal understanding
and generation tasks within a unified platform. By
decoupling model inference from the evaluation
process, FlagEvalMM effectively mitigates envi-
ronmental conflicts and significantly enhances flex-
ibility. Moreover, integration with public platforms
such as FlagEval and Huggingface Spaces further
enhances ease of use and accessibility. In the fu-
ture, we plan to incorporate additional evaluation
methodologies, such as multi-round conversational
tasks, interactive gameplay with vision-language
models, and advanced reasoning capability assess-
ments. These extensions aim to broaden the scope
and depth of FlagEvalMM.



Limitations

Due to the rapidly evolution of evaluation meth-
ods and models, our work integrates only a se-
lected subset of existing evaluation approaches and
benchmarks. Additionally, a significant gap re-
mains between automated evaluation and human
assessment in generation tasks, necessitating con-
tinued reliance on manual evaluation.
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A Commercial API Support

We support mainstream APIs for multimodal tasks.
For Vision-Language Models (VLMs), we provide
integration with OpenAl, Gemini, Claude, Hunyan,
and Qwen. For Text-to-Image (T2I) models, we
support DALL-E, Flux, and Kolors. Additionally,
we offer OpenAl-style REST API compatibility
for both types of tasks, which we highly recom-
mend using for seamless integration and ease of
deployment.

B Add A New Evaluation Task

This section describes the procedure for adding
new evaluation tasks to the benchmark system. The
process consists of three main steps:

B.1 Create Task Configuration

New evaluation tasks require creating appropriate
configuration files in the tasks directory. For sim-
ple tasks (e.g., Visual Question Answering), de-
velopers can utilize the existing VgaBaseDataset
class.

The basic configuration template includes:

* dataset_path: Path to the original dataset
* split: Dataset partition (e.g., "image")

* processed_dataset_path: Storage path for
processed datasets (e.g., "CustomBench")

* processor: Data processing script (e.g., "pro-
cess.py")

Developers can configure tasks in two ways:

1. Default Prompt Configuration: Uses the sys-
tem’s default prompt template ("Answer the
question using a single word or phrase.")

2. Custom Prompt Configuration: Allows cus-
tomization of the prompt template for specific
task requirements

B.2 Implement Data Processing

Each new task requires a dedicated processing
script (specified in the processor field) to trans-
form raw data into the system’s standardized for-
mat. The script should handle:

 Data loading from source files
* Format conversion
* Quality control checks

* Output generation in the expected structure
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B.3 Register the Task

After configuration and processing implementation,
the task must be registered in the system’s task
registry. This involves:

* Adding the task to the appropriate configura-
tion files

* Updating any necessary dependencies
* Verifying integration through test cases

The modular design allows for seamless addition
of new evaluation tasks while maintaining consis-
tency across the benchmark system.

C Benchmarks for VLM evaluation

Table 3 summarizes the benchmarks utilized by
the FlagEval leaderboard for evaluating vision-
language models (VLMs). Each benchmark as-
sesses one or more specific model capabilities, such
as visual perception, general knowledge, or mathe-
matical reasoning.

D Human Evaluation Process and
Scoring Guidelines

In this evaluation, images generated by different
models from the same textual prompt were simul-
taneously displayed to annotators in random order
and position. Three trained annotators indepen-
dently rated each image according to specific eval-
uation dimensions. Annotators sequentially com-
pleted scoring for each evaluation dimension before
proceeding to the next. After completing scoring
for all three dimensions, annotators repeated this
process for two additional rounds. The repeated
evaluation rounds were designed to measure and
ensure the stability and consistency of annotator
scoring criteria.

The evaluation dimensions included Text-Image
Consistency, image realism, aesthetic quality, and
image safety. Text-Image Consistency, realism, and
aesthetic quality were scored on a 5-point scale,
whereas safety was scored as a binary (0 or 1). Def-
initions for each evaluation dimension are provided
below:

» Text-Image Consistency: Assesses the ex-
tent to which the generated image accurately
reflects the content described by the text.

* Realism: Higher realism scores indicate that
the image faithfully represents objects’ ex-
pected shapes and characteristics rather than



Table 3: Evaluation Datasets for Vision-Language Models

Benchmark Language Capability
Charxiv(Val)(Wang et al., 2024c) English Chart Comprehension
CII-Bench(Test)(Zhang et al., 2024a) Chinese General Knowledge
CMMMU(Val)(Zhang et al., 2024b) Chinese General Knowledge
MMMU(Val)(Yue et al., 2024a) English General Knowledge
MMMU-Pro(Standard, Vision)(Yue et al., 2024b) English General Knowledge, Visual Perception
MathVision(Test)(Wang et al., 2024a) English Mathematical Ability
MathVerse(testmini)(Zhang et al., 2024d) English Mathematical Ability
MMVET-v2(Yu et al., 2024) English General Knowledge, Visual Perception
Blink(Val)(Fu et al., 2024) English Visual Perception
Self-constructed VQA Dataset English, Chinese = General Knowledge, Visual Perception
Self-constructed Text Dataset English,Chinese Text Recognition and Understanding

Table 4: Scoring Guidelines for Human Evaluation of Text-to-Image Models

Score Text-Image Consistency | Realism Aesthetic Quality Safety
0 — — — Image contains unsafe
content
1 Image does not reflect tex- | Significant errors in | Subjects difficult to iden- | Image is safe
tual description shapes and characteristics | tify; chaotic composition
2 Image includes a few ele- | Some noticeable errors in | Poor aesthetic quality —
ments from the textual de- | shapes and characteristics
scription
3 Image contains most ele- | Some obvious errors but | Average aesthetic quality; | —
ments of the textual de- | overall coherent ordinary composition and
scription color matching
4 Image reflects textual de- | Minor, less obvious errors | Good —aesthetics with | —
scription well in shapes and characteris- | slight shortcomings in
tics composition or color
matching
5 Image perfectly aligns | No errors; image is coher- | Excellent aesthetic quality | —

with textual description ent and realistic

with outstanding composi-
tion and color matching

arbitrary generation. For realistic scenes, the
evaluation considers conformity with the real
world; for surreal scenes, it considers consis-
tency with common knowledge from anima-

tions, sci-fi films, or other surreal contexts.

¢ Aesthetic Quality: Evaluates the aesthetic

appeal of the image, including clarity, compo-
sition, and alignment with aesthetic standards.

Safety: Ensures the generated images are free
from violence, pornography, drug-related con-

tent, and anti-social themes.

Detailed scoring criteria for each evaluation di-
mension are summarized in Table 4.
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Abstract

Accurately answering climate science ques-
tions requires scientific literature and climate
data. Interpreting climate literature and data,
however, presents inherent challenges such
as determining relevant climate factors and
drivers, interpreting uncertainties in the science
and data, and dealing with the sheer volume
of data. MY CLIMATE COPILOT is a platform
that assists a range of potential users, such as
farmer advisors, to mitigate and adapt to pro-
jected climate changes by providing answers
to questions that are grounded in evidence. It
emphasises transparency, user privacy, low-
resource use, and provides automatic evalua-
tion. It also strives for scientific robustness
and accountability. Fifty domain experts care-
fully evaluated every aspect of MY CLIMATE
COPILOT and based on their interactions and
feedback, the system continues to evolve.

1 Introduction

Contemporary information-seeking and knowledge
discovery in climate science requires access to and
understanding of an increasing amount of climate
data (Sansom et al., 2021; Jagannathan et al., 2023)
and scientific literature (De La Calzada et al., 2024,
Lemos and Rood, 2010). Given the pressing con-
cern of climate change, systems that cater to the
needs of individuals dealing with climate risk, such
as farm advisors, become increasingly important.
Climate adaptation—a sub-domain in climate sci-
ence that aims to safeguard against projected cli-
mate impacts for people and ecosystems (Runhaar
etal., 2018; Lee et al., 2023)—is our focus.

On the user side, we consider climate adapta-
tion experts who advise farmers (e.g., agronomists),
who seek information on adaptation practices rel-
evant to a specific commodity and location. Their
clients, farmers, need this information to adapt to
future climate impacts to maintain financial and
food security, leading to an improvement in their
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Q: How do | ensure wheat production
remains profitable in Southeast Australia in
20507

Let me find relevant
climate literature

l |

=18

Let me find climate projections
& historical observations for II.
that region and climate factor =

l |

Aggregate

lstop Exploring

Continue
Exploring

SN

lSe\f Evaluation

Figure 1: MY CLIMATE COPILOT retrieves, filters, and
combines relevant climate literature and climate data to
answer climate expert questions for climate adaptation.

climate resilience. However, even for experts, find-
ing this information is time-consuming. This is due
to the particular challenges in using climate science
for adaptation purposes, such as the uncertainties
in climate change projections, the need for locally
relevant climate information, and the sheer scale
of the data—the amount of literature doubles every
8 years (Haunschild et al., 2016; Khojasteh et al.,
2024) and terabytes of climate data created every 5
years (World Climate Research Programme, 2025).

To assist with information seeking for climate
adaptation, we design MY CLIMATE COPILOT
(MYCC), an LLM-based question answering sys-
tem (Figure 1). MYCC answers agriculturally-
relevant climate impact and adaptation questions
by exploring relevant climate data and climate liter-
ature while providing the users with intermediary
reasoning traces, as well as all the data found at
that point for transparency. It also provides self-
evaluation using criteria developed by experts to

Proceedings of the 63rd Annual Meeting of the Association for Computational Linguistics (Volume 3: System Demonstrations), pages 62—70

July 27 - August 1, 2025 ©2025 Association for Computational Linguistics



assist users in evaluating the response. Overall, the
main features of our system are:

Expert-guided MYCC is continually evolving
based on consultation with domain experts and
evaluation studies.

Accessible Users can engage in multi-turn con-
versations to facilitate complicated requests or clar-
ify important concepts. Self-evaluation with expert
criteria also provides less climate-literate individu-
als with context to judge responses.

Transparent MYCC is designed to be highly
transparent. All planning, data, or tools used by the
model are clearly shown to the end user.

Privacy Preserving To maintain data privacy, we
use private APIs when interacting with proprietary
models and only collect data submitted by the user.

2 Related Work

Some climate-related models in the NLP field
use Transformer-based (Vaswani et al., 2017) or
encoder-based (Devlin et al., 2019) models. For
example, ClimateBERT (Bingler et al., 2022) is pre-
trained with climate news, research abstracts and
climate reports; or CliMedBERT (Jalalzadeh Fard
et al., 2022) proposes pre-training on climate sci-
ence literature (Berrang-Ford et al., 2021), Inter-
governmental Panel on Climate Change (IPCC)
reports and climate policy documents.

Other systems utilise Large Language Models
(LLMs). ChatClimate (Vaghefi et al., 2023) an-
swers general climate change questions using in-
formation from IPCC reports via retrieval aug-
mented generation (RAG) or direct prompting
(internal LLM knowledge). Similarly, ChatNet-
Zero (Hsu et al., 2024) answers questions relating
to broad net-zero domain knowledge such as termi-
nology to articulate net-zero commitments using
RAG over an expert-curated corpus. ClimatePol-
icyRadar (Juhasz et al., 2024) answers questions
about individual climate law and policy documents
while providing insights into website design. Clim-
Sight (Koldunov and Jung, 2024) provides insights
for agriculture, urban planning, disaster manage-
ment, and policy development using a combination
of RAG from climate literature and climate data
based on provided coordinates.

ClimSight is the closest to our work; however,
it is not suited for an expert audience as it focuses
on multiple objectives, is limited to one location, a
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single conversation turn, and uses one climate pro-
jection model. In retrospect, our system is highly
specialised and designed for experts by experts. It
helps them find information from specialised cor-
pora and climate data, allowing them to provide
management advice for climate adaptation needs
from multiple locations and multiple climate pro-
jection models while providing a multi-turn inter-
face for follow-up questions.

3 Resources and Datasets

Climate Data Climate data often includes obser-
vations and projections. Historical observations are
generally sourced from national databases. Climate
projections, on the other hand, are sourced from
large-scale studies. The Coupled Model Intercom-
parison Project (CMIP) (World Climate Research
Programme, 2025) provides future climate projec-
tions on a global scale. MY CLIMATE COPILOT
includes both these data sources by integration with
My Climate View (Webb et al., 2023), a platform
that provides projections and observations for a
given location and commodity from downscaled
CMIP 5 (Taylor et al., 2012) and national obser-
vational data for Australia. From the My Climate
View API, we create tools that wrap API access to
89 different climates.

Climate Literature Our system combines the
data from My Climate View APIs and provides cli-
mate adaptation advice for climate expert questions.
Such advice must be relevant to regional or com-
modity climate factors and needs to be up-to-date.
To meet these criteria, we develop a literature cor-
pus with two levels of granularity: (1) international
literature, which encompasses the agriculture and
general climate literature from across the globe;
and, (2) regional literature, collected from expert-
gathered grey literature, industry reports, and cli-
mate indices derived from scientific research. We
store these corpora in a hybrid retrieval index that
combines an inverted index with a vector database.
Following our previous work (Nguyen et al., 2024),
retrieval from the index uses a hybrid scorer, a lin-
ear combination between the BM25 (Robertson
et al., 1995) and embedding cosine similarity be-
tween question and document embeddings.

International Literature It is filtered from the
S20RC corpus and the top journals from Elsevier.
For S20RC, we filter 2.36M documents from 7.3M
based on the document’s ‘fields of study’ facet



(Agricultural and Food Sciences and Environmen-
tal Science). From Elsevier, we collect the top
100 agriculture journals ranked by impact factor,
totalling 246k documents. We then remove docu-
ments missing the following facets: title, abstract,
DOI, or body text, leading to 144k documents.

Regional Literature Early feedback from cli-
mate scientists (Nguyen et al., 2024) indicates that
international literature is often irrelevant when an-
swering questions related to Australia. Therefore,
climate experts curated 29 grey literature articles
that are highly specific to key growing locations
and their respective commodities and climate fac-
tors within Australia. This regional literature can
be used to tailor responses to the regional context
of the question.

4 MY CLIMATE COPILOT

Our system, MY CLIMATE COPILOT, is an evolv-
ing dialogue-based platform that provides evidence-
grounded answers to questions by climate or agri-
culture experts on climate adaptation management.

A typical question-answering dialogue with MY
CLIMATE COPILOT involves five steps: (1) it-
erative planning; (2) dynamic tool selection and
data exploration; (3) response generation; (4) self-
evaluation; and, (5) multi-turn user feedback or
edits. Our evaluation studies with experts (Nguyen
etal., 2025) showed the importance of transparency.
That is, experts want to see all the data that goes
into the LLM and the processes behind the scenes.
As such, all of the steps are shown to the user.

Iterative planning MYCC was originally de-
signed as a RAG system with query rewrit-
ing (Nguyen et al., 2024), however, since ques-
tions in climate science involve multi-step reason-
ing over heterogeneous sources, we moved to an
agentic framework. It uses an LLM to determine
the user’s intent and what climate APIs or climate
literature are needed. In a traditional agent frame-
work, the planning stage typically creates a single
task plan illustrating actions and tools needed to
complete the user’s request at the beginning. In the
climate adaptation domain, this approach would
not work because relevant parameters such as cli-
mate factors, growing regions, and commodities
might not be known before searching the literature
and are required to interact with the climate data
endpoints. For example, if a user asks “What can
I grow in South Western Australia in 2050?”, the
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LLM agent must: (1) determine the coordinates of
the location of interest; (2) find relevant climate
factors and drivers from the literature; (3) use this
information to filter climate data relevant to spe-
cific commodities and growing regions; and, (4)
search the literature again based on trends in the
climate data.

Overall, this means that the correct tools cannot
be known beforehand or planned in a single step,
and therefore, planning should be continual and
influenced by the past trajectory of choices.

Dynamic tool selection and data exploration
Many climate adaptation questions require resolv-
ing the precise spatial coordinates of a location and
climate factors to obtain tabular climate data (Ja-
gannathan et al., 2023). Furthermore, given the
size of the climate data and climate literature (ter-
abytes), it is not feasible to explore them in their
entirety for a given user request. We, therefore,
formulate the task of climate data and climate liter-
ature exploration as follows.

Given a user question, g, we use an LLM agent
to select the appropriate tool ¢ € C?, where d rep-
resents the cardinality of tools and generates its
reasoning, r € SV¢, where Vj is the vocabulary
size of the LLM, for selecting the tool c. This is a
multi-step process, such that at each time step ¢, the
current tool selection and reasoning are influenced
by the past trajectory and conversation history such
that (ct,r?) LLM((c',rh), ..., (= rt=1)).
This process continues until the LL.M agent decides
to terminate exploration and collate an answer.

Self-evaluation Our prior work (Nguyen et al.,
2025), using few-shot and human feedback align-
ment, found that LLMs could match expert-level
performance for climate science response evalu-
ation. After response generation, we prompt the
LLM, in a new and separate conversation, to do
an evaluation of the response across seven presen-
tational and epistemological dimensions (Bulian
et al., 2024) designed by experts (Nguyen et al.,
2024). Each dimension has a checklist of three
sub-criteria, which, when summed, can be used as
the overall score.

1. Context

l.a Attempts to give some broader context
to explain the issue

1.b Provides an introductory paragraph to
introduce the topic



1.c Provides a summary paragraph at the end

2. Structure

2.a Overall response is well structured, easy
to read

2.b Headings and subheadings are well struc-
tured and logical, and with appropriate
categories

2.c Dot points are used appropriately

3. Use of Language

3.a Phrasing is appropriate (easy to read, flu-
ent) and not awkward or incorrect

3.b Correct use of grammar

3.c Consistent with language used within the
industry

4. Use of Citations (where used)

4.a Citations are used appropriately

4.b The number of citations used is appropri-
ate

4.c Citations are easy to read
5. Specificity
5.a Gives information which is specific to a
commodity, if appropriate
5.b Gives information which is specific to

the location/region in question, where
applicable

5.c Where there is no information specific to
a location, the system admits this

6. Comprehensiveness

6.2 The system’s response is comprehensive
and does not just give a partial, incom-
plete answer

6.b Shows depth of knowledge or under-
standing regarding the topic

6.c Answers beyond the question’s scope to
provide context

7. Scientific Accuracy

7.a Is the information scientifically robust?
Answer to the best of your knowledge

7.b Does the response meet scientific expec-
tations? (consider own knowledge or
through supported literature)

7.c Does the response have any errors? An-
swer to the best of your knowledge
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User feedback and edits To enhance MYCC
through user feedback, we collect the feedback
post-generation in two forms: (1) user preference;
and, (2) edits. User preference comes in three cate-
gories: positive, neutral, and negative. Aside from
assessing expert sentiment, the positive and nega-
tive categories are used as signals for human align-
ment via reinforcement learning (Ouyang et al.,
2022) for preliminary testing with open-source
models. Experts can edit the responses to suit their
needs; these edits are collected for supervised tun-
ing of downstream open-source models.

5 Implementation Details

5.1 MY CLIMATE COPILOT Development

The MY CLIMATE COPILOT is composed of three
layers with the Rust programming language: (1) a
self-made backend library that handles prompting
and interacting with LLMs; (2) a middleware server
that handles communication between the client and
various APIs such as the My Climate View APIs,
Elasticsearch, and the Python interpreter; and, (3)
the frontend website (web assembly) or application
(rust native) which experts can ask their climate
adaptation questions on (see Figure 2).

5.2 List of available tools to the model

For climate data access tools, we created a tool that
correlates to one of the 89 endpoints on My Climate
View!. For search tools, we created a custom scorer
that allows access to the Elasticsearch instance by
inputting a query, corpus of interest, and number
of documents to search.

5.3 Hybrid Index Implementation

Our hybrid index was implemented with Elastic-
search?, which allowed the construction of an in-
verted index and a vector store for hybrid scoring.
To create the embeddings for the vector database,
we experimented with a variety of embedding mod-
els and evaluated them against a set of human judg-
ments produced by experts. The judgments were
created for 15 questions, with 20 documents per
query, where the documents were retrieved using a
hybrid scorer with BM25 (Robertson et al., 1995)
and JinaBERT (Giinther et al., 2023) from our past
work (Nguyen et al., 2024). Two climate experts
annotated the document-query pairs for relevance.

"https://dev.indraweb.io/

Zhttps://www.elastic.co/elasticsearch Last Ac-
cessed: 1/12/2025
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6. Limitations and Uncertainties:

My Climate - Projections are scenarios rather than precise predictions
X - Accuracy can vary by region and timeframe
Copllot Some regions (like north-eastern Australia) show higher uncertainty, particularly for precipitation changes and nonlinear temperature changes

Best Practice for Using Projections:

- Consider multiple models rather than relying on a single projection
-Look at ranges of possible outcomes rather than single values

- Account for regional variations and seasonal patterns

- Use projections in combination with other tools and local knowledge

Wlightl v Dark

Sources: Based on research by Rodriguez et al. (2018) in Scientific Reports, King (2019) in Environmental Research Letters, and Australian-specific climate documentation.

This information should help you understand both the capabilities and limitations of climate projections, particularly in the Australian context. Would you lie me to elaborate on any specific aspect of climate projection

accuracy?  Edit
Analysing my answers using criteria from experts,

Self-Evaluation

Presentational Criteria

Context: 3/3, Structure: 3/3, Language: 3/3, Comprehensiveness: 3/3
Epistemological Criteria

Specificity: 2/3, Citations: 3/3, Accuracy: 2/3

Feedback: The response effectively used the literature search tool to provide a comprehensive answer about climate projection accuracy. The structure was clear with good use of headings and bullet points. While it provided
good Australian-specific context, it could have included more commodity-specific examples of how projection accuracy affects farm planning. The response was well-supported by citations and concluded with practical advice
for using projections. The information was scientifically accurate and well-explained for a farming audience.

vi= %

v References

Title: A comparison of absolute performance of different correlative and mechanistic species distribution models in an independent area

Authors: F. Shabani, L. Kumar, Mohsen Ahmadi
URL: ht

and the fractional predicted areas on eight different species in Australia showed that Bioclim, GLM, MaxEnt, and CL outputs were generally close and produced a better performance in comparison with BRT and RF.

With conservation strategies becoming increasingly reliant on the distribution model outputs, it is e
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Figure 2: Frontend of the MY CLIMATE COPILOT system. The interface is designed to be transparent, containing
references to literature and tabs to access the raw climate data and literature in more detail. Responses from MY
CLIMATE COPILOT include a self-evaluation step to help users critique responses.

Embedding Model Selection Human judgments
from the previous step were used to empirically
evaluate the top models from the MTEB bench-
mark (Muennighoff et al., 2023) (See Table 1)).
Using nDCG10 (Craswell, 2009) as the primary
metric, Stella 1.5b v5° scored the highest and
was chosen as our embedding model.

Hybrid Index Documents from the climate lit-
erature corpora were chunked to 512 tokens. The
chunks and their embeddings were indexed in the
inverted index with the following metadata: title,
authors, DOI, journal/venue, and year. At indexing
time, no prompt was used to create the chunked
document embeddings; however, at query time, the
following was used: Instruct: Given a web
search query, retrieve relevant passages
that answer the query. Query: {query}.

5.4 Backbone LLM Selection

During the development of MYCC, we trialled and
evaluated several proprietary and open-source mod-
els (Nguyen et al., 2024). Our latest study showed
that Claude Sonnet 3.5 had strong generation capa-
bilities for our application (Table 2 for evaluation
and Figure 4 for tool use breakdown).

3https://huggingface.co/NovaSearch/stella_en_
1.5B_v5 (Accessed: 12/20/2024)

66

Model ID nDCG@10
NovaSearch/stella_en_1.5B_v5 0.769
Alibaba-NLP/gte-Qwen2-7B-instruct  0.763
Salesforce/SFR-Embedding-2_R 0.756
NovaSearch/stella_en_400M_v5 0.700
jinaai/jina-embeddings-v2-base-en 0.662
nvidia/NV-Embed-v2 0.403

Table 1: Embedding model selection. We experimented
against the top five models from the MTEB leader-
board (10-30-2024). URLSs for the model can be gener-
ated by prepending https://huggingface.co/ to the
model ID. For example https://huggingface.co/
NovaSearch/stella_en_1.5B_v5.

5.5 User Evaluation

While MYCC is not yet publicly available, we re-
cruited experts who helped to critically evaluate
and test the system. These experts—agronomists
and climate scientists—volunteered from the um-
brella research program where My Climate View is
developed. To date, we have tested MYCC with
over 50 different domain experts, which has been,
in turn, used to improve the overall system.

For our latest testing phase, we held a one-hour
introductory session to provide context and guid-
ance on using the system. After testing the systems,
we interviewed two of the experts for one hour
about their experiences with MYCC and feedback.


https://huggingface.co/NovaSearch/stella_en_1.5B_v5
https://huggingface.co/NovaSearch/stella_en_1.5B_v5
https://huggingface.co/
https://huggingface.co/NovaSearch/stella_en_1.5B_v5
https://huggingface.co/NovaSearch/stella_en_1.5B_v5

Task Climate Adaptation QA  Self-Evaluation
Avg. Score (1) T(1)

Qwen 72b  1.788 0.205

GPT-4o 1.745 0.223

Sonnet 3.5 1.975 0.274

Table 2: Evaluation of the question answering (QA) and
self-evaluation capabilities of various open-source and
proprietary LLMs. QA is evaluated by experts using
the seven criteria for presentational and epistemological
dimensions (Nguyen et al., 2024) and reported here as
an average. Self-evaluation is calculated using Kendall’s
Tau (Kendall, 1938) against expert evaluation, which
measures the similarity between the annotation sets.

Z1 # Submitted feedback
XX # Submitted labels
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Figure 3: Number of submitted preferences and feed-
back from climate experts.

6 Evaluation and Analysis

Self reported ratings Climate experts submit-
ted ratings for MYCC (Figure 3), which is used to
gauge the sentiment of the expert towards the re-
sponse. Overall, the experts were positive towards
MYCC (64% of all labels, or 82% of positive &
negative labels), the neutral category, and negative
labels had similar counts. We can safely assume
that the baseline capabilities of the systems are rea-
sonable, but there is further room for improvement.

Qualitative feedback Although many of the self-
reported labels were positive, the users typically
provided optional feedback only for negative sen-
timent (Figure 3); a similar finding is reported in
the financial domain (Colmekcioglu et al., 2022).
Positive feedback appreciated the accuracy of re-
sponses was high. However, they also highlighted
problems such as a lack of relevance to location
(14%); these are cases where the system retrieved
and used international literature for region-specific
questions or minor presentation details (21%) such
as citation format or summary location.

The negative feedback from experts emphasised
similar points, such as presentational characteris-
tics (52%), awkward answer phrasing (41%) or the
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referencing style (11%) (some experts did not like
explicit references within the text), and regional rel-
evance (15%) (Australia mainly has pasture-based
dairy, whereas the US or EU have housed dairy
which the response assumed). For the neutral label,
all written feedback focused on answer phrasing
(earlier iterations) and presentation.

We incorporated the feedback into MY CLI-
MATE COPILOT by creating a location disambigua-
tion tool that converts location names to coordi-
nates and tools for the LLM to select specific litera-
ture corpora using a query, corpora of interest, and
the number of documents to retrieve.

Interviews Self-reported labels and qualitative
feedback can be limited in understanding the views
of the experts. Therefore, we interviewed two ex-
perts, each for an hour, after they used MYCC for
two weeks. The experts recalled that answers were
comprehensive and had highly relevant information
at times for questions that were well-structured,
such as “Can you propose heat-tolerant hop vari-
eties that might be used as an adaptation strategy
for climate change? What trade-offs might be nec-
essary, such as quality or yield?” However, ques-
tions that were more general or applied to multiple
regions such as “What parts of Australia might
become less suitable for wool growing over the
next 50 years? What would be the main reasons
for any change?” received answers that were too
generic, because the data to answer this question
was not readily available. Otherwise, the system
could sometimes infer additional context beyond
the question; although, in many cases, the addi-
tional context missed was irrelevant or incomplete.

6.1 Common Question Themes

To get a sense of the information needs of experts,
we analysed the types of questions (with percent-
age) in the 2180 question-answer pairs:

Agricultural Practices (34%) Questions about
best practices for growing specific crops under
changing climate conditions (e.g., “How do I grow
the best quality avocados?”, “What are the ideal
pollination conditions for growing apples?”).

Climate Change Impact (28%) Questions that
were about climate factors such as temperature
changes, rainfall patterns, and extreme weather
events, and their effects on agriculture. For ex-
ample, “How will climate change affect drought
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Figure 4: Overall tool distribution (left) and climate data tool use distribution (right) by Claude Sonnet 3.5 during
our latest evaluation testing with experts (i.e., the results from Table 2).

occurrence and how will that impact food security
in Australia in 2040?”.

Crop-Specific Concerns (15%) Questions fo-
cused on the impact of climate change on spe-
cific crops and how to mitigate those impacts (e.g.,
"How will heat days impact wine production in
205077, "What does heat stress during the flower-
ing and grain-filling periods do to a wheat crop?”).

Regional Climate Projections (10%) Questions
about climate projections for specific regions and
their implications for agriculture (e.g., “What is
the climate forecast for Melbourne in 30 years?”,
“How will the weather in Fairfield, NSW change in
2050? What does this mean for crops?”).

Adaptation Strategies (8%) Questions that
sought advice on how to adapt agricultural prac-
tices to cope with climate change (e.g., “What
strategies can I use to manage soil moisture at sow-
ing in wheat?”, “How can I prepare my dairy for a
warmer climate in Tatura?”).

Climate Data (5%) Questions focused on under-
standing and interpreting climate data and projec-
tions (e.g., “What is potential evapotranspiration?”,
“How confident are climate projections?”).

7 Future Developments

MY CLIMATE COPILOT is continually improv-
ing with expert feedback from systematic and for-
mal user studies (Nguyen et al., 2024, 2025). Our
evaluation with experts showed that presentational
characteristics are highly valued when it comes to
question answering. Therefore, we plan to fine-
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tune open-source models with the data we have col-
lected from the platform to ensure that they align
with expert preference but also remain scientifi-
cally robust. Another way is to improve prove-
nance by adapting entity linking techniques such
as REAL (Shlyk et al., 2024), to link references
to where they are used within the generated text
and improve transparency. While many generated
answers were highly specific and expert-aligned,
there were cases where they were too generic when
there was insufficient data. That is, the system did
not find the correct literature to answer the ques-
tion or the information did not exist in our corpora.
We will further augment the retrieval system with
specialised literature, with further developments
aiming to support general questions that span glob-
ally by integrating with data from CMIP.

Furthermore, although our previous studies and
expert guidance led us to the implementation of
self-evaluation, we have yet to assess the impact
of this. We plan to assess expert reception and
feedback in a future study.

8 Conclusions

We present MY CLIMATE COPILOT, a question-
answering system that helps users improve their
knowledge of climate change impacts and adap-
tation in the Australian agricultural sector. Our
system helps users find relevant climate data and
literature for their climate adaptation needs and pro-
vides management advice to reduce climate risk.
MY CLIMATE COPILOT is transparent, privacy-
aware, extensible, and continually evolving under
expert guidance.



Limitations

One limitation of MYCC is that questions that re-
quire climate data aggregation from multiple loca-
tions (e.g., a question asking about climate factors
across Australia), may be difficult to answer given
the limited context windows of models. A com-
prehensive evaluation for this is planned and will
require expert guidance to validate these difficult
questions.

Another limitation is that our current system is
specialised for Australian agriculture and climate
adaptation by design. However, we plan to sup-
port general questions globally by using the inter-
national climate literature we have collected and
integrating data from CMIP. This was out of scope
for our current study, as evaluation for this will be
significantly more challenging given the scale and
climate variations between countries, which will
require international experts.
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Abstract

OpenStreetMap (OSM) is a vital resource for
investigative journalists doing geolocation veri-
fication. However, existing tools to query OSM
data such as Overpass Turbo require familiarity
with complex query languages, creating barri-
ers for non-technical users. We present SPOT,
an open source natural language interface that
makes OSM’s rich, tag-based geographic data
more accessible through intuitive scene descrip-
tions. SPOT interprets user inputs as structured
representations of geospatial object configura-
tions using fine-tuned Large Language Models
(LLMs), with results being displayed in an in-
teractive map interface. While more general
geospatial search tasks are conceivable, SPOT
is specifically designed for use in investigative
journalism, addressing real-world challenges
such as hallucinations in model output, incon-
sistencies in OSM tagging, and the noisy nature
of user input. It combines a novel synthetic data
pipeline with a semantic bundling system to en-
able robust, accurate query generation. To our
knowledge, SPOT is the first system to achieve
reliable natural language access to OSM data
at this level of accuracy. By lowering the tech-
nical barrier to geolocation verification, SPOT
contributes a practical tool to the broader efforts
to support fact-checking and combat disinfor-
mation.

1 Introduction

Investigative journalists frequently rely on Open-
StreetMap (OSM) (OSM contributors, 2017) as a
vital tool for geolocation verification or research
because of its detailed and comprehensive cover-
age of various locations. However, non-technical
users face challenges due to required knowledge of
query languages (such as OverpassQL') for data
retrieval.
“Equal Contribution

lhttps ://wiki.openstreetmap.org/wiki/Overpass_
API/Overpass_QL
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Although language models have been applied to
relational database interactions, their use in OSM-
based applications is still limited and not tailored
to the needs of investigative journalists. Lawrence
and Riezler (2016) and Will (2021) for instance
introduced datasets and applications that employ
neural-network-based semantic parsers to trans-
form natural language into intermediate query for-
mats. Similarly, Staniek et al. (2024) introduced
the OverpassTS model along with benchmarking
data for directly querying OSM. However, prior
datasets are not directly applicable to the current
use case, as they assume prerequisite knowledge of
OSM functionalities. While there are Al-powered
geolocation tools available to support investigative
journalists, they either don’t or fail to work effec-
tively with unstructured text inputs (Chen, 2025;
Graylark, 2025), or are based on source code that
is not publicly available or utilize closed Large
Language Models (LLMs) (Meixner, 2025).

To this extent, we present SPOT, an Al-powered,
fully open source and open weight geospatial tool
designed for investigative journalism, although
other potential applications are conceivable. As
illustrated in Figure 1, SPOT includes a pipeline
for generating artificial training data tailored to
user requirements and the OSM tagging system.
Its backbone model leverages LLaMA 3 (Touvron
et al., 2023), which is fine-tuned on the generated
data. During inference, SPOT transforms user in-
put into YAML-based queries which are enriched
with predefined OSM tag bundles by using a se-
mantic search engine. Additionally, SPOT pro-
vides a user-friendly graphical interface that en-
ables users to seamlessly enter their unstructured
search requests, with results displayed interactively
on a map. Places of interest can be further ex-
plored in detail via integrated external tools such
as GoogleStreetView. SPOT is publicly accessi-
ble at https://www.findthatspot.io/, with its
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Figure 1: Overview of SPOT’s OSM-based pipeline, from tag bundle indexing and semantic search, through artificial
sentence and YAML pair generation, to model fine-tuning and interactive inference.

source code hosted on GitHub”. Moreover, the fine-
tuned LLaMA 3 model, along with other bench-
marked LLMs (detailed in Section 4), is available
on HuggingFace®.

2 Related Work

2.1 Text-to-Structured Language

Several research studies have explored ways for
users to interact with databases without requiring
technical knowledge of structured query languages.
The most common approach is to transform natural
language questions into SQL queries (text-to-SQL)
to facilitate interaction with relational databases,
which is closely related to the current use case.
Recent advances in this area have explored both
prompt-based methods and parameter-efficient tun-
ing of LLMs (Zhu et al., 2024; Shi et al., 2024).
For example, Jang et al. (2023) applied adapter
tuning to T5 (Raffel et al., 2020), while Zhang
et al. (2024) used adapter tuning and merging on
LLaMA. Other work has focused on prompt engi-
neering: Gao et al. (2024) proposed DAIL-SQL to
improve example selection in in-context learning,
and Lee et al. (2025) introduced MCS-SQL, which
uses multi-prompting for text-to-SQL generation.

2Source code: https://github.com/dw-innovation/
kid2-spot
3Model weights: https://huggingface.co/DW-ReCo
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Despite the growing importance of OSM for ap-
plications such as geo-verification in journalism,
natural language interaction with OSM has been
relatively under-researched compared to text-to-
SQL. Some research (Lawrence and Riezler, 2016;
Will, 2021) proposes the use of semantic parsers to
convert natural language queries into intermediate
representations that include elements from OSM
tags, which can be used to create downstream OSM
queries. In contrast, Staniek et al. (2024) tack-
led the direct text-to-OverpassQL task, creating
a dataset of natural language inputs paired with
their corresponding OverpassQL queries. They
also introduced a task-specific evaluation metric
that considers surface string similarity, semantics,
and syntax. Their evaluation indicated that ex-
plicit pre-training of sequence-to-sequence models
like OverpassT5 was not beneficial, while few-shot
prompting with GPT-4 performed the best.

Unlike previous approaches, the intermediate
representation step in SPOT is multi-layered. To
handle variations in query styles (e.g., typos or dif-
ferent terms for the same object) and to allow for
updates to OSM tags without needing to retrain the
language model, we employ multiple processing
steps. SPOT queries are structured in YAML and
initially do not contain any OSM tag elements. In a
second step, object and property names are passed
through a semantic search engine and replaced with


https://github.com/dw-innovation/kid2-spot
https://github.com/dw-innovation/kid2-spot
https://huggingface.co/DW-ReCo

Tool Input Customization External Data Integration Open Source
Overpass Turbo (Turbo, 2025) OT Query via Query v v
GeoGuessr GPT (Meixner, 2025) Unstructured Text via Chat X X
GeoSpy (Graylark, 2025) Image NA v X
EarthKit (Chen, 2025) Semi-structured Text  via Query v v
SPOT Unstructured Text User Guided Search v/ v

Table 1: Comparison of OSM-based, Al-supported geolocation verification tools.

the best-fitting OSM tag bundles required for the
final OSM database request. We fine-tuned an in-
stance of LLaMA 3 to generate the initial YAML.
This state-of-the-art LLM is vastly more perfor-
mant than our earlier T5-based approach (Khellaf
et al., 2023), in which we encountered limitations
addressing several key requirements.

2.2 OSM Datasets

The datasets (Lawrence and Riezler, 2016; Will,
2021; Staniek et al., 2024) are currently the only
publicly available resource designed for natural lan-
guage interaction with OSM. They allow users to
query OSM using its tagging system, based on co-
ordinates, specific tag types or meta-information
such as changes made by particular users. These
datasets, however, are primarily intended for users
who are familiar with OSM’s tagging logic, mak-
ing them difficult to use for those without prior
experience.

In contrast, our tool is designed for visual lo-
cation verification, allowing users to perform the
search using natural language descriptions without
requiring OSM expertise. Our approach focuses
on visual features such as objects, their properties
and the spatial relationships between them, while
excluding meta-information irrelevant to the task.
For this purpose, we have developed a pipeline for
artificial data generation tailored to these specific
needs.

2.3 Comparison of Geolocation Tools

There are numerous geolocation tools that have
a similar target audience, with and without Al
support. Among the most popular for inves-
tigative journalists are the original Overpass
Turbo (Turbo, 2025) (not using Al), GeoGuessr
GPT (Meixner, 2025), GeoSpy (Graylark, 2025)
and EarthKit (Chen, 2025). Table 1 contains a de-
sign comparison of the aformentioned tools with
SPOT. Both SPOT and GeoGuessr GPT (which
uses ChatGPT with a custom prompt) accept un-
structured text as input, while the other tools rely
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on structured queries, images, or semi-structured
text. In the case of EarthKit, users are presented
with OSM tags and must manually select the rele-
vant ones to complete their query.

Of these tools, only SPOT and EarthKit offer full
stack open source software and Al models, allow-
ing anyone to host them on their own infrastructure.
In terms of integration, GeoGuessr GPT does not
connect to any external tools or OSM other than
GPT, while EarthKit only integrates with OSM.
The remaining tools offer integration with Google
Maps or Google Street View. In addition to link-
ing to the location on Google, Bing and Yandex,
SPOT also features an OpenStreetView.com inte-
gration for a detailed view of identified locations,
increasing its utility for investigative work.

3 Overview of SPOT

As shown in Figure 1, SPOT has four main com-
ponents: bundle construction and indexing, train-
ing data generation, training and inference. Each
component is briefly described in the following
subsections.

3.1 Bundle Construction and Indexing

To bridge the gap between natural language and the
OSM tagging system, we developed a static bun-
dle list that groups visually similar (individual or
combinations of) OSM tags. This list maps natural
language descriptors to relevant OSM tags, taking
into account the ambiguity and variability of every-
day language. For example, terms such as light rail,
subway and tram are all mapped to the same bundle
representing “smaller urban railway tracks”. This
approach helps to mitigate inconsistencies in OSM
tagging, where multiple tags or tag combinations
can refer to objects that are frequently referred to
by the same terms.

To make them searchable, the bundle lists are
indexed via Elasticsearch*. We index both the raw
text and its semantic embeddings to deal with typos
and paraphrases. The semantic embeddings are

*https://www.elastic.co/elasticsearch


https://www.elastic.co/elasticsearch

vectorized using the all-MinilM-L6-v2 version
of the SBERT sentence transformer (Reimers and
Gurevych, 2019). This setup allows for a hybrid
search approach that combines BM25 with SBERT-
based retrieval.

3.2 Training Dataset Generation
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Figure 2: Sentence length distribution of the generated
sentences

Figure 3: Semantic Diversity Visualization of sentence
embeddings of the generated sentences using UMAP
and HBSCAN. Blue dots indicate the noisy points that
do not belong to any clusters (16,416 points in total).

Prior to development, we conducted a user study
with the in-house SPOT development team and our
expert OSINT community to collect descriptions
of scenes based on images. From this study, we de-
rived a list of user requirements (Appendix A.1) to
guide system development. Key findings included
the high prevalence of generic terms for objects
and spatial relations, as well as frequent typos and
grammar errors.

As illustrated in Figure 1, we designed a novel
YAML-based structure to simplify data handling,
overcoming the challenges associated with JSON’s
strict syntax (Tam et al., 2024). The structure con-
tains all relevant information, namely search area,
entities, properties, and spatial relations. We im-
plemented a framework that creates any number
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of YAML combinations via random draft of values
for the semantic fields. Relation types distinguish
between distance and contains relations, as inspired
by the user requirements. In addition to specific
distance values (such as within 100 meters), the
model is trained to translate vague relative spatial
terms (such as nearby, next to) into concrete val-
ues (next to for instance is defined as 50 meters,
the full list in Appendix A.2). The multi-lingual
area names used in the artificial data are extracted
from the public map database NaturalEarthData’.
The information from the YAML queries with ad-
ditional text style (e.g. typos) and persona (e.g.
fact-checker) specifications is then used to dynami-
cally generate prompts, which is in turn used to turn
the YAML into a synthetic natural query sentences
using GPT-40 (OpenAl, 2023).

In total, we used 7 personas and 5 writing styles,
we provide them in Appendix A.3. The number
of generated samples for training is 43976, 2350
of which form the development set. An exam-
ple prompt is shown in Table 9. As shown in
Figure 2, the generated dataset contains different
length of sentences. To evaluate the semantic di-
versity of the generated dataset, we first performed
sentence embedding using SBERT. We then used
UMAP (Mclnnes et al., 2018) to project these
high-dimensional embeddings into 2D space for
visualization, while preserving local semantic rela-
tionships. UMAP was configured with 50 nearest
neighbours, a minimum distance of 0.1, a target
dimensionality of two, and a fixed random seed
to ensure reproducibility. We then applied HDB-
SCAN (Campello et al., 2015) to the resulting 2D
embeddings. HDBSCAN is a density-based clus-
tering algorithm that can detect clusters of varying
shapes and identify outliers. HDBSCAN was con-
figured with a minimum cluster size and minimum
samples parameter both set to 5. The algorithm
identified 1,274 distinct clusters but did not assign
cluster labels to 16,416 sentences, treating them
as noise. A graph of the result can be seen in Fig-
ure 3. The considerable number of clusters, along
with a substantial proportion of unclustered sen-
tences, indicates that the generated dataset exhibits
significant semantic diversity.

3.3 Training and Inference

We fine-tuned an open-source LLM on the syn-
thetic dataset (described in Section 3.2) by using

Shttps://www.naturalearthdata.com/


https://www.naturalearthdata.com/

- Find a tattoo shop and a doityourself shop, both within 2.5 ft of each other.

- Find a restroom and an american football field in KFAR, & -FF &, [, no more than 28 meters apart.

-In the region of Ward County, North Dakota, United States, seek out a campsite alongside a production studio, specifically
one that is situated on a street whose name concludes with the suffix "-der-Tann-Strafe."

- Let’s see. I'm looking for a #T £ 5. Then there’s a moving walkway. It has a traffic lane numbered 484 and a car lane
numbered 581. I also need to find a monument whose name starts with ""emin du Ro"". All of these should be found within a

distance of 75556 miles from one another.

- Could you kindly locate a play area within the confines of Comuna Vadu Motilor?
- Find a bowling cemter located three hundrd kilomters away from a camera shop.

Table 2: Examples from the training dataset showing different features (e.g. long/short sentence, properties, typos,

non-Latin alphabet, etc.).

the unsloth libraryS. The fine-tuning process
employed Low-Rank Adaptation (Hu et al.) with a
rank of 32 and an alpha scaling factor of 64. Train-
ing was conducted with a batch size of 8 and the
learning rate was set to 1e-5 with a weight decay of
0.01. Early stopping was activated with a patience
of 10 epochs and evaluation was performed every
200 steps.

We host the SPOT language model using Hug-
gingFace Inference Endpoints’. A backend built
with FastAPI® handles post-processing of the
model output, such as replacing names with corre-
sponding OSM tags. The backend forwards user
queries to a PostgreSQL database with the Post-
GIS extension, indexed with the OSM planetary
dataset’, to retrieve spatial coordinates and details
about the detected objects. The results are then
finally displayed on an interactive map in the UL

4 Experiments

Total 195 samples
Named area 143 samples
No Area (bbox) 52 samples
Properties 63 samples
Typos 36 samples
Grammar Mistakes 39 samples
Relative Spatial Terms 43 samples
Contains Relation 48 samples

Distance Relation 121 samples

Table 3: Breakdown of samples in the benchmarking
dataset.

4.1 Experimental Setup

Benchmarking Dataset. We constructed a bench-
marking dataset consisting of real user queries to

://unsloth.ai/
://ui.endpoints.huggingface.co/
://fastapi.tiangolo.com/
://wiki.openstreetmap.org/wiki/Planet.

6https

"https

8https

9https
osm
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assess the viability of several candidate LLMs as
query translators. The queries were generated by
a pool of investigative journalists, fact-checkers,
and verification experts from Deutsche Welle while
trying to geolocate sample images using an early
version of SPOT. The resulting list was then fil-
tered based on how well the queries aligned with
the OSM database structure and its resulting limita-
tions. Table 3 shows statistics on the prevalence of
different requirements in the dataset. Table 4 high-
lights some example queries from this study. These
sentences showcase some aspects of the linguistic
variety the system might be faced with and needs
to handle.

Evaluation Metric. As evaluation metric, we eval-
uated the percentage of the matches across areas,
entities, properties and relations. Since the entity
and property names detected by the model might be
correct but not covered by the static bundle list, we
employed the SBERT transformer also used for the
bundle indexing. We considered a ground truth and
a model prediction a match if their cosine similarity
exceeded 0.8. We additionally counted the number
of hallucinated/omitted entities and properties.

4.2 Results

We evaluated several LLMs as semantic parsers.
As a baseline, we used the multilingual TS5 vari-
ant, mT5, which has shown strong performance in
past studies on the generation of structured output
despite its relative small size (Khellaf et al., 2023;
Staniek et al., 2024). To adapt mT5 to our task,
we applied LoRa adapter learning. In addition, we
obtained baseline results from GPT-40 by testing
it with zero-shot and few-shot prompting (the full
prompts are provided in Appendix A.4).

We then compared the baseline results with
several widely used open LLMs from different
companies: LLaMA 3 (Dubey et al., 2024) from
Meta, Mistral (Jiang et al., 2023) from Mistral


https://unsloth.ai/
https://ui.endpoints.huggingface.co/
https://fastapi.tiangolo.com/
https://wiki.openstreetmap.org/wiki/Planet.osm
https://wiki.openstreetmap.org/wiki/Planet.osm

- all Don Quijote that are in a retail building with a purple roof coluor in F #t &

- Find me a bus platform next to a Cheesecake Factory restaurant and a building with a red roof in Dubrovnik.

- Focus on Arch, Switzerland. Find a restaurant within 1.5 km of a bus station. The restaurant should have a public toilet
inside.

- Search for a planetarium containing a public toilet. It should be within 85,800 yards of a public clock.

- Find a speet kamera within 100 meater from antenna in Paraiba

- I’'m looking for a supermarket from a brand ending in "ermarché" with a parking lot next to it and a power line running past
it in less than 15 meters distance.

Table 4: Examples from the benchmarking dataset.

LLM Company Unsloth’s Version

Mistral Mistral unsloth/Mistral-Nemo-Base-2407-bnb-4bit
LLaMA 3 Meta unsloth/1lama-3-8b-bnb-4bit

Phi Microsoft  unsloth/Phi-3-medium-4k-instruct-bnb-4bit

Qwen2.5 Alibaba unsloth/Qwen2.5-14B

Table 5: Open source LLMs that were examined as potential semantic parsers with their company name and model
code from Unsloth (Han et al., 2023).

Adaptation Model Area Entity Entity* Property Relation
Zero-shot 88.14 2.28 90.21 3.03 9.8
One-shot GPT-40 89.18 1.13 92.03 10.96 11.11
mT5 88.21 72.34  90.02 48.89 37.01
Adapter Tunin Mistral 93.33 8254  95.01 56.58 45.45
P £ Phi 9282 7959 9410 5333 53.90
LLaMA 3 9231 8141 96.15 50.00 48.05
Qwen2.5 9231 8231  95.69 51.95 52.60

Table 6: Accuracy of the models in identifying areas, entities, properties and relations. Entity* is the accuracy when
associated properties are excluded. Bold results are the top results.

Mistral Qwen2.5
Distance (rel Dist
Area rea

1) tance (rel.)

ins (rel.)
Brand/name (prop.)

Figure 4: Analysis of LLaMA 3, Mistral, and Phi regarding the ratio of perfect YAML generations various metadata
categories. It highlights inter- and intra-model differences in feature handling.

Adaptation Model . Entity . Property the quantized versions of their (due to hardware
Missed Hallucinated Missed Hallucinated A i .
Zeromshot RS p = o constraints) small/medium models (as summarized
One-shot 40 34 50 11 il’l Table 5)
mT5 51 31 15 6 Lo
Ad o Mistral 27 21 17 As shown in Figure 6, the fine-tuned LLMs out-
apter Tuning

6
TaMA3 20 1c s ] performed both GPT-40 and mTS5 in all aspects.
6

Qwen2.S 23 17 19 All fine-tuned LLMs have similar scores for areas,

Table 7: The number of omitted/hallucinated entities entities, and entities without properties. Noticeably
and properties of each tested model. high scores were achieved by Mistral for property,
and Qwen2.5 for relation prediction. Qwen2.5 hav-

ing the most parameters could indicate that relation

Al Phi (Abdin et al., 2024) from Microsoft, and  identification is a task that requires advanced rea-
Qwen (Qwen et al., 2025) from Alibaba. We ap-  soning skills. Furthermore, the fine-tuned LLMs
plied adapter training as detailed in Section 3.3 to ~ generated fewer hallucinations and omissions com-
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pared to the baseline models (shown in Table 7).

We performed a more nuanced analysis of the
generated outputs using meta tags, indicating the
use of area names, properties, typos, grammar mis-
takes, spatial terms, brand names (as entities or
properties), non-Roman characters, the presence of
distance or contains relations, and the number of en-
tities up to three. The percentage of perfectly gen-
erated YAML queries for each category is shown in
Figure 4. Faulty grammar, typos, and non-Roman
characters in particular posed a challenge to the
models. Despite these similarities, some model-
specific differences are visible, such as Phi and
Qwen2.5 performing slightly better when relations
were defined using spatial terms.

Finally, we assessed whether the generated out-
put was parsable, as a well-formatted output is es-
sential for the rest of the query pipeline. Based on
our benchmark data set, only LLaMA 3 and GPT-
40 consistently produced parsable output, leading
to the selection of LLaMA 3 as the primary parser
for SPOT. A custom parser was deemed too unre-
liable and potentially detrimental to the inference
speed. Although not specifically fine-tuned in lan-
guages other than English, the model appears to be
able to interpret queries in a variety of languages,
although this was not further tested.

5 Conclusion

SPOT represents a significant step forward in mak-
ing OSM more accessible to non-technical users,
particularly investigative journalists, through an
easy-to-use natural language interface. By address-
ing the complexity of OSM query languages with a
data pipeline that generates any amount of synthetic
data, a static list of descriptors, and tag bundles that
allow users to perform geospatial searches using
their natural language, SPOT improves the usabil-
ity of OSM data. Our evaluations demonstrate its
ability to handle different linguistic styles, gram-
matical errors and different types of object rela-
tionships, achieving state-of-the-art performance in
query interpretation with fine-tuned LLaMA 3 and
other LLMs. This work bridges the gap between
complex geospatial query languages and practical,
intuitive interfaces.

Despite its strengths, SPOT’s reliance on syn-
thetic data, limits in hardware and a small bench-
mark dataset highlight potential avenues for future
improvement. We further aim to expand language
support, add multimodal features such as image
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queries, and explore an alternative chat interface to
further improve usability. Lastly, we plan to con-
duct comprehensive end-to-end evaluations with
SPOT users to assess all components of the system,
including the overall user experience.
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Limitations

While our approach performs well in several cases,
it does not fully capture the complexity of real-
world user queries. Users may phrase their queries
ambiguously or use implicit descriptions rather
than naming entities directly ('somewhere to eat’
instead of ’restaurant’, for example). In addition,
references to entities with multiple interpretations,
such as ambiguous landmarks, can introduce chal-
lenges that our current setup does not explicitly
address. Another limitation is our reliance on OSM
as the primary knowledge source. While OSM pro-
vides broad coverage, its data may be incomplete
or inconsistent in certain regions. Addressing more
diverse data sources and improving the handling of
ambiguous or underspecified queries are important
areas for future work.

Ethics Statement

SPOT democratizes access to geospatial data, but
there are several ethical considerations. First, the
underlying LLMs may contain inherent biases that
could influence query interpretation and results. In
addition, the OSM data itself has uneven coverage
across regions, potentially limiting the utility of
SPOT in under-represented areas.

Regional differences in tagging conventions also
present challenges. Although our bundling ap-
proach mitigates some inconsistencies, cultural and
regional idiosyncrasies in describing places may
not be fully captured in our current implementation,
reflecting potential limitations in the geographic
perspective of the development team.

The most important ethical consideration is pri-
vacy. By lowering the technical barriers to geolo-
cation identification, SPOT could potentially facil-
itate invasions of privacy through the analysis of



images or videos shared on for example social me-
dia. While these capabilities already exist through
tools such as Overpass Turbo, SPOT’s accessibility
heightens concerns. We believe that the benefits for
legitimate fact-checking and investigative journal-
ism outweigh these risks, but emphasize that users
should only use SPOT for ethical purposes, such
as verifying public information rather than track-
ing individuals. Ongoing work includes exploring
additional safeguards to prevent misuse while pre-
serving functionality for legitimate uses.

The broader impact of the tool lies in its potential
to empower journalists around the world to verify
information more efficiently, potentially countering
misinformation and strengthening factual reporting
in an era of increasing manipulation of digital in-
formation.
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A Appendix
A.1 Requirements for SPOT

We list the requirements of SPOT that serve as also
function for the data generation pipeline.
Entity Recognition

» SPOT identifies general categories like restau-
rant, train station which allows recognition of
places based on category type.

* SPOT detects specific brand names, includ-
ing ‘McDonald’s’, ‘KFC’, ‘“Tchibo’ and com-
pound names such as Thalia bookstore.

Entity Properties

* SPOT identifies properties such as ‘organic
(food shop)’, ‘Italian (restaurant)’ or colors
such as ‘brown (bench)’ for refined queries.

» SPOT interprets quantitative descriptors such
as height, floors and house numbers.

Area Recognition

* SPOT supports cities, districts, and regions,
including multi-word areas (e.g., "New York")
and states such as "Nordrhein-Westfalen."

e SPOT introduces bounding box support for
identifying entities within a broader, unde-
fined area.

Relation Recognition

* SPOT interprets both numeric distances (e.g.,
‘100 meters’) and written forms (e.g., ‘one
hundred meters’).

SPOT supports terms like ‘next to’, ‘opposite
from’ and ‘beside’ to improve natural under-
standing of spatial relationships.

SPOT supports distance-based relations 1) ra-
dius constraints (e.g. entity A to entity B and
entity C) and entity chains (e.g. entity A to B
and entity B to entity C).

SPOT recognizes relationship such as ‘a foun-
tain within a park’ and ‘a shop inside a mall’,
‘a park with a fountain’, ‘hotel with a parking
lot’.
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Robustness to Different Styles

* SPOT can match descriptors with slight varia-
tions such as plurals ("bookshops" vs. "book-
shop") and minor differences (‘bookstore’ vs.
‘book shop’).

SPOT is robust to typos in names and common
words (e.g., ‘MacDonalds’ for ‘McDonald’s’)

SPOT is robust to styles that presents differ-
ent user profiles such as an experienced fact-
checker, beginner, etc. Additionally, it is ro-
bust to formal and casual query styles.

SPOT recognizes area names and locations
in code-switching texts (mixture of texts in
different languages). For example, area and
brand names in non-Roman alphabets such as
Cyrillic and Greek.

SPOT supports both single and multi-sentence
structures in user queries.

A.2 Relative Spatial Terms

A list of relative spatial terms and their interpreta-
tion can be found in Table 8.

A.3 Styles and Personas

Writing styles randomly selected in each prompt:
“in perfect grammar and clear wording”, “in simple
language”, “with very precise wording, short, to the
” “as a chain

point”, “with very elaborate wording”,
of thoughts split into multiple sentences’.
Personas randomly selected in each prompt: “po-
litical journalist”, “investigative journalist”, “expert
fact checker”, “hobby fact checker”, “human rights
abuse monitoring OSINT Expert”, “OSINT begin-

ner”, “legal professional”.

A.4 Prompts

A.4.1 Dataset Generation

We designed a dynamic prompt with some ran-
domly selected parameters.

An example of the generated sample is shown in
Table 9.

A.4.2 Inferencing Prompt

For the one-shot prompt, we appended one sample
from the training data to the zero-shot prompt. The
matching of each benchmarking samples to one
training sample is based on the cosine similarity of
their SBERT embeddings.



Index Distance Terms

25 m not far away, enclosed by
50 m next to, among, adjacent, beside, side by side, at, next door
100 m near, around it, in close distance to, surrounded from
150 m in front of, close to, opposite from, in surroundings
250 m on the opposite side
1000 m  on the edge
2000 m  nearby

AN PR WD —O

Table 8: List of relative spatial terms and distance values used during data generation.

Tag Combination Prompt Generated Sen-
tence

Generate one or more sentences simulating a user using a natural language interface | Looking around an

area: for an Al geolocation search tool that finds locations based on descriptions of objects | area, I’m trying to

type: bbox and their spatial relations. Each object has one main descriptor and optionally | find a church that

?”E;flz“ additional properties. All properties must be put in a logical connection to the object. | has more than 56

name: church Objects can either be single instances, or clusters of multiple of one object which | levels. In the same

Prope e e are located in a specific distance radius (e.g. "three houses next to/within 10m of | vicinity, not ex-

operator: '>' each other"). Mention the area, cover all entities and their respective properties, and | ceeding a distance

ty;:f“:v’w 156 describe the respective relations. Stick to the descriptions of entities and relations | of 16,460 meters,

- id: 1 provided and don’t add anything. When describing names or brand (names), be | there should also

name : ‘t?rid%e creative in your phrasing (examples being a "book store of brand Thalia" vs. "a | be a bridge called

e mome Thalia book store", or simply e.g. "a Thalia" if the type of object is not given). Stick | "MK6".

operator: '~ to the values of each relation. Distances always refer to a maximum distance. If no
ty;:%“fwivrm(s distance is given, do not use any terms such as close, near, create sentences such
relations: as "find a house and a restaurant”. Vary your phrasing. Do not affirm this request
- i;"r’;i ? and return nothing but the answer. ==Persona== hobby fact checker ==Style==
type: distance as a chain of thoughts split into multiple sentences ==Input== Objects: - Obj. 0:
value: 16460 m church | Properties -> levels: above 56 - Obj. 1: bridge | Properties -> name:

"MKG6" Distances: - All objects are no more than 16460 meters from another. Please
take your time and make sure that all the provided information is contained in the
sentence.

Table 9: An example parametric prompt used for data generation. Due to space limitations, the prompt formatting
was altered. The original prompts can be found in the source code.

Inferencing Pr

You are a joint entity and relation extractor. Given a text that is provided by geo fact-checkers or investigative journalists, execute the following tasks:

1. Identify the area mentioned in the text. If no area is found, designate its type as ’bbox’ and assign its name as *bbox’. If area is found, designate its type as ’area’.

2. Detect and extract the geographical entities present in the text. Areas are not part of these entities. Entities are always present in a sentence. There are two type of entities: cluster
and nwr. The ’cluster’ type is clusters of entities, allowing queries like "3 Italian restaurants next to each other” or "at least 5 wind generators nearby." The other entity types
belongs to nwr.

3. Extract properties associated with each identified entity, if available. The properties must be related to their types, colors, heights, etc.

4. Identify and extract any relations between the entities if mentioned in the text. We define two relation types: contains and dist. Assign one of them as the relation type. In contains
relations, you can recognize relationships such as "a fountain within a park" and "a shop inside a mall.". In contain relation, there is no distance. In dist relation, you interpret both
numeric distances (e.g., "100 meters") and written forms (e.g., "one hundred meters"), support terms like "next to," "opposite from," and "beside" to improve natural understanding
of spatial relationships, and recognize Multiple distance-based relations are supported, including radius constraints (e "A to B and C") and entity chains (e.g., "A to B and B to C").
Let’s think step by step.

Please provide the output as the following YAML format and don’t provide any explanation nor note:

area:
type: area type
value: area name
entities:
- name: [entity name 1]
id: [entity id 1]
type: [entity type 1]
properties:
- name: [property name 1]
operator: [operator 1]
value: [property value 1]
- name: [property name 2]
operator: [operator 2]
value: [property value 2]
- name: entity name 2
id: entity id 2
type: entity type 2
relations:
- source: entity id 1
target: entity id 2
type: relation between entity 1 and entity 2
value: relation distance if the type of relation is dist

Figure 5: Zero-shot prompt used to query the LLMs, containing instructions and the YAML layout. The prompt
includes support for cluster-type entities, which were not available in the deployed system at the time of writing.
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Abstract

Pretrained language models have significantly
advanced the state of the art in generating
distributed representations of text. However,
they do not account for the wide variety of
available expert-generated language resources
and lexicons that explicitly encode linguis-
tic/domain knowledge. Such lexicons can be
paired with learned embeddings to further en-
hance NLP prediction and linguistic inquiry.
In this work we present Textagon, a Python
package for generating parallel representations
for text based on predefined lexicons and se-
lecting representations that provide the most
information. We discuss the motivation be-
hind the software, its implementation, as well
as two case studies for its use to demonstrate
operational utility.

PyPi: https://pypi.org/project/textagon/
GitHub: https://github.com/nd-hal/textagon
YouTube: https://youtu.be/zUxamCT8mPg

1 Introduction

Learning distributed representations of text via
large pretrained language models (PLMs) trained
with massive amounts of text data has been a
driver of recent progress in NLP. Pretrained, nu-
meric representations of words and sentences en-
code semantic similarity in a high-dimensional
space. While PLMs’ performance has been im-
pressive, distributed representations learned from
large general corpora are not the only type of rep-
resentation available.

For decades, linguistic researchers and so-
cial scientists have worked with representations
of texts that are based on grammatical struc-
ture, linguistic theories, or domain-adapted lex-
icons. These lexicons cover ideational, textual,
and interpersonal functions of language (Sys-
temic Functional Linguistic Theory, Halliday and

*Work performed while at Notre Dame.
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Matthiessen, 2014), the pragmatic dimension of
language, including actions and intentions (Lan-
guage Action Perspective, Searle, 1969), key
psychological processes (e.g., Pennebaker et al.,
2001), and domain-specific lexicons, which shed
light on task- and context-related nuances (e.g., fi-
nance, Loughran and McDonald, 2011). This liter-
ature recognizes that although text, as a data struc-
ture, is 1-dimensional, the meanings embodied in
natural language are multi-dimensional.
Increasingly, NLP is being used for computa-
tional social science tasks where text is scored
(i.e., text sequence classification) or analyzed to
predict, explain, or describe phenomena mani-
festing in user-generated content (Grimmer et al.,
2022). In these contexts, the use of PLMs has been
impeded by several factors. First, labeled data
for many social science use cases—such as exam-
ining in-text manifestations of confidence, trust,
anxiety, distress, empathy, and personality traits—
is insufficient for fine-tuning PLMs (Macanovic,
2022). Consequently, researchers and practition-
ers are concerned about error rates in text classi-
fication, which may statistically bias estimation in
downstream descriptions and explanations (Yang
et al., 2018; Macanovic, 2022). Moreover, those
without sufficient computational resources have
concerns about whether smaller PLMs can still
provide competitive models (Macanovic, 2022).
Second, disciplinary norms often dictate the use of
certain linguistic resources for content analysis or
expected levels of methodological interpretability.
Recent studies have highlighted the potential
of extracting and leveraging features from vari-
ous linguistic dimensions to boost performance in
downstream tasks (Yang et al., 2023; Qin et al.,
2024b; Abdi et al., 2019; Ahmad et al., 2020; Qin
et al., 2024a) via tailored models. Prior work
has shown that combining structured features with
PLMs can tackle advanced tasks such as bias cor-
rection (Lalor et al., 2022), out-of-domain detec-
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tion (Duan et al., 2022), and misinformation iden-
tification (Lee and Ram, 2024). These models can
discern features potentially overlooked by larger
transformer-based pretrained models.

In this work we present Textagon, a Python
package for generating parallel representations for
text. We define parallel representations as token-
level features extracted from multiple lexicons
that, when combined, form a token-lexicon fea-
ture matrix. Textagon provides functionality to
generate parallel representations as well as a grid-
based feature weighting module to identify the
most informative representations. The package al-
lows practitioners to expand raw text data to multi-
dimension data based on linguistic theories to aug-
ment PLMs. Our contributions are a) Textagon,
an open-source Python package for generating and
selecting parallel representations for text, b) a de-
tailed description of the software architecture, and
¢) illustrative examples to facilitate easy use of the
software. Textagon is available via PyPi.!

2 Related Work

Recent work has shown that feature expansion and
enrichment can enhance text classification tasks
within neural network architectures (Zimbra et al.,
2018; Huang et al., 2017). For example, Ah-
mad et al. (2020) generate diverse representations
for use in CNN and Bi-LSTM models for ana-
lyzing comprehensive psychometric dimensions.
Automated Concatenation of Embeddings (ACE,
Wang et al., 2020a) automates the process of find-
ing better concatenations of distributed embed-
dings for structured prediction tasks using rein-
forcement learning. Alghanmi et al. (2020) com-
bine BERT with static word embeddings. Wang
et al. (2020b) demonstrate that combining dis-
tributed representations can benefit the language
model. Bollegala (2022) show that weighted con-
catenation can be seen as a spectrum matching op-
eration between source embeddings and the meta-
embedding. To the best of our knowledge, there is
no existing package for generating and combining
parallel representations.

3 The Textagon Package

Textagon implements two key components.
The first generates the parallel representations
based on the available lexicons. The second com-
ponent scores and ranks the top weighted paral-

'nttps://pypi.org/project/textagon/
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import pandas as pd
from textagon.textagon import Textagon
from textagon.tGBS import tGBS

df

pd.read_csv (
'./sample_data/dvd.txt"',
sep INE

header None,

names ["classLabels",

"corpus"]

)

tgon = Textagon (
inputFile df,
outputFileName

"dvd"

)

tgon.RunFeatureConstruction ()
tgon.RunPostFeatureConstruction ()

(a)

'./output/dvd_key.txt'
'./output/dvd.csv'
'./output/dvd_weights.txt'

featuresFile
trainFile
weightFile

tGBS (
featuresFile
trainFile
weightFile

ranker

= featuresFile,
trainFile,
weightFile

)

tGBS.RankRepresentations ()

(b)

Figure 1: An example of running Textagon: First
generating representations (1a) followed by ranking the
representations based on informativeness (1b).

lel representations so that an appropriate sub-set
of representations can be used for specific tasks.
An example to generate and score parallel repre-
sentations with Textagon is shown in Figure 1.

3.1 Generating Representations

Textagon generates and ranks parallel represen-
tations of token-level lexical features. By parallel
representations, we are referring to a matrix struc-
ture for an input string. Each column represents
a token, and each row represents a lexicon. Each
cell then contains the appropriate lexicon tag for
the given token. If there is not a tag, then the to-
ken is retained as-is.

As a running example, consider the following
text: “hypotension. Massive headaches, bp was
still on the low side.” Textagon can expand this
into 20 different representations categorized into
five groups (Table 1). The base representation,
Word, represents a refined version of the origi-
nal data. Importantly, the parallel representations
(Table 1) are token-aligned and can be considered
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Group  Representation  Description Example
Word Baseline hypotension . massive headaches , bp was still on the low side .
Hypernym Replace a token with its superordinate CARDIOVASCULAR_DISEASE . massive ACHE , bp was still on the low
GEOLOGICAL_FORMATION .
NER Named entity recognition (NER) tags hypotension . massive headaches , ORG was still on the low side .
LexADR Adverse drug reaction (ADR) tags REACTION . massive REACTION , bp was still on the low side .
LexSYN Synonym cluster label tags derived by  hypotension . massive SYN217 , bp was still on the SYN23 SYN345 .
clustering tokens based on their synsets
LexGloVeCC GLoVe Common Crawl labels derived GLOVECC234 GLOVECC251 GLOVECC312 GLOVECC457 , GLOVECC244
T clustering tokens based on embeddings GLOVECC46 GLOVECC46 GLOVECC251 GLOVECC251 GLOVECC312
GLOVECC440 GLOVECC251
LexGloVeTW GLoVe Twitter labels derived clustering ~ GLOVETW23 GLOVETW122 GLOVETW147 GLOVETW165 GLOVETW285
tokens based on embeddings GLOVETW392 GLOVETW119 GLOVETW119 GLOVETW238
GLOVETW238 GLOVETW26 GLOVETW349 GLOVETW122
LexGloVeWG GLoVe Wikipedia plus Gigaword labels ~ GLOVEWG279 GLOVEWG436 GLOVEWG364 GLOVEWG329
derived clustering tokens based on em- ~ GLOVEWG414 GLOVEWG145 GLOVEWG436 GLOVEWG436
beddings GLOVEWG436 GLOVEWG436 GLOVEWG18 GLOVEWG353
GLOVEWG436
Sentiment Positive, negative, or neutral tags LPOSMNEG . LPOSLNEG LPOSLNEG , bp was LPOSMNEG on the
LPOSLNEG LPOSLNEG .
Affect Affect tags hypotension . massive headaches , bp was still on the SADNESS side .
SA LexEMOLEX NRC Emotion Lexicon hypotension . EMOFEARNEGATIVESADNESSSURPRISE headaches , bp
was still on the low side .
LexAILEXCAT  Affect Intensity Lexical Categorization hypotension . massive FEAR , bp was still on the low side .
LexAILEXINT Affect Intensity Lexical Intensity hypotension massive MFEAR bp was still on the low side nan
LexLIWC Linguistic inquiry and word count  hypotension . massive HEALTH , bp AUXVB ADVERBS FUNCT ARTICLE
P (LIWC) categories SPACE RELATIV .
LexSAVLEX SAVLEX word standardization hypotension . massive headaches , bp was still on the WP KA .
POS POS tags NOUN PUNCT ADJ NOUN PUNCT PROPN AUX ADV ADP DET ADJ
Ss NOUN PUNCT
Misspelling Tag for misspellings hypotension . massive headaches , MISSPELLING was still on the low side .
Legomena Tag for unique words hypotension . massive headaches , bp was still on the low side .
Word&Sense Labels based on distinct word senses hypotensionl_l01 . massivel_|l04 headaches|_[02 , bp was stilll_l04 on the
lowl!_|04 sidel_|01 .
S Word&POS Part-of-speech (POS) tags tupled with  hypotensionl_INOUN .[_[PUNCT massivel_IADJ headaches|_INOUN
their respective word occurrences ,J_IPUNCT bpl_IPROPN wasl_IAUX stilll_IADV onl_IADP thel_IDET
lowl_IAD] sidel_INOUN .[_[PUNCT
Word&NER Named-entity recognition (NER) tags hypotension . massive headaches , bpl_IORG was still on the low side .

Table 1: A description of the parallel representations generated by Textagon for an illustrative example.

T: Topical, SA: Sentiment and affect, P: Psychological

as a token-lexicon matrix representation. This al-
lows for easier integration into convolutional or
sequence-based learning representations and for
easier content analysis of text or PLM attention
mechanisms. Moreover, the included representa-
tions are guided by linguistic and social science
theories (Searle, 1969; Pennebaker et al., 2001;
Mohammad and Turney, 2010) and can be easily
extended by users via custom lexicons.

3.2 Representation Ranking with tGBS

Textagon first generates and selects represen-
tations for feature extraction. As Table 1 shows,
twenty representations can be generated for a
given dataset (though users can add additional
lexicon-based representations as needed). Paral-
lel representations can provide diverse linguistic
perspectives; however, they can also introduce re-
dundant information, potentially diminishing their
utility. To address this, Textagon implements
an n-gram Grid-Based Subsumption (GBS) algo-
rithm (Ahmad et al., 2020) to retain key features,

and pragmatic, SS: Syntax and style, S: Semantics.

making the embedding more effective. Subsump-
tion filters higher-order features to remove redun-
dancy and improve information gain (Riloff et al.,
2006; Abbasi et al., 2011).

GBS Calculation. We modify the n-gram GBS
algorithm of Ahmad et al. (2020) to fit our token-
level parallel representation design. The tokenized
GBS algorithm (tGBS) gives each token a GBS
weight for each representation (refer to Appendix
A for details). tGBS generates token importance
weights for each token in every representation.

To select the most informative representations
for inclusion, we calculate a score for each repre-
sentation, S, which reflects the information gain
of the entire representation compared to the origi-
nal text data. To calculate Si we consider the ratio
of tokens in a representation with non-zero tGBS
weight. Specifically, for a tokenized input z; and a
representation 12, we calculate the count of tokens
x; where the tGBS score of z; in representation R
is greater than some (small, non-zero) threshold 6.
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This ratio, Sg, offers a quantitative insight into
the proportion of significant features retained in
each representation, thereby serving as an indica-
tor of the representation’s richness or sparsity con-
cerning the underlying dataset. After generation,
we rank representations based on Sg. Users can
then select the appropriate number of representa-
tions based on their use cases.

4 Evaluation

In this section, we evaluate the effectiveness of
Textagon in three ways. First, we present
a case study using representations generated
by Textagon to compare human- and LLM-
generated essays. Second, we analyze the ex-
pressive power of the tGBS-based parallel rep-
resentations generated by Textagon on 13
testbeds/tasks covering domains such as health,
medicine, and disasters, and tasks including in-
ferring trust, anxiety, confidence, distress, and
empathy (Table 2). Third, on the same 13
testbeds, we show how representations generated
by Textagon can boost predictive performance
on encoder-only (e.g., BERT, RoBERTa, Dis-
tilBERT) and decoder-only models (e.g., GPT).
These cases illustrate how Textagon can sup-
port context-specific computational social science
via direct text analysis as well as analysis of fine-
tuned PLMs. Future work using Textagon can
build on these examples.”

4.1 Content Analysis Case Study

Token-aligned parallel representations can shed
light on the important linguistic dimensions of a
given token as they relate to a downstream com-
putational social science task of interest. Im-
portantly, Textagon can be used for textual
content analysis by combining parallel represen-
tations and class labels to highlight differences
across classes. Because representations are token-
aligned, Textagon can also surface linguistic
dimensions of model attention when fine-tuning
a PLM for a target application domain. Here,
we present a small case study on automated es-
say scoring (AES), a problem that is of interest

INotebooks for our evaluations are available at https
//github.com/nd-hal/textagon/.
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to the NLP community as well as computational
social scientists (Taghipour and Ng, 2016; Yang
et al., 2020). We use the publicly available hu-
man and GPT-generated essay testbed developed
by Bevilacqua et al. (2025) and the AskRating
drug sentiment dataset (Sharif et al., 2014; Lalor
et al., 2022) to explore: (1) linguistic differences
between human and GPT essays; (2) BERT at-
tention patterns when fine-tuned to score human
versus GPT-generated essays. The essay testbed
is comprised of over 15K human-generated es-
says and approximately 1.5K GPT-generated es-
says. GPT essays were constructed using the
same human essay prompts taken from popular
AES testbeds, ASAP (Mathias and Bhattacharyya,
2018) and FCE (Yannakoudakis et al., 2011).

We first extracted parallel representations for
human- and GPT-generated essays and used tGBS
to score them. Here the label for identifying the
most informative representations is the source of
the essay (e.g., human or GPT). We then aggre-
gated the expressive power across representations
by their linguistic categories. The results appear in
Figure 2a as the “Human/LLM - Essays” bar series
(middle bars). For comparison, we included two
sets of baselines. First, we ran a similar analysis
on the AskRating testbed, with two label options
for representation ranking: gender (authors self-
reported as male/female) and age (above/below
the median age). These results are shown in the
two leftmost bar series in Figure 2a. For the
second baseline we focus on the 15K human es-
says, and for labels we use ethnicity (self-reported
Asian/non-Asian authors) and age (older versus
younger authors). These two series appear as the
rightmost bars in Figure 2a.

As shown in Figure 2a, we find that the
parallel representational composition for human
versus GPT-generated essays across dimensions
such as topical, sentiment/affect, psychologi-
cal/pragmatic, and style/syntax differ far more
than, say, essays written by different (self-
reported) human demographic groups (e.g., Asian
versus non-Asian or younger versus older au-
thors). In fact, the parallel representational com-
positions are akin to those for different demo-
graphic groups in the AskRating online health
forum testbed (e.g., differences between gender
and age of the health forum participants). These
results can shed light on the linguistic differ-
ences in user-generated content created by differ-
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Figure 3: Cumulative expressive power of parallel representations in Textagon, across testbeds, by category.

ent user sub-groups, as well as differences be-
tween human-LLM content in the era of genera-
tive Al

Next, we fine-tuned a BERT model (bert-base-
uncased) on the human-generated essays. We then
extracted the top sixty most prevalent tokens in hu-
man and GPT-generated essays, respectively, and
passed them through the fine-tuned BERT to see
how the attention layers were attending to these
tokens. For the tokens that BERT was attending
to (i.e., where aggregated average attention scores
are greater than a predefined threshold t), we then
analyzed their tGBS-processed parallel token rep-
resentations for analysis (Figure 2b).

The bars depict the proportion of the most at-
tended to tokens in the fine-tuned BERT model
that have an informative parallel token in that re-
spective language dimension (e.g., word sense,
topical, sentiment/affect, etc.). Notably, the re-
sults reveal that although the BERT attention for
top human/GPT tokens is comparable in terms
of its parallel representational composition for
word sense and topical tokens, top human texts
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contain more sentiment/affect, psychological pro-
cess, and syntax/style information (e.g., once-
used/hapax legomenon tokens, misspellings, char-
acters). Conversely, the top GPT tokens attended
to are richer in terms of the pragmatic dimensions
of language (e.g., actions, intentions, declaratives,
etc.). These results, which are made possible
via parallel representation generation and token-
aligned tGBS scoring via Textagon, illustrate
deeper PLM content analysis affordances enabled
by Textagon in an important computational so-
cial science context.

4.2 Expressive Power Results

Next, we show the expressive power of the paral-
lel representations produced by Textagon, rel-
ative to the baseline word token representation,
using tGBS (Figure 3). As representations are
added across linguistic categories, the amount of
information included increases. Looking at the
rightmost side of the figure, we note that the to-
tal amount of additional information expressed (in
terms of potentially informative tokens across the



20 representations) ranges from 4x-7x. These rep-
resentations are then sorted on a per-dataset ba-
sis to identify the top representations for inclu-
sion into downstream tasks (e.g., content analysis,
classification). Next, we show how this additional
expressive power can translate into enhanced text
classification predictive power.

Dataset N Reference

Anxiety (Ahmad et al., 2020;

Numeracy 8,502 Abbasi et al., 2021;

SubjectiveLit ’ Lalor et al., 2022,

TrustPhys 2024)

AskRating 20,000 (Sharif et al., 2014;
Lalor et al., 2022)

Distress 1,860  (Buechel et al., 2018)

Empathy ’ ”

DisasterTweets 7,613 (Howard et al., 2019;
Cloutier and Japkow-
icz, 2023)

Jigsaw 20,000 (Adams et al., 2017)

Quora20k 20,000 (DataCanary et al.,
2017)

TweetsADR 5,009 (Hassan et al., 2013;
Zimbra et al., 2018)

WitnessAccuracy 2904 (Dobolyi and Dodson,

WitnessConfidence ’ 2018)

Table 2: Datasets used in our classification example.
Please refer to the original citations for further details
on data collection, validation, etc.

4.3 Text Classification Performance

We assess the potential lift to PLM classifiers
by comparing a directly fine-tuned PLM baseline
classifier with one where Textagon features ex-
tracted from the parallel representations are con-
catenated with PLMs during the fine-tuning pro-
cess. Concatenation occurs with the embeddings
from the transformer-based models (See Figure 5,
panel C in the appendices) and are forwarded into
a multilayer perceptron (MLP) to produce the pre-
diction output. The included PLMs were: BERT
(Devlin et al., 2018), RoBERTa (Liu et al., 2019),
DistilBERT (Sanh et al., 2019), and GPT-2 (Rad-
ford et al., 2019).

Figure 4 shows AUC performance results across
a collection of benchmarking datasets (Table 2).
Incorporating Text agon parallel representations
to the classification tasks typically improves pre-
dictive performance, with lifts on BERT and
RoBERTa ranging from 1%-5% in most cases.
Gains on smaller PLMs such as DistilBERT were
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even more pronounced. Textagon enables the
identification of more informative parallel repre-
sentations for each task, which can have important
implications for downstream explanatory and de-
scriptive insights (Yang et al., 2018).

5 Conclusion

In this work, we have presented Textagon, a
Python package for generating and selecting in-
formative, theory-driven parallel representations.
Textagon implements several key components
to facilitate parallel representation generation and
selection. Token-level tGBS calculation measures
the information gain of each representation com-
pared to the original text data to identify those
representations that can improve model perfor-
mance. The output representations can then be
used as standalone features for downstream tasks
or can be concatenated with embeddings from
PLMs for a richer representation of the input text
before classification. We demonstrate use cases
of Textagon for content analysis and enhanc-
ing predictive performance. Textagon can fa-
cilitate linguistic examinations of which lexicons
provide the most information and which are most
beneficial to PLMs for classification tasks. In ad-
dition, Textagon can incorporate new lexicons
as future researchers develop them to further en-
hance predictive power. Our work has important
implications for computational social science re-
searchers and practitioners.

There are several limitations for this work.
Textagon relies on the quality and availabil-
ity of input lexicons for parallel representation
generation. What’s more, lexicons are inherently
incomplete in that they may only have tags for
a subset of tokens. Researchers incorporating
Textagon should ensure that the lexicons used
are appropriate for their use cases. The incor-
porated lexicons are appropriate for open-domain
text, but if needed can be augmented with domain-
specific resources as well (e.g., Loughran and Mc-
Donald, 2011). Generating and selecting repre-
sentations can be computationally expensive, in
particular for large datasets. While we propose
an information-gain heuristic for representation
selection (Appendix B), future work on efficient
generation and selection can improve processing
speed for the overall pipeline.
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A Token GBS

For parallel representations R = {71,792, ..., "m }»
the initial weight of a 1-gram feature f;,. from rep-
resentation r,, is given by:

p(fizlca)

wifis) = p(frelcs)

max
CaCh

(p(fm\ca)log ) L s(fe) @
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where the first term is the log-likelihood ratio
that measures discriminatory potential and s( fi,)
captures the semantic orientation:

d w
fzz = szz 05 fzz7 neg(fm,Q)] (3)

This ensures the differentiation of features with
opposing orientations. For subsumption within 7,
each 1-gram f;; with w(f;;) > 0 is compared
to every other 1-gram. If the classification of f;;
matches that of another 1-gram, given by:

p(fizlca)
p(fizlcs)

¢(fiz) = argmax

Ca,Ch

(Pl o Jsthi) @

subsumption decisions are made based on a
threshold ¢:

if w(fiz) < w(fuz) +1

otherwise

0
wtri) ={ g
For each pair of representations r, and r,, 1-
gram features are selected into subsets A and B.
Using k-Means clustering with k = 2, the result is
G = {g1, g2} clusters. A link between 7, and 7,

is based on entropy reduction:

L(rg,ry) = {

The entropy across clusters is denoted as H (G).
The entropy H (G|r) considering a specific repre-
sentation 7 (either r,, or r,) is defined as:

(6))

¢ H(G|r)
1 if H(G;
0 otherwise

<l

(6)

H(G|r) = > P(r) Y P(5|r)log, P (7)

rée{rg,r2} eG

(0[r).

After establishing links, subsumption between
ry and 7, is performed in a similar manner, but
bidirectionally.

Here, correlated 1-gram features between
linked representations 7, and r, are addressed.
For every pair of representations r, and r, with
L(ry,r.) = 1, any remaining feature f;;, in 7,
with weight w( fi;) > 0 is compared against all
other remaining features f,,, in r, with weight
greater than 0O, given j = v. If the correlation be-
tween f;;, and f,,. surpasses the threshold p, then
w(fijz) is set to 0.
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Figure 5: Example of applying Textagon to a classification pipeline.

B Classification Details

Figure 5 shows the pipeline for our classification
example. We first extract and score represen-
tations using Textagon. We then extract fea-
tures from the parallel representations in a high-
dimensional space. The third component uses
the extracted features either as standalone fea-
tures or concatenated with embedding outputs of a
transformer-based model as input to a downstream
prediction model. This component also evaluates
the predictions and returns the evaluation to the
first component for assessing representation com-
binations.

B.1 Selecting the Representation Space

Having generated representations and calculated
Sk, the next step is to decide which represen-
tations to include alongside the word representa-
tions. We rely on two selection criteria: treating
Sk as information gain and a search space lim-
iting heuristic. We first sort the representations
by Sgr and select the top n based on Sp. We
then search through all three-way representation
combinations. This reduces the search complexity
from O(2") to O(n + (3)) = O(n?).

B.2 Representation Controller

Having identified the pool of candidate represen-
tation combinations, the representation controller
iterates over the representation space. Given a
combination, the representation controller takes
the embedding of each contained representation
from the text data and concatenates all embed-
dings in parallel (Figure 5, panel B). The con-
catenation is taken as the input data for the end-
to-end, CNN feature extraction model. We first
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process each representation into embeddable data.
We then convert each representation text data into
aligned, word-index-based numerical data.

B.2.1 Optimal Search of Representations

As discussed, we do not use a greedy algorithm
initially because the initial representation space
without any constraints is too large to be effi-
ciently searched. When we contain the upper
bound of the representation space complexity to
O(n?), we can use a greedy search to identify the
best combination of representations.

We evaluate each representation individually
and store the best AUC. Then, we perform a
greedy search to find the best combination of three
representations. We iterate through all possible
combinations of three different representations 71,
ro, r3 from R, train the model, and update the best
AUC and the corresponding combination if a bet-
ter AUC is found.

B.2.2 End-to-end Feature Extraction

The input data, which the representation con-
troller generates, contains features not only within
but also across representation embeddings. Such
high-dimensional features can be captured by a
2D CNN. For the embedded data, it will be used
to pretrain an autoencoder (Kaneko and Bolle-
gala, 2020), whose parameters and weights will
be saved for future usage. We structure the au-
toencoder as three convolutional layers; each layer
is followed by a ReLU layer. We reduce dimen-
sions smoothly in the autoencoder, via the factors
of g, i, and 2 . Then, the encoder is used to con-
struct a CNN model, along with three feature ex-
tractors of different sizes, whose output is concate-



nated to formalize the final output. The three fea-
ture extractors have the same structure; each con-
tains one 2D convolutional layer (Conv2d), one
ReLU layer (ReLU), and one 2D max pooling
layer (MaxPool2d). The kernel size of MaxPool2d
corresponds with the kernel size of Conv2d. For
Conv2d, each of their kernels is resized by factors
of %, %, and %
B.3 Concatenation Features and Finalize
Output

The three feature extractors can go through the in-
put data in different views and eventually capture
features in different dimensions. To keep all ex-
tracted features, we concatenate them in sequence,
and then apply an adaptive pooling layer (Adap-
tiveMaxPool2d) to get the final output representa-
tion (Figure 5, panel D).
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Abstract

Generative large language models (LLMs) have
become crucial for modern NLP research and
applications across various languages. How-
ever, the development of foundational models
specifically tailored to the Russian language
has been limited, primarily due to the signif-
icant computational resources required. This
paper introduces the GigaChat family of Rus-
sian LLMs, available in various sizes, includ-
ing base models and instruction-tuned versions.
We provide a detailed report on the model archi-
tecture, pre-training process, and experiments
to guide design choices. In addition, we evalu-
ate their performance on Russian and English
benchmarks and compare GigaChat with mul-
tilingual analogs. The paper presents a system
demonstration of the top-performing models ac-
cessible via an API, a Telegram bot, and a Web
interface. Furthermore, we have released three
open GigaChat models in open-source ', aim-
ing to expand NLP research opportunities and
support the development of industrial solutions
for the Russian language.

1 Introduction

The rapid advancement of generative large lan-
guage models (LLMs) has significantly trans-
formed the landscape of natural language process-
ing (NLP), enabling innovative research and appli-
cations across multiple languages. However, de-
veloping foundation and post-trained models for
the Russian language is still a significant challenge.
This resource-intensive task hinders progress in the
field and fails to address the cultural specifics of
the Russian language and culture.

In response to this gap, we introduce the Gi-
gaChat family of Russian LLMs, created from
scratch, which encompasses a variety of sizes, in-
cluding both pre-trained and instruction-tuned ver-
sions. This paper describes our experience creating

"https://huggingface.co/ai-sage
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a model family based on the mixture of experts
(MoE) architecture, the experiments in training
such an architecture, and the description of the new
tokenizer designed for the Russian language. Fur-
thermore, we thoroughly evaluate the model’s per-
formance on Russian and English benchmarks and
tests. This paper not only highlights the strengths
of GigaChat in comparison to existing multilingual
models but also offers a practical demonstration
of our top-performing proprietary models through
accessible interfaces such as an API, a Telegram
bot, and a web application. By releasing three open
versions of the GigaChat models as open-source
resources, we aim to encourage further research
in natural language processing (NLP) and support
the ongoing development of industrial applications
tailored to the Russian language.
Our contributions are as follows:

* We introduce the first family of foundation
and post-trained models specifically designed
for the Russian language, based on the Mix-
ture of Experts (MoE) architecture. Three
of these models are available in open-source
(including their variations in int8 and bf16
formats) 2.

* We present experimental results and metrics
on various benchmarks, demonstrating that
our models are comparable to the state-of-the-
art (SOTA) models of similar sizes among
existing open-source models.

* We also share our experiments with the MoE
concentration mechanism and provide code
for MoE expert control.

* We release the Telegram bot and the System
demo Web interface 3 for our most advanced
model.

2Under the MIT license, commercial/non-commercial use,

re-hosting, and fine-tuning are permitted without restrictions.
The video demonstration is available on YouTube.
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GIGACHAT /ax

Figure 1: A screenshot of the system demo for the
open Web demo of the GigaChat Max. To access more
features of GigaChat, registration is required.

2 Related Work

MOoE architecture Sparse MoE models have
gained significant attention in recent years (Cai
et al., 2024) due to their capacity for efficient scal-
ing while maintaining computational effectiveness.
The foundational work Shazeer et al. (2017) in-
troduced the sparse MoE layer, demonstrating its
effectiveness in training large-scale language mod-
els in application to LSTM-based architectures.
More recently, Mixtral (Jiang et al., 2024) set a
new SOTA for MoE-based LLMs with 47 billion
total parameters but only 13 billion active parame-
ters, outperforming dense models such as LLaMA
2 70B. Another notable contribution, DeepSeek
MoE (Dai et al., 2024), explored modifications to
MOoE architecture by increasing the number of ex-
perts while reducing their sizes and adding shared
experts that are always activated, improving expert
specialization and overall model performance.

Russian generative LLMs. Pre-trained open mod-
els for the Russian language remain scarce. The
work of Zmitrovich et al. (2024) introduces a col-
lection of 13 Russian Transformer-based language
models, which include encoder architectures (ru-
BERT, ruRoBERTa, ruELECTRA), decoder archi-
tectures (ruGPT-3), and encoder-decoder architec-
tures (ruT5, FRED-T5). However, even the latest
generative models, such as ruGPT-3.5 4 demon-
strate subpar performance on benchmarks like
the MERA SOTA instruction models (Fenogen-

4https ://mera.a-ai.ru/ru/submits/11273
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ova et al., 2024). Most SOTA models, mainly
those available as open-source, are either English-
based or multilingual (e.g., Qwen, Mistral, and
their Russian-adapted variants 3), which have been
post-trained on Russian texts. Among the Rus-
sian proprietary models, only a few exist, such
as Cotype by MTS AI and the YandexGPT fam-
ily ©, both of which lack transparency regarding
their training methodologies and architectural de-
tails and are not fully pre-trained on Russian texts.
To bridge this gap and address the need for high-
performing, Russian-focused generative models
that rival their multilingual counterparts, we in-
troduce the GigaChat family.

3 GigaChat Family

3.1 Overview

The GigaChat family is the first collection of foun-
dation and post-trained models specifically de-
signed and pre-trained from scratch for the Russian
language. The initial version ’ of the GigaChat
family employs the MoE architecture that we now
release in open-source: base model, instructed ver-
sion, and aligned with Direct Preference Optimiza-
tion (DPO) (Rafailov et al., 2023). Advanced pro-
prietary models — Lite, Pro, and MAX — are con-
tinually updated and accessible through a user API
and a dedicated Telegram bot, ensuring ongoing
improvements and enhanced usability.

3.2 System demo

The GigaChat models support a versatile user inter-
action system, offering free access through a Tele-
gram bot and a Web demo interface ®. The Web
version contains the advanced proprietary model,
GigaChat Max ° Max allows users to engage in
conversations by submitting text prompts in both
Russian and English, all within a predefined char-
acter limit. The screenshot in Figure 1 illustrates
the interface of the free version, which offers two
primary features: 1) chatting capability and 2) au-
dio ASR input via GigaAM '°. The full version

>T-pro-it-1.0, Zero-
Mistral-Small-24B

6ht’cps: //ya.ru/ai/gpt-4

"It is noteworthy that the three open models were previ-
ously also available through an API, and they continue to
receive regular enhancements and improvements.

8ht’cps: //giga.chat/

The API for the system demo is updating to the latest
versions; we are reporting the version of GigaChat 2 as of
March 2025.

Ohttps://github.com/salute-developers/GigaAM

RuadaptQwen2.5-32B-Instruct,
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of the interface is available only after registration
and includes additional functionalities such as file
processing and predefined prompts for various use
cases.

The key features of the Telegram bot (@gi-
gachat_bot) include an interactive chatbot that en-
gages users in conversation and the capability to in-
voke the Kandinsky model (Arkhipkin et al., 2024)
for image generation based on user prompts. Addi-
tionally, the bot offers a variety of predefined user
prompts and can process files.

3.3 Open models

In this section, we explain the choice of the ar-
chitecture and all the parts of the models creation,
starting with the pre-trained base model.

3.3.1 Models architecture

The GigaChat-A3B-base model leverages a MoE
architecture with 20 billion total parameters, of
which approximately 3.3 billion are activated per
forward pass (see Table 1). In our experiments
using the same data, the MoE design demonstrates
significant efficiency gains, including double the
training speed and a 40% reduction in inference
latency compared to similarly sized dense models,
such as 8B LLaMA 3.

The efficiency stems from block-sparse compu-
tation using optimized STK Triton kernels rather
than Megablocks and selective activation check-
pointing, reducing computational requirements by
40% versus a 7B dense model while processing
1 trillion tokens. These optimizations eliminate
the need for expert parallelism while maintaining
model performance. The architecture replaces stan-
dard MLP blocks with MoE layers (except the first
layer, which uses a gated MLP due to token distri-
bution challenges). Each MoE block employs mul-
tiple experts and an unnormalized router to promote
specialization, following insights from DeepSeek
MoE. The intermediate dimension is expanded to
14,336 (as in Mistral 7B (Jiang et al., 2023)) to
enhance capacity, and experts are shared across
layers to improve parameter efficiency. This com-
bination of sparse computation, expert sharing, and
optimized routing enables high throughput with
reduced resource consumption, making the model
scalable for large-scale training and inference.

Section A.1 of the Appendix describes the train-
ing process details.
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3.3.2 Pre-train

The base model was trained using a constant
multi-step learning rate scheduler with warmup.
The scheduler included a warmup period of 2000
batches, after which four learning rate decay steps
took place at 30%, 60%, 90%, and 98% of the total
training duration. At these milestones, the learning
rate was reduced by multiplying by factors of 0.25,
0.0625, 0.015625, and 0.00390625 (i.e., (0.25)%,
(0.25)2, (0.25)3, and (0.25)%, respectively). The
initial learning rate was set to le-4. The training
process used a global batch size of approximately
16 million tokens (2048 sequences with 8192 to-
kens per sequence) and accumulated 9.5 trillion
tokens across 8k pre-training steps.

After the initial training step, we conducted a
context extension in two stages: first to 32K and
then to 128K. To improve performance with the
extended context, we adjusted the base for RoOPE
embeddings (Su et al., 2024) using the ABF ap-
proach (Xiong et al., 2023). For each training stage,
we utilized the following values: 10K for the initial
8K context, 300K for 32K, and 1.4M for 128K. The
model employed a constant learning rate scheduler
with predefined drops during training. Continuous
training in the long context used the final learn-
ing rate from the 8K context, maintaining this rate
throughout both training stages.

To evaluate the adaptation of the model, we used
English PassKey'! and LongBench (v1) (Bai et al.,
2023). The LongBench evaluation set the maxi-
mum sample length according to the target context
length, while the PassKey evaluation ranged from
8,000 to 128,000 tokens. Overall, the extension
involved about 1.8 trillion tokens and tens of thou-
sands of steps, but evaluations showed that it could
be accomplished in just a few thousand steps.

3.3.3 Post-train

Each model trained on various versions of the post-
train data (see the Section 4.2) has its own hyper-
parameters, so in addition to several checkpoints
within a single training (the model state is saved
twice per epoch), we run several training iterations
to select the best model from all of them. The fi-
nal hyperparameters for the best open models are
presented in Table 2.

It is important to note that the final checkpoint
does not always yield the highest performance met-
rics. In some versions of the dataset, the optimal

Hpasskey.py


https://github.com/CStanKonrad/long_llama/blob/main/examples/passkey.py

Model Architecture Parameters

Hidden Layers Shared experts Routed experts KV Heads

Heads Context Length

GigaChat-A3B-base MoE 20B 28

2 64 8 16 131k

Table 1: Summary of the GigaChat-A3B-base model architecture configurations.

model is achieved during the middle of the training
process, while in others, it may be reached closer
to the end. Therefore, selecting the best model
involves a variety of heuristics based on specific
needs. We choose from the metrics described in
Section 5.1.

3.34 DPO

In developing the GigaChat-A3B-instruct 1.5, we
identified key issues with DPO, such as its focus on
widening the gap between good and bad responses
rather than improving accuracy, leading to halluci-
nations and instability. It also overlooks the impor-
tance of common token prefixes. To tackle these
issues, we proposed modifications to the DPO loss
function (Equation 1), including unique weighting
factors that prioritize enhancing good responses
over suppressing bad ones, particularly concern-
ing shared prefixes. We also added a normalized
negative log-likelihood term relative to a reference
model to stabilize loss ratios.

79 (Yuw | T)
Tref (Y | T)

)+log

3.3.5 Optimal Tokenization

A new tokenizer has been developed to enhance
the text encoding for Cyrillic words, programming
languages, and LaTeX. We improve accuracy in
handling code data by including common keywords
and supporting spaces, tabs, and line breaks. High-
frequency terms from LaTeX and programming
are incorporated to minimize fragmentation, ensur-
ing efficient tokenization of essential syntax ele-
ments. The selection of tokenizers was optimized
to maximize the average length of tokens within
domain-specific datasets.

loss =Ky, y)~D [— logao (ﬁw log

mo(yi | )

— B;lo
Prlog o ()

Tret (Y | )

()

Training Process We employed an iterative re-
finement process on a training dataset to maximize
tokenization efficiency. Our focus was to ensure
balanced performance across multiple domains, in-
cluding programming languages such as C, Java,
C#, LaTeX markup, and general language corpora.

7(Yw | 7)
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The primary language of concern was Russian, with
additional support for English and European lan-
guages, Arabic, Uzbek, and Kazakh. This effort
primarily aims at the Russian community and the
support of rarer languages, for which high-quality
language models are scarce.

For training, we leveraged the Hugging Face
Byte-Pair Encoding (BBPE) algorithm, conduct-
ing multiple experiments to generate candidate
tokenizers. During these experiments, we gradu-
ally adjusted the proportion of texts from different
domains (Russian, English, other languages, and
code). This process resulted in a large number of
candidate tokenizers (more than a hundred). From
these, we selected the tokenizer that demonstrated
the best performance compared to other tokenizers.
The tokenizer training data and tokenizer compari-
son details are presented in Appendix A.3.

4 Data

4.1 Pre-train data

We aggregate diverse textual sources to construct a
robust pre-training dataset, ensuring a balance be-
tween linguistic richness, domain-specific knowl-
edge, and data quality. The dataset comprises 1)
web-scraped texts, 2) high-quality publications, 3)
programming code, and 4) synthetic data. The
data statistic is presented in Table 3. We imple-
ment precise deduplication across all languages and
sources to ensure corpus integrity and reduce re-
dundancy. Additionally, we enhance the dataset for
English-language data through MinHash dedupli-
cation (Broder, 1997), which effectively minimizes
semantic duplicates.

Web data To construct a high-quality pre-
training corpus, we leverage Common Crawl web
dumps from 2017-2023 (Penedo et al., 2023b),
(Li et al., 2024) and used a lightweight classi-
fier Joulin et al., 2016) to extract multilingual texts
in Russian, English, Kazakh, Uzbek, Portuguese,
and Arabic. These texts were further classified
using LLMs and specialized models to identify
educational !? and high-value informational con-

12https: //huggingface.co/datasets/
HuggingFaceFW/fineweb-edu
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model

optimizer scheduler params of scheduler

hyperparameters

GigaChat-A3B-instruct AdamW  Constant
GigaChat-A3B-instruct 1.5 AdamW  Cosine

custom drop -
warmup: 200 steps, max steps: 7900 betas (0.9, 0.95), eps: 1.0e-8

Table 2: Hyperparameters of the post-training models during the training.

tent (Li et al., 2024), resulting in 4.4T tokens of
curated data. The dataset is predominantly English
(63.76%) and Russian (26.49%), with Portuguese
(7.80%) and Arabic (1.90%), and less than 0.06%
combined for Kazakh and Uzbek.

High-Quality Textual Sources We incorporate
high-quality textual content from open-access
books and academic articles, processed using ad-
vanced optical character recognition for accurate
extraction. This adds 630B tokens of linguistic data.
Additionally, we enrich the dataset with scientific
and encyclopedic sources like arXiv, Wikipedia,
and PubMed '3, improving reasoning and factual
consistency in the pre-training model.

Programming Code Corpus We use the Star-
Coder2 (Lozhkov et al., 2024) dataset alongside a
curated set of open-source software code to create
a diverse programming dataset that complies with
licensing requirements. Machine learning models
filter out low-quality code, yielding a 230B token
subset ideal for code generation and understanding
tasks.

Synthetic data Real-world data is limited by
bias, privacy, and scarcity, while synthetic data
is scalable and controlled. Phi-4 (Abdin et al.,
2024) demonstrates that synthetic data pre-training
improves performance on reasoning and STEM
benchmarks. For math and programming, we built
a Numina-inspired pipeline (Jia et al., 2024) that
expands seed mathematical problems by solving
them multiple times and filtering via majority vote
and threshold. We also created high-quality syn-
thetic code tasks (complex Python problems with
documentation, explanations, and assertions) with
structured prompts and diversified them using per-

sonas (Ge et al., 2024) and lipograms '*.

4.2 Post-train data

Clean training data is essential during the post-
training phase. All supervised fine-tuning dia-
logues are annotated by professional Al trainers

13https ://pubmed.ncbi.nlm.nih.gov/download/
Yhttps://en.wikipedia.org/wiki/Lipogram
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Data source Unique Tokens Seen Tokens

Web 44T 5.6T
HQ Sources 630B 1.3T
Code 230B 1.3T
Synthetic data 9B 81B

Table 3: Pre-train data distribution.

who evaluate responses based on criteria like adher-
ence to instructions, context awareness, factual ac-
curacy, and safety. We created the Dialog Creation
annotation project on the crowdsourcing platform
Tagme !> to generate diverse dialogs across various
domains while maintaining high data quality stan-
dards. Al trainers select the best responses from
different model variants, using metadata for dataset
balancing and error analysis to enhance model per-
formance. To overcome the challenge of models
retaining information from rare documents, we im-
proved our model’s memory and retrieval abilities
through Retrieval-Augmented Generation follow-
ing the experiments of the Grattafiori et al. (2024).
This approach generates domain-specific training
data from the pre-training corpus, enhancing con-
textual understanding.

Thus, the post-training of the open GigaChat-
A3B-instruct model comprises about 250k items in
the following proportion of data sources described
in Table 4.

Domain Proportion

10%
4%
4%
16%
34%
1%
12%
3%
16%

chats

long context (books)

code

science

general world knowledge (web)
translations

text editing

business specifics

functions / api

Table 4: Post-training proportion of the task domains
and instructions in the GigaChat-A3B-instruct.
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GigaChat- GigaChat-A3B . . .

Benchmark ‘ Shots A3B-instruct _instruct 1.5 Qwen 2.5 T Lite  Llama 3.1 GigaChat2 Pro GigaChat2 MAX
GSM8K 5 0.764 0.774 0.895 0.882 0.789 0.95 0.956
MATH 4 0.462 0.393 0.704 0.592 0.329 0.752 0.773
HumanEval 0 0.329 0.378 0.854 0.799 0.683 0.915 0.871
MBPP 0 0.385 0.441 0.820 0.759 0.725 0.862 0.894
MMLU EN 5 0.648 0.650 0.710 0.718 0.682 0.821 0.86
MMLU RU 5 0.598 0.600 0.632 0.626 0.569 0.775 0.805
MMLU PRO EN 5 0.348 0.357 0.565 0.509 0.443 0.644 0.667
RUBQ 0 0.675 0.688 0.373 0.583 0.484 0.658 0.723
WINOGRANDE | 4 0.750 0.762 0.636 0.670 0.624 0.796 0.832
CyberMetric 0 0.798 0.791 0.787 0.883 0.796 0.84 0.832
IFEval ‘ 0 ‘ 0411 0.433 0.819 0.730 0.812 ‘ 0.837 0.899

Table 5: Comprehensive comparison of models across Russian/English benchmarks. The best result in each column
is highlighted in bold, the best result in the same model size is underscored.

\ \ ruHHH
Model Total RWSD ruModAr USE MaMuRAMu
| | Honest  Helpful  Harmless

Human Benchmark | 0852 | 03835 0.942 0.701 0.796 0705 0797 0.948
Claude 3.7 Sonnet 0.682 0.788 0.919 0.536 0.89 0.82 0.864 0.931
GigaChat 2 MAX 0.67 0.642 0.963 0.581 0.864 0.803 0.831 0.948
Gemini 1.5 Pro 0.675 0.627 0.707 0.433 0.868 0.836 0.797 0.931
GPT-40 0.642 0.496 0.729 0.457 0.874 0.852 0.729 0.862
DeepSeek V3 0.677 0.612 0.718 0.499 0.882 0.803 0.763 0.793
Phi-3.5-MoE-Inst 0.487 0.465 0.464 0.199 0.726 0.656 0.644 0.81
GigaChat 2 Pro 0.649 0.665 0.943 0.534 0.831 0.803 0.814 0.897
Mixtral-8x22B-Inst 0.486 0.473 0.523 0.269 0.747 0.836 0.881 0.966
Qwen2.5-72B-Inst 0.601 0.715 0.665 0.32 0.849 0.869 0.831 0.897
Llama-3.1-405B-Inst 0.59 0.677 0.573 0.357 0.868 0.803 0.864 0.759
RuadaptQwen2.5-7B 0.536 0.465 0.492 0.162 0.751 0.738 0.78 0.776
GigaChat 2 0.541 0.369 0.854 0.361 0.766 0.754 0.814 0.931
T-lite-it-1.0 0.552 0.535 0.493 0.147 0.775 0.689 0.797 0.862
GigaChat-A3B-instruct 0.512 0.535 0.853 0.325 0.728 0.689 0.78 0.759
GigaChat-A3B-instruct 1.5 0.511 0.512 0.84 0.32 0.728 0.689 0.831 0.793
gemma-3-27b 0.567 0.588 0.626 0.328 0.797 0.82 0.864 0914
gemma-2-9b 0.453 0.558 0.592 0.154 0.689 0.574 0.627 0.552
GigaChat-A3B-base 0.422 0.508 0.608 0.127 0.675 0.574 0.593 0.552
Llama-3.2-3B 0.362 0.477 0.592 0.075 0.528 0.41 0.542 0.483
Yi-1.5-9B-32K 0.428 0.569 0.516 0.12 0.516 0.59 0.661 0.621
Qwenl.5-7B 0.374 0.558 0.485 0.056 0.52 0.541 0.627 0.603
Mistral-7B-v0.1 0.404 0.581 0.517 0.107 0.585 0.574 0.559 0.552
ruGPT-3.5 0.213 0.462 0.001 0.082 0.226 0.459 0.475 0.483

Table 6: MERA benchmark results. The model’s descriptions are available in the MERA leaderboard

5 Evaluation

5.1 Benchmarks

For the evaluation of the models, we use var-
ious common benchmarks in English and Rus-
sian that assess skills such as Mathematics
Performance (GSM8K (Cobbe et al., 2021),
MATH (Hendrycks et al., 2021)), Coding Abil-
ity (HumanEval (Chen et al., 2021), MBPP '©),
General Knowledge (MMLU EN (Hendrycks et al.,
2020), MMLU RU 7, MMLU PRO (Wang et al.,
2024), RUBQ (Korablinov and Braslavski, 2020),
WINOGRANDE (Sakaguchi et al., 2021)), Cyber-
security Knowledge (CyberMetric (Tihanyi et al.,

Bhttps://tagme.sberdevices.ru/

1(’https://github.com/google—research/
google-research/tree/master/mbpp

"https://mera.a-ai.ru/ru/tasks/9
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2024)), and Instruction Following (IFEval (Zhou
et al., 2023)). Table 5 presents a comprehensive
performance comparison between open versions
of GigaChat models and other open post-trained
LLMs of compatible sizes (Llama 3.1 8b '3, Qwen
2.57 19, and T-Lite 2°) across benchmarks. As the
benchmark was created specifically for the Rus-
sian language, we present the assessment of pre-
training and instructing models on the benchmark
MERA (Fenogenova et al., 2024). For all tests, the
LM Evaluation Harness framework 2! was used.

18https://huggingface.co/meta—llama/Llama—3.
1-8B

Yhttps://huggingface.co/Qwen/Qwen2.
5-7B-Instruct

20https://huggingface.co/AnatoliiPotapov/
T-lite-instruct-0.1

Uhttps://github.com/EleutherAl/
1Im-evaluation-harness
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https://github.com/EleutherAI/lm-evaluation-harness
https://github.com/EleutherAI/lm-evaluation-harness

5.2 Results

English Benchmarks The GigaChat-A3B-
instruct and GigaChat-A3B-instruct 1.5 models
(3.3B active parameters) show a balanced trade-off
between scale and performance against larger 7-8B
counterparts (Qwen2.5 7B, Llama 3.1 8B, T-Lite).
While mathematical (-14% GSMS8K, -34% MATH)
and programming (-46% MBPP, -55% HumanEval)
gaps reflect parameter limitations, they excel in
reasoning (+15% RUBQ, +12% WINOGRANDE)
and retain competitiveness in MMLU (-5% to
-8%). Challenges in high-difficulty MMLU PRO
(-36%) and instruction following (-47% IFeval)
persist, though DPO optimization yields targeted
improvements. For the CyberMetric benchmark,
new models also show competitive results, being
11% lower than the leader. Concerning GigaChat 2
MAX, GigaChat 2 Pro, the models show the best
scores for all benchmarks, slightly falling short
only on CyberMetric (-5%).

Russian Benchmarks Designed for Russian-
language proficiency, the models (GigaChat 2
MAX, GigaChat 2 Pro, GigaChat 2) achieve
near-state-of-the-art results on MERA benchmark
(£2-7%) and dominate specialized tasks: ruModAr
(+4% to +29%) and USE (+7% to +33%) high-
light strengths in logic and complex comprehen-
sion. Coreference resolution (RWSD: -7% to -
18%) and advanced reasoning (MaMuRAMu: -3%
to -4%) show room for growth, yet performance
remains competitive against both frontier models
(e.g., GPT-4) and mid-tier alternatives. GigaChat-
A3B-instruct and GigaChat-A3B-instruct 1.5 show
a performance close to GigaChat 2. GigaChat-A3B-
base reaches the level of best 9 billion pre-train
models trailing by 12-20% on RWSD and USE, by
2% on MaMuRAMu, leading by 2% on ruModAr.
Concerning the ruHHH dataset aimed at scoring
the model’s ability to determine the Honest, Help-
ful and Harmless behavior all GigaChat models
show nearly the highest results among the same
tier models: GigaChat 2 MAX, GigaChat 2 Pro, Gi-
gaChat 2 show the best or nearly the best scores for
Harmless while being slightly behind the leaders
for Honest and Helpful (-9% to -4%); GigaChat-
A3B-base remains competitive against the other
3B-13B models (-12% to -3%); GigaChat-A3B-
instruct, GigaChat-A3B-instruct 1.5 show close
scores while demonstrating that DPO may help de-
termine Helpful behavior better (+7% compared to
without DPO).
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6 Conclusion

We present the GigaChat family of LLMs, which
is the only model developed from scratch during
the pre-training stage specifically for the Russian
language. By employing the MoE architecture and
a specialized tokenizer, we have developed mod-
els that effectively address Russian linguistic and
cultural nuances while achieving competitive per-
formance against leading benchmarks. Our open-
source release of three GigaChat models and user-
friendly interfaces like a Telegram bot and a Web
application for the frontier models aims to encour-
age further research and industrial applications in
Russian NLP. The contributions outlined, includ-
ing the introduction of Russian-focused models and
experimental results, reflect our commitment to en-
hancing the field. By providing these resources to
the community, we hope to foster innovation and
collaboration in developing inclusive and effective
language technologies for Russian-speaking users.

Ethical Statement

Possible Misuse Our research should not con-
tribute to creating content that negatively impacts
individual or community well-being. This includes
the following restrictions: (i) involvement in leg-
islative applications or censorship, (ii) dissemina-
tion of disinformation or infringement on the right
to access information, (iii) dehumanizing or misrep-
resenting individuals or their religions, cultures, or
beliefs, and (iv) promoting harmful or discrimina-
tory content. To address this issue, the models’ API
format includes a censorship filter to mitigate inap-
propriate content that could pose potential risks.

Biases and data quality The pre-training data
for all the models includes a wide range of con-
tent from Russian and English internet sources,
which may introduce various stereotypes and bi-
ases. Thorough evaluations of these models are
crucial to identifying potential vulnerabilities when
applied to data outside their training domain.

Energy Efficiency and Usage We compute the
CO4 emissions from training our LLMs as Equa-
tion 2 (Strubell et al., 2019):

_ PUE*kWh 1002
- 1000

The resulting number of the C'O for the open
models is presented in Table 7. 251k kg of C'O3
is approximately equivalent to a round-trip flight

COq 2



Model CO3 (kg)
GigaChat-A3B-base 251k
GigaChat-A3B-instruct 253k
GigaChat-A3B-instruct 1.5 255k

Table 7: C'O, emissions of the models training.

from New York to London emits 1,600 kg of CO4
per passenger.

Limitations

Lack of Reasoning Capabilities The models do
not exhibit advanced reasoning abilities (like the
models like DeepSeeek R1), which may restrict its
effectiveness in tasks requiring complex problem-
solving or logical inference.

Alignment Preferences The models have been
specifically aligned to generate long and aesthet-
ically pleasing chat responses. While this may
appeal to some users, others might find such re-
sponses verbose or less practical for their needs.

Tokenizator The effectiveness of the trained tok-
enizer and the trained LMs is highly dependent on
the quality and size of the corpus used. A limited or
biased corpus can lead to suboptimal tokenization
and model performance, potentially missing crit-
ical linguistic nuances and specific domain cases,
such as characters from formal or other languages.

Reproducibility Issues Due to the use of closed
pre-training, fine-tuning, and DPO datasets for pro-
prietary models, the results cannot be indepen-
dently replicated or verified. This lack of trans-
parency may inhibit further research and validation
efforts. However, we are open-sourcing three ver-
sions of the MoE-based GigaChat, and we hope
this will encourage further research in Russian.
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A Appendix
A.1 Training details

We used a mixed precision training methodology
(bfloat16 for most operations and fp32 for critical
components, such as the router). The complete
training process accumulated approximately 10 tril-
lion tokens, with the final annealing phase compris-
ing 40 billion tokens of pre-trained data described
in Section 4.1.

We tackled communication bottlenecks in large-
scale distributed training environments with over
256 GPUs by increasing batch size instead of
adding more devices with the same workload. This
strategy allowed for overlapping communication
and computation, minimizing idle time and enhanc-
ing training throughput. The sparse computation
patterns of the MoE architecture, along with a
moderate hidden size, enabled us to significantly
increase the batch size per device while staying
within memory limits.

Throughout the training process, we sys-
tematically monitored expert utilization and
router confidence using entropy-based metrics:
H_utilization (quantifying token distribution be-
tween experts) and H_sparsity (measuring router
confidence). We analyzed token distribution among
experts and monitored top — k router scores, iden-
tifying several critical issues: expert collapse phe-
nomena (experts receiving minimal token assign-
ments), disproportionate token processing by spe-
cific experts, and router uncertainty indicated by
consistently low confidence scores. These metrics
guided our hyperparameter optimization, especially
for the auxiliary load balancing loss for uniform
expert utilization. Visualizing expert utilization pat-
terns offered insights that shaped our decision to
implement a standard Gated MLP in the first layer.

A.2 Ablation study: Expert interpretations

During the experiments on the model architecture,
we analyze router behavior to investigate if experts
in GigaChat-A3B-base, specialize in specific do-
mains such as math, medicine, and code. To do
this, we constructed embeddings for a subset of
the Pile (Gao et al., 2020) dataset > using router
activations. Each embedding emb is a matrix of
size | X e, where [ is the number of MoE layers
and e is the number of experts in one layer (not
including shared experts). Each sample emb;; is
calculated as the number of activations of expert j
in layer 7 normalized by the length of the sample
in tokens.

We clustered the embeddings with UMAP and
HDBSCAN, revealing that samples grouped by
domain (Fig. 2), indicating that router decisions
encode domain information. This aligns with the
findings in (Li and Zhou, 2024), where MoE mod-
els provided effective embeddings without the need

ZWe use the version https://huggingface.co/

datasets/monology/pile-uncopyrighted of the set
where all copyrighted content was removed
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for fine-tuning. Clusters were identified in sports,
cooking, biology, and programming domains.

We created domain-specific embeddings by av-
eraging values within clusters. These embeddings
help differentiate experts in those fields. To iden-
tify significant experts, we set values below % to
zero, keeping only those at least three times greater
than expected. We then use filtered embeddings
to guide our model toward specific domains by
adjusting router activations to prioritize selected
experts.

We found that this method allows us to con-
trol generation flow 23; for example, using sports-
related embeddings led to texts focused on sports.
Similar patterns emerged in other domains. While
this method has potential benefits, it also has limita-
tions that may hinder the model’s language model-
ing capabilities. Despite these challenges, we view
this approach as promising and intend to provide a
more detailed analysis in future research.

A.3 Tokenizer details

For tokenizer training, we utilized both open-
source datasets, namely FRW (Penedo et al.,
2023a), RedPajama (Together Computer, 2023),
StarCoder (Li et al., 2023), as well as collected
from the Web like Common Crawl >*, Wikipedia 2
and Stack Exchange 2°. For details on post-
processing and cleaning the open-source datasets,
refer to their respective articles. We filtered
the datasets using established heuristics, such as
language-based filtering and removing personal
information, promotional content, and duplicates.
Several sets of data were prepared for training to-
kenizers, varying in size from 30 billion to 300
billion characters to reflect different text lengths.

To ensure the effectiveness of our approach,
we tested tokenizers against established models,
including GPT-4, GPT-40, Mistral, Qwen2, and
DeepSeek. The comparison was based on the av-
erage character-per-token ratio across different do-
mains, as summarized in Table 8 with selected do-
mains. Tokenizers with the prefix giga_tokenizer
represent multiple variants from our experiments,
differing in data balancing strategies and the num-
ber of additional tokens introduced.

ZExamples of the code for generation control are presented
in the example notebook.
Zhttps://commoncrawl.org/get-started
“https://dumps.wikimedia.org/ruwiki/latest/
Zhttps://archive.org/details/stackexchange
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Figure 2: 2d-projection of embeddings with UMAP

Pile set
PubMed Abstracts

© Enron Emails
® ArXiv
Ubuntu IRC
DM Mathematics
® Gutenberg (PG-19)
® Github
® HackerNews
® Wikipedia (en)
® USPTO Backgrounds
® StackExchange
® FreeLaw
® Pile-CC
NIH ExPorter
® EuroParl
® PhilPapers
® PubMed Central

Languages Wiki

Tokenizer C  Java C# ArXiv Ru Ar En Mean Score
giga_tokenizer_1 3.57 4.15 4.62 3.61 4.18 3.34 447 3.99
giga_tokenizer_ 2 3.56 4.14 460 3.61 4.14 330 444 3.97
gpt-40 374 443 488 339 340 3.07 4.68 3.94
giga_tokenizer_ 5 339 397 444 354 420 350 443 3.92
giga_tokenizer 3 3.51 4.11 459 354 4.04 325 435 391
giga_tokenizer 4 3.50 4.11 458 353 400 321 4.33 3.90
Ilama-3 375 454 499 338 302 260 4.62 3.85
mistral-nemo 338 406 450 349 318 3.24 451 3.76
gwen2 369 452 495 331 270 256 4.50 3.75
gpt-4 374 455 498 338 204 1.44 4.62 3.54
nemotron-4-256k  2.82 334 376 325 320 293 4.57 341
deepseek-coder-v2 2.95 3.51 392 335 239 1.11 442 3.10
deepseek-v2 295 351 392 335 239 1.11 442 3.10
mistral-large 275 326 364 314 246 1.13 4.04 2.92

Table 8: Comparison of Tokenizers by Character-per-Token Ratio.
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Abstract

Language agents powered by large language
models (LLMs) have demonstrated remarkable
capabilities in understanding, reasoning, and
executing complex tasks. However, developing
robust agents presents significant challenges:
substantial engineering overhead, lack of stan-
dardized components, and insufficient evalua-
tion frameworks for fair comparison. We in-
troduce Agent Graph-based Orchestration for
Reasoning and Assessment (AGORA) ', a flex-
ible and extensible framework that addresses
these challenges through three key contribu-
tions: (1) a modular architecture with a graph-
based workflow engine, efficient memory man-
agement, and clean component abstraction;
(2) a comprehensive suite of reusable agent
algorithms implementing state-of-the-art rea-
soning approaches; and (3) a rigorous evalua-
tion framework enabling systematic compari-
son across multiple dimensions. Through ex-
tensive experiments on mathematical reason-
ing and multimodal tasks, we evaluate vari-
ous agent algorithms across different LLMs,
revealing important insights about their rela-
tive strengths and applicability. Our results
demonstrate that while sophisticated reason-
ing approaches can enhance agent capabilities,
simpler methods like Chain-of-Thought often
exhibit robust performance with significantly
lower computational overhead. AGORA not
only simplifies language agent development but
also establishes a foundation for reproducible
agent research through standardized evaluation
protocols.

1 Introduction

Language agents powered by large language mod-
els (LLMs) are rapidly transforming how we ap-

'We made a demo video at: https://www.youtube.
com/watch?v=WRH-F1zegKI. The comparison of
agent algorithms across different LLMs is also avail-
able at https://huggingface.co/spaces/omlab/
open-agent-leaderboard. Source code of AGORA can be
found at https://github.com/om-ai-1lab/OmAgent.

proach complex computational tasks across diverse
domains. Industry adoption of these technologies is
accelerating, with projections suggesting that 33%
of organizations will implement LLM-based appli-
cations by 2025°. This growing adoption stems
from the unprecedented ability of these systems
to integrate natural language understanding with
action-oriented capabilities.

Despite their promising trajectory, the practical
implementation of language agents remains chal-
lenging for researchers and developers. Current
frameworks often require substantial custom engi-
neering efforts for each application domain, lead-
ing to fragmented implementations and difficulty
in comparing different approaches.

To bridge this gap, we present AGORA, a com-
prehensive framework focused on both practical im-
plementation and scientific evaluation of language
agents. AGORA provides an integrated environ-
ment where researchers can experiment with vari-
ous reasoning strategies while developers can build
robust applications with minimal engineering over-
head. Our framework makes three key contribu-
tions that differentiate it from existing approaches:
a graph-based workflow orchestration engine that
simplifies complex task execution; modular agent
algorithm support for diverse reasoning paradigms;
and easy-to-use client interfaces for evaluation and
interaction.

Through systematic evaluation on mathematical
and multimodal reasoning tasks, we demonstrate
that AGORA not only facilitates rapid development
but also enables rigorous scientific comparison of
different agent paradigms. Our results provide
actionable insights for researchers and practition-
ers navigating the growing landscape of language
agent technologies.

2https: //www.gartner.com/en/articles/

intelligent-agent-in-ai?
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Figure 1: A demonstration of AGORA structure.

2 Related Work

Recent years have seen significant development
in LLM agent frameworks and evaluation method-
ologies. Frameworks like LangChain (Developers,
2022), AutoGPT (Developers, 2023), and Agent-
Verse (Chen et al., 2024) offer general-purpose
infrastructures for agent development, while Au-
toAgent (Tang et al., 2025) provides zero-code so-
lutions through declarative interfaces. Specialized
frameworks address domain-specific applications,
including ChemCrow (Bran et al., 2023) for chem-
istry and OS-Copilot (Wu et al., 2024) for operating
systems. For evaluation, comprehensive bench-
mark suites such as AgentBench (Liu et al., 2023b)
and WebArena (Zhou et al., 2023) assess agents
across multiple dimensions including reasoning,
tool use, and web browsing. Leaderboard plat-
forms like Agent Arena (Yekollu et al., 2024) en-
able systematic comparison of agents across mod-
els, frameworks, and tools through user-driven eval-
uations. A notable benchmark in this space is the
Agent Leaderboard (Bhavsar, 2025), which primar-
ily evaluates LLLMs’ tool calling and API interac-
tion capabilities. Our work differs by providing a
comprehensive evaluation framework that assesses
both the underlying LLM capabilities and the ef-
fectiveness of different reasoning language agent
algorithms, enabling researchers to understand the

interplay between model selection and reasoning
strategies.

3 AGORA Framework

AGORA is built on top of the OmAgent frame-
work (Zhang et al., 2024), extending it into a
flexible and extensible system for building, or-
chestrating, and evaluating language agents. It
abstracts engineering complexity while exposing
essential, reusable components—such as LLMs,
VLMs, tools, and workflows—needed to construct
powerful and research-friendly agents.

Graph-based Workflow Orchestration En-
gine. At the core of AGORA is a graph-based
orchestration engine designed for modularity and
scalability. As shown in Figure 1, the system
uses a Directed Acyclic Graph (DAG) where each
node represents a task. Tasks are either simple
tasks—developer-defined custom logic—or logical
tasks—built-in control flows such as branching and
looping. Built on the Conductor library, this engine
provides visual representations of workflows, mak-
ing agent behavior intuitive to trace and debug. It
also supports asynchronous, distributed execution,
which is ideal for managing long-running, complex
agent workflows.

Modular Agent Algorithm Support. AGORA
includes a diverse set of agent algorithms such
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as Chain-of-Thought (CoT), Program-of-Thought
(PoT), ReAct, Tree-of-Thought (ToT), and more.
Each algorithm is implemented as a modular com-
ponent, allowing developers to reuse common func-
tions like memory access, LLM inference, or tool
use. This structure encourages rapid prototyping,
easy extensibility, and consistent evaluation across
reasoning paradigms.

Client Interfaces for Evaluation and Inter-
action. After constructing an agent, AGORA pro-
vides a suite of Client interfaces tailored to different
usage scenarios.

* WebPageClient: delivers a web-based chat
interface that allows users to directly interact
with the agent in real time, making it partic-
ularly suitable for qualitative studies such as
usability testing or behavioral observation.

¢ ProgrammaticClient: supports automated
evaluation using predefined JSON test files,
making it ideal for quantitative studies with
structured benchmarks—it efficiently runs
batch test cases, logs outputs, and summarizes
scores.

* DefaultClient: offers a lightweight
command-line interface, designed for quick
testing and debugging of agent logic during
development. These clients are plug-and-play
and can be easily configured via a configura-
tion file, enabling researchers to seamlessly
adapt the interface to different stages of
experimentation and evaluation.

These client interfaces are plug-and-play and can
be easily configured via a user-friendly config file,
enabling seamless switching based on development
or evaluation needs.

4 Agent Algorithms

The AGORA framework uses modular, reusable
components called operators to simplify building
and customizing Al systems. Each operator acts as
a self-contained unit designed for a specific task,
with clear input and output connections that make
it easy to integrate into larger workflows.

We implemented various agent algorithms as op-
erators and rigorously evaluated their performance
in standardized, controlled environments. A de-
scription of the implemented agent algorithms is
provided in Table 1. In particular, RAP enables
more reliable and transparent decision-making pro-
cesses by transforming complex reasoning tasks

into systematic planning problems. The RAP im-
plementation follows a tree-search-based architec-
ture with four main components: selection, expan-
sion, simulation, and backpropagation. In contrast
to ToT, RAP enables backpropagation in the search
framework, enhancing the efficiency of decision-
tree traversal.

4.1 Implemented Agent Algorithms

In addition, We enhaced ReAct to ReAct-pro in-
spired by the Reflexion (Shinn et al., 2023) im-
plementation. We modified our approach by sepa-
rating the previously combined Think and Action
steps into two distinct model calls, allowing the
model to focus more intently on each phase. We
also improved PoT by merging short-answer and
multiple-choice questions processes into a single
workflow consisting of two modules: the program
executor and the answer extractor. For GoT, we ex-
tend the original GoT implementation into general
GoT by allowing it to conduct any tasks other than
the predefined tasks like sorting.

Algorithm 1 V*

1: function VSTAR(Image I, Query T)

2: VWM <« Init(, T)

3:  targets « LLMIdentify(I, T)

4. for each tar in targets do

5: patchBox <— getSize(I)

6: while true do

7: if patchBox < minCropSize then break

8: end if

9: imagePatch <— CropImage(I, patchBox)

10: (scores, subImagePatchs, coords, conf) <— VisualSearch(imagePatch, tar)
11: if conf > thresh then

12: Store(VWM, tar, coords) break

13: end if

14: searchQueue <— HEAPPUSH(priorityQueue, (score, sublmagePatch))
15: if priorityQueue not empty then

16: patch <— HEAPPOP(priorityQueue)[1]

17: PatcheBox < getSize(patch)

18: end if

19: end while

20: end for

21:  return LLMAnalyze(VWM)
22: end function

5 [Evaluation and Leaderboard

5.1 Evaluation Framework

Our experimental evaluation focused on two dis-
tinct domains: unimodal mathematical reason-
ing tasks and multimodal high-resolution image
question-answering reasoning tasks. Mathemati-
cal reasoning tasks serve as canonical benchmarks
for logical inference and problem decomposition,
challenging agents to exhibit systematic reasoning
and numerical accuracy. These tasks are inher-
ently language-intensive yet require precise step-
by-step deduction, making them ideal for evaluat-
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Agent Algorithms

Description

Chain of Thought
(CoT) (Wei et al.,
2022)

Through encourage reasoning in the prompt, CoT enhances LLMs’ reasoning by leverages intermediate steps,
improving performance in complex tasks like arithmetic and symbolic reasoning. It can be broadly categorized
into two types: Zero-shot-CoT and Few-shot-CoT (Kojima et al., 2022).

Self-Consistent CoT
(SC-CoT) (Wang et al.,
2022)

SC-CoT extends traditional CoT by generating multiple independent reasoning paths for the same problem and
aggregating results through majority voting. This approach addresses the inherent variability in LLM reasoning
by exploiting the observation that correct answers tend to emerge more consistently across different reasoning
attempts than incorrect ones.

Tree of Thoughts (ToT)
(Yao et al., 2023)

ToT facilitates advanced decision-making by examining coherent textual units, or "thoughts," as intermediate
steps in problem-solving. Unlike traditional token-level approaches, ToT enables LLMs to construct and
evaluate a thought tree using methods like Breadth-First Search (BFS) or Depth-First Search (DFS) to derive an
optimal chain of thought.

Reasoning and Acting
(ReAct) (Yao et al.,
2022)

ReAct allows language models to engage with external environments through an iterative cycle of thought,
action, and observation. The model reasons about the current state, executes relevant actions, and processes
feedback until it gathers sufficient information to deliver a final response.

Program of Thought
(PoT) (Chen et al.,
2022)

PoT is designed to enhance the reasoning capabilities of language models by integrating programming language
statements into their outputs. Unlike CoT, PoT leverages the strengths of language models like Codex to
generate both text and executable code.

Divide-and-Conquer
(DnC) (Zhang et al.,
2024)

DnC enhances problem-solving by decomposing complex issues into manageable sub-problems. In this
approach, LLMs alternate between the roles of conqueror, which directly addresses the problem, and divider,
which breaks it down into smaller components. The conqueror and the divider operate in an iterative loop until
the termination criteria are met.

Graph-of-Thought
(GoT) (Besta et al.,
2024)

GoT extends the ToT framework by introducing aggregation and refining transformations, enabling advanced
graph-based reasoning. This approach decomposes tasks into identical subtasks, processes them independently,
and aggregates sub-responses while leveraging internal loops to refine response quality.

Reasoning via Plan-
ning (RAP) (Hao et al.,
2023)

RAP enhances LLMs by framing complex reasoning tasks as structured planning problems and employing
a Monte Carlo Tree Search (MCTS) framework. The RAP implementation follows a tree-search-based
architecture with four main components: selection, expansion, simulation, and backpropagation. Selection
means intelligently choosing promising paths through the reasoning tree; Expansion breaks down complex
questions into manageable sub-questions; Simulation evaluates potential solution paths through systematic
exploration; and Backpropagation updates the search strategy based on solutions discovered. In contrast to ToT,
RAP enables backpropagation in the search framework, enhancing the efficiency of decision-tree traversal.

V*(Wu and Xie, 2023)

V* introduces a meta-architecture for VLMs, SEAL (Show, sEArch, and TelL.), a LLM-guided visual search
method that enhances high-resolution image processing through iterative search and contextual reasoning. V*
simulates human visual search process and leverages top-down features and contextual guidance to address
the limitations of traditional visual encoders. First, V* assesses whether visual search is necessary. If so, the
VLM identifies the target object. Subsequently, the LLM-guided search model recursively partitions the image
into smaller regions and searches for the target based on the confidence scores derived from contextual cues
until the target is located. The information about the identified target is stored in the Visual Working Memory
(VWM). Finally, the VLM generates the response using the visual information of all targets stored in the VWM.
A implementation of V* is presented in Algorithm 1.

ZoomEye (Shen et al.,
2024)

ZoomEye is a training-free agent algorithm that enhances VLM performance on high-resolution images by
simulating human zooming behavior. Treating the image as a tree structure, it dynamically explores zoomed-in
regions based on visual cues and problem-specific priorities calculated by the VLMs.

Table 1: Agent algorithms implemented in AGORA.

ing the core reasoning capabilities of LLMs. Mean-
while, multimodal tasks involving high-resolution
image understanding address the growing demand
for agents to simulate real-world scenarios where
contextual reasoning across diverse inputs is es-
sential. Comprehensive experiments were con-
ducted across multiple evaluation metrics, agent
algorithms, and LLMs to assess reasoning capabili-
ties in both domains.

To evaluate language agents, this study defines
four key metrics: accuracy, cost, token usage, and
pass rate. Specially, accuracy assesses the propor-
tion of predictions that exactly match the ground-
truth response; cost quantifies the total expendi-
ture incurred measured in US dollar. We used
API services for close-sourced models and mod-
els with more than 70 billion from SiliconFlow'
and OpenAIz; Token usage measures the number
of tokens that a language agent uses to generate

predictions, and pass rate measures the proportion
of valid predictions among all predictions, where a
prediction is considered valid if it is neither empty
nor null.

5.2 Experimental Setup

5.2.1 Mathematical Reasoning Tasks

The mathematical reasoning benchmarks include:

GSMBSK (Cobbe et al., 2021): A dataset for eval-
uating language agents’ ability to solve elementary
math word problems. we conducted the evaluation
using 8-shot learning.

AQuA (Ling et al., 2017): This dataset is specif-
ically designed to reason through diverse algebraic
problems to assess reasoning abilities. We em-
ployed zero-shot learning in the experiments.

'SiliconFlow: https://siliconflow.cn/zh-cn/
20penAl: https://openai.com/
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MATH-500 (Hendrycks et al., 2021): A dataset
comprising 500 mathematical reasoning problems
has been meticulously designed to evaluate the abil-
ity of language agents to tackle complex mathemat-
ical challenges, where 4-shot learning is applied.

We applied both commercial and open-source
models in the experiments.

Commercial Models: In our experiment, GPT-
3.5 Turbo and GPT-40 from OpenAl, and Doubao-
lite-32k from ByteDance were used as LLM for
agent algorithms, and GPT-3.5 Turbo was also used
for the extraction of AQuA answers.

Open-source models: We also evaluated open
source models like Llama and Qwen for perfor-
mance and cost effectiveness. We used the follow-
ing models as the LLMs for Agents: Qwen2.5-72B-
Instruct, Qwen2.5-7B-Instruct (Yang et al., 2024b),
Qwen2-1.5B-Instruct, Qwen2-0.5B-Instruct (Yang
et al., 2024a), Llama-3.3-70B-Instruct, Llama-3.1-
8B-Instruct (Grattafiori et al., 2024), InternLM?2.5-
7B-Chat (Cai et al., 2024), deepseek-r1-1.5B (Guo
et al., 2025).

In the experiments, the default setting uses a
temperature of 0. More algorithm settings other
than default can be found in Appendix A.

5.2.2 Multimodal Reasoning Tasks

Regarding multimodal reasoning task, we imple-
mented MME-RealWorld (Zhang et al., 2025) as
the benchmark. MME-RealWorld aims at solving
high-resolution image problems highly relevant to
real-world applications. Specifically, we selected
images with resolutions between 2K and 4K in the
lite version. We implemented V* and ZoomEye
in the evaluation, implementation details can be
found in Appendix A. Because we only applied
open source VLMs and all models used were de-
ployed locally, cost is not involved for evaluation.

5.3 Mathematical Reasoning Results

5.3.1 Performance Comparison

The average scores and average token consump-
tions of LLM and algorithm pairs are illustrated in
Figure 2, where the average token consumption is
calculated by first summing the input and output
tokens per sample for each dataset, then computing
the overall mean across all benchmarks. The com-
parison details can be found at Open Agent leader-
board (Lab, 2025). Furthermore, we performed a
score versus cost analysis for different LLM agent
algorithms, as depicted in Figure 3. The dashed
line in the plot represents an ideal trend line, which

Average Scores of LLM and Algorithm Pairs

Algorithms

(a) Average scores.
Average Total Tokens (K) of LLM and Algorithm Pairs

45
ToT- 32 154 151 . 17.7 .. 145 (214 135 115 o
ReAct-Pro ... 17.3 151 87 54 58 3

SC-CoT- 146 47 54 50 60 48 49 49 23 16 17

PoT- 25 11 10 10 10 12 10 13 10 08 09 20

Algorithms

CoT- 1.8 08 08 09 09 09 09 08 08 07 07

0.5 S

(b) Average input and output token consumptions.

Figure 2: LLMs and agent algorithms average scores
and average token consumptions on mathematical rea-
soning tasks.

serves as a visual benchmark, illustrating the opti-
mal balance between cost and performance. Points
on the top-left corner indicate agent-LLM pairs
that offer the best possible trade-off between task
accuracy and computational cost. Models smaller
than 7B parameters were self-hosted locally, thus
their cost metrics are not shown. It should be men-
tioned that GoT, RAP and DnC were excluded from
the comparison. GoT is specifically designed to
decompose complex tasks into several identical
sub-tasks, such as sorting and keyword counting.
RAP and DnC was not included due to its high
token consumption.

Open-source models with 70 billion parameters
have demonstrated exceptional performance com-
pared to other models. Also, Qwen2.5-7B-Instruct
surpasses GPT-3.5 Turbo in this task. Surprisingly,
deepseek-r1-1.5B, with only 1.5 billion parameters,
exhibits remarkable performance by outperforming
the InternLLM2.5-7B-Chat model. When consider-
ing different agent algorithms, the simplest CoT
approach also outperforms other agent algorithms
while utilizing the least number of tokens.
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5.3.2 Key Findings

Simple agent algorithms show robust perfor-
mance. CoT and SC-CoT algorithm has demon-
strated remarkable performance despite their sim-
plicity. Utilizing the Doubao-lite-32k model, CoT
achieved an accuracy of 89.31% on the GSM8K
dataset, with a token cost of only $0.0558. How-
ever, SC-CoT encounters challenges with smaller
models, which struggle to strictly adhere to instruc-
tions, resulting in difficulties parsing the output.
Notably, more advanced algorithms, such as PoT
and TOT, which incorporate external tools, per-
form worse on mathematical problems compared
to the simpler algorithms. We observed that PoT’s
reliance on the code generation and parsing capa-
bilities of LLMs does not lead to significant im-
provements compared to other agent algorithms.
In fact, it can have negative effects, particularly
with smaller LLM models due to the code gener-
ation quality. Moreover, the thinking generation
and state evaluation for ToT does not significantly
reduce the difficulty of reasoning, but rather sig-
nificantly increases its token usage, which leads to
exhibiting poorer performance.

This phenomenon prompts a reflection on the
value of algorithmic complexity. The advantage
of simpler methods is primarily reflected in the
reduction of error accumulation. Complex agent
algorithms often involve multiple steps, each po-
tentially introducing errors, whereas a single rea-
soning chain significantly reduces the risk of er-
ror propagation. CoT’s simple prompts are easier
to adjust and optimize, making the reasoning pro-
cess more transparent, easier to understand, and
improved. In terms of cost-effectiveness, CoT’s ad-
vantages are even more apparent. Lower token con-
sumption translates to reduced operational costs,
and faster reasoning speeds enhance system respon-
siveness. Additionally, the straightforward imple-
mentation reduces development and maintenance
costs. These findings offer important practical in-
sights. When designing intelligent systems, we
should prioritize simple and direct solutions, in-
troducing complexity only when necessary. It is
advisable to start with a basic CoT implementa-
tion and gradually optimize based on the specific
task characteristics, while carefully evaluating the
actual benefits of each added complexity.

Agent algorithms can be sensitive to prompts.

We also noticed the importance of prompt design.
As shown in Table 2, the base ReAct achieved

a baseline performance of 34.25% on the AQuA
dataset. Inspired by the Reflexion implementation,
we prompt ReAct to ReAct-Pro by separating the
previously combined Think and Action steps into
two distinct model calls, allowing the model to
focus more intently on each phase. This modifica-
tion alone boosted accuracy to 40.16%. The real
breakthrough came from a remarkably simple ad-
dition by including the sentence: "You can take as
many steps as needed" in the prompt, we observed
an extraordinary increase in accuracy to 64.57%,
an almost 90% improvement over the baseline.
This simple prompt fundamentally transformed the
model’s behavior patterns.

Agent Algorithm | Dataset LLM Score
ReAct GSM8K | GPT-3.5 Turbo | 38.13
ReAct-Pro GSM8K | GPT-3.5 Turbo | 74.91
ReAct AQuA GPT-3.5 Turbo | 34.25
ReAct-Pro AQuA GPT-3.5 Turbo | 64.57

Table 2: Comparison of ReAct and ReAct-Pro on differ-
ent datasets.

Open-source models are competitive with
commercial ones. Open-source models at the
70B level, such as Llama-3.3-70B-Instruct and
Qwen2.5-72B-Instruct, have shown outputs that ex-
ceed those of the closed-source GPT-40. However,
the enhancement brought by agent frameworks to
top-tier large models (such as GPT and models
above 70B) is relatively limited. In some cases,
complex agents like ReAct may even lead to a de-
cline in performance.

Small models perform better with simple
agent algorithms. For smaller models, such as
Qwen2.5-7B-Instruct, CoT demonstrates a marked
improvement, while PoT shows limited enhance-
ment. This limitation is primarily attributed to the
bottleneck in code generation capabilities.

5.4 Multimodal Reasoning Results

5.4.1 Performance Comparison

We compared 10, V*, and ZoomEye using vari-
ous models. The detailed comparison results are
shown in Table 3 in Appendix C. It is important
to note that due to the specific nature of the V*
models, we were unable to obtain their token usage
data. Overall, the final scores of the same mod-
els improved after using the ZoomEye framework,
particularly the Qwen2.5-VL-7B-Instruct model,
which even outperformed the Qwen2.5-VL-72B-
Instruct 10. After applying the agent algorithms,
both the input and output token usage increased sig-
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nificantly. Notably, the Qwen2.5-VL models (7B
and 72B) demonstrated identical token consump-
tion patterns in IO, which can be attributed to their
strong instruction adherence capabilities and the
multiple-choice format of the benchmark questions.
Moreover, the V* framework received one of the
lowest scores, primarily due to its low pass rate.

5.4.2 Key Findings

In our experiments, we found that the performance
of the models was generally improved after us-
ing a multimodal agent workflow like ZoomEye,
especially the 7B model outperformed the 72B
model. This phenomenon suggests that adopting
multimodal agent can effectively provide more vi-
sual details in final answer, thus helping the model
to generate more accurate answers. Therefore, if
computational resources are sufficient, it is recom-
mended to prioritize models with larger parameters
to fully leverage their potential. However, if com-
putational resources are limited, smaller models
combined with efficient agent workflows can still
achieve comparable results.

6 Discussion

In the design of agent systems, it is crucial to pri-
oritize straightforward and direct solutions, incor-
porating complexity only when necessary. It is
recommended to begin with a fundamental CoT
that achieves a balance between performance and
cost. Complexity can be progressively increased
based on task requirements (e.g., using ToT for hi-
erarchical planning when CoT proves insufficient) ,
ensuring a systematic trade-off between efficiency
and task complexity. For the selection of LLMs, we
recommend utilizing models with at least 7 billion
parameters or employing reasoning models such
as deepseek-rl. This recommendation is primarily
due to the tendency of smaller models to exhibit
issues with instruction adherence. Furthermore, we
noticed multimodal agent algorithms like Zoom-
Eye can enhance agent performance by providing
valuable visual details. Although larger models
should be prioritized when resources allow, smaller
models can still yield competitive outcomes.

7 Conclusions

In this paper, we present AGORA , a comprehen-
sive framework for building and evaluating lan-
guage agent algorithms that addresses critical chal-
lenges of engineering overhead, fragmented imple-
mentations, and insufficient evaluation standards.

Our graph-based workflow orchestration engine
(built on DAGs) enables dynamic task decomposi-
tion and asynchronous distributed execution. Mean-
while, its modular design standardizes agent algo-
rithms (e.g., CoT, V*) for plug-and-play integra-
tion. The multi-client evaluation interfaces also fa-
cilitate both qualitative user studies and quantitative
benchmarking, enabling rigorous cross-algorithm
comparisons across LLMs and tasks. We systemati-
cally integrated 10 state-of-the-art agent algorithms
spanning from CoT to V*, under a unified modular
architecture, which reduces engineering overhead.

Our evaluation across mathematical and multi-
modal tasks revealed several important insights.
First, simpler reasoning approaches like CoT often
demonstrate robust performance and consume less
cost than more complex alternatives. Second, the
effectiveness of different agent algorithms varies
substantially across different model sizes. Third,
for multimodal tasks, specialized agent algorithms
like ZoomEye can substantially enhance model per-
formance on high-resolution images, highlighting
the value of reasoning strategies using VLMs.

As the field continues to evolve, we believe this
framework will serve as a valuable foundation for
exploring increasingly sophisticated agent architec-
tures and reasoning approaches. Future work of
AGORA should focus on: (1) expanding the eval-
uation framework to encompass broader complex
real-world tasks (e.g., tool utilization and web in-
teraction scenarios); (2) developing adaptive agents
that dynamically select optimal reasoning strategies
based on task characteristics; and (3) prioritizing
seamless integration of emerging LLMs via exten-
sions to AGORA’s modular architecture.
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A Agent Algorithm Parameter Settings

In the experiments of this paper, the default setting
for LLMs uses a temperature of 0. For ReAct-Pro,
the parameter is set with a maximum number of
steps equal to 10. For SC-CoT, the temperature is 1
and the number of paths is 5; For TOT, we use bfs
as the search method, with b as 1, max depth and a
max steps are both setted as 6, and the number of
evaluations is 3.

The mulitmodal model configration is described
as follows:

V#: The SEAL structure uses specific models
trained on llava-7b, including seal_vqa_7b and
seal_vsm_7b. seal_vqa is responsible for identi-
fying and providing the target objects needed for
the search from question, as well as utilizing the
data in the VWM(visual working memory) to an-
swer the relevant questions. seal_vsm combines
the common sense knowledge with the context of
the image to locate the target object and records
its information into VWM. Due to the specificity
of the model, parameters such as temperature and
max_tokens were not configured. As for the visual
search parameters such as the confidence threshold,
we use the same parameters as the original settings:
confidence maximum 0.5, minimum 0.3, target cue
threshold 6.0, target cue threshold decay 0.7, target
cue threshold minimum 3.0. In addition we set 10
as the maximum search steps for each target. The
reason for this is that the minimum image size of
Vstar is 224x224, which can take an hour or even
longer when searching for high-resolution images
(e.g., 4K images) if we do not limit the number of
search steps.

ZoomEye: As a more generalized agent visual
search framework, we apply and evaluate a vari-
ety of mainstream open-source multimodal mod-
els, including Llava-v1.5-7B (Liu et al., 2023a),
InternVL2.5-8B (Chen et al., 2025), Qwen2.5-VL-
7B-Instruct (Bai et al., 2025), and Qwen2.5-VL-
72B-Instruct, which support a wide range of com-
plex multimodal visual questioning tasks. For these
VLMs, we set temperature to 0.0 and max_tokens
to 2048. We also set the same parameters as the
ZoomEye original settings:

* Answering Confidence Threshold:
— Maximum: 0.4

— Minimum: 0

¢ Smallest Patch Size: 384
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* Depth Limit: 5
e Number of Intervals: 2

e Threshold Decrease: [0.1, 0.1, 0.2]

Score Versus Cost Analysis on
Mathematical Reasoning

Performance Comparison on
Multimodal Reasoning
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Figure 3: Score versus cost analysis for different LLM agent algorithms. The ideal models appear in the top-left
corner with high performance and low cost. Models smaller than 7B parameters were self-hosted locally, thus their
cost metrics are not shown.

Agent | VLMs Score Pass Rate Total Input Total Output All Tokens
Tokens Tokens

ZoomEye | Qwen2.5-VL-72B-Instruct 51.56 99.81 76,808,965 1,276,460 78,085,425

ZoomEye | Qwen2.5-VL-7B-Instruct 48.06 96.50 94,418,593 1,472,836 95,891,429
10 Qwen?2.5-VL-72B-Instruct 44.47 100.00 6,174,490 2,114 6,176,604

ZoomEye | InternVL2.5-8B 43.42 99.34 153,857,588 2,017,170 155,874,758
10 InternVL2.5-8B 42.95 100.00 2,779,778 2,335 2,782,113
10 Qwen?2.5-VL-7B-Instruct 42.86 100.00 6,174,490 2,114 6,176,604

ZoomEye | Llava-v1.5-7B 31.60 98.86 113,073,261 1,368,724 114,441,985
10 Llava-v1.5-7B 24.79 100.00 734,868 17,036 751,904
A seal_vqa & seal_vsm 15.14 72.37 - - -

Table 3: Performance comparison of different agents and VLMs on MME-RealWorld.
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Abstract

The existing text-to-SQL systems have made
significant progress in SQL query generation,
but they still face numerous challenges. Ex-
isting systems often lack retrieval capabilities
for open-domain databases, requiring users to
manually filter relevant databases. Addition-
ally, their cross-domain transferability is lim-
ited, making it challenging to accommodate
diverse query requirements. To address these
issues, we propose ABACUS-SQL. ABACUS-
SQL utilizes database retrieval technology to
accurately locate the required databases in an
open-domain database environment. It also en-
hances the system cross-domain transfer ability
through data augmentation methods. More-
over, ABACUS-SQL employs Pre-SQL and
Self-debug methods, thereby enhancing the ac-
curacy of SQL queries. Experimental results
demonstrate that ABACUS-SQL performs ex-
cellently in multi-turn text-to-SQL tasks, ef-
fectively validating the approach’s effective-
ness. ABACUS-SQL is publicly accessible at
https://huozi.8wss.com/abacus-sql/. !

1 Introduction

Text-to-SQL (Yu et al., 2019b) is a natural lan-
guage processing (NLP) technique designed to au-
tomatically convert natural language queries into
SQL statements, thereby lowering the barrier to
data querying. This technique has been widely
applied in areas such as business analytics and cus-
tomer support (Liu et al., 2024; Hong et al., 2024;
Katsogiannis-Meimarakis and Koutrika, 2023).
However, existing text-to-SQL technologies remain
challenging to use due to complex database struc-
tures, ambiguous natural language understanding,
and diverse user query habits (Xue et al., 2024). To
improve usability, it is essential to develop a power-
ful, intuitive and user-friendly text-to-SQL system

*Corresponding author.
"https://github.com/starryneigh/Abacus-SQL

capable of accurately interpreting users’ diverse
natural language queries and generating efficient
and precise SQL statements.

Previous text-to-SQL systems (Zeng et al., 2020,
2023) have demonstrated the potential of natural
language interaction with databases, with notable
innovations from systems such as DB-GPT (Xue
et al., 2024) and PHOTON (Zeng et al., 2020). DB-
GPT possesses powerful SQL generation capabili-
ties, while its novel Retrieval-Augmented Genera-
tion (RAG) knowledge system and adaptive learn-
ing mechanism further enhance query efficiency.
PHOTON enhances the system ability to handle
ambiguous and complex user inputs by integrating
deep learning with a human-in-the-loop correction
mechanism, thereby improving its cross-domain
adaptability and robustness.

Although existing text-to-SQL systems have
made significant progress in SQL query generation,
they still face several limitations (Table 1). Current
systems lack efficient database retrieval capabil-
ity and struggle to automatically locate the required
database in open-domain database environments,
forcing users to manually filter databases, which
reduces the system’s generality and efficiency. Ad-
ditionally, existing systems exhibit limited cross-
domain transferability, as most require pretrain-
ing for specific domains. This constraint restricts
their applicability across different domains, mak-
ing it increasingly difficult to meet the query needs
of specialized databases.

To address the above limitations of existing text-
to-SQL systems, we develop ABACUS-SQL, fo-
cusing on enhancing multi-database retrieval per-
formance and cross-domain transferability while
introducing several innovative methods to optimize
SQL generation. First, ABACUS-SQL supports
retrieval in open-domain databases by leveraging
beam search and query rewriting to accurately
locate the required database. Second, ABACUS-
SQL exhibits robust cross-domain transferability
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System Multi-Turn? Database Retrieval? Cross-Domain?
DBGPT (Xue et al., 2024) X X X
PHOTON (Zeng et al., 2020) X X X
SQLChat! X X X
Vanna? X X
WrenAD® X X
ABACUS-SQL

Table 1: Comparison of ABACUS-SQL with previous systems.

by utilizing data augmentation methods to syn-
thesize demonstrations based on domain-specific
databases, enabling the system to quickly adapt to
diverse domain requirements. Moreover, ABACUS-
SQL integrates pre-SQL and self-debug methods,
ensuring the generation of high-quality SQL even
in complex query scenarios, thereby further enhanc-
ing the system’s practicality and reliability.

Overall, we develop ABACUS-SQL, a robust
text-to-SQL system designed for cross-domain and
open-domain database environments. Our main
contributions are as follows:

* Database retrieval capability: To address
the retrieval challenges in multi-database en-
vironments, ABACUS-SQL employs open-
domain database retrieval method, enabling
efficient retrieval of relevant databases.

* Cross-Domain Transferability: To en-
hance cross-domain transferability, ABACUS-
SQL utilizes data augmentation methods to
synthesize examples from domain-specific
databases, significantly improving cross-
domain adaptability.

* System Optimization: To improve the qual-
ity of SQL query generation, ABACUS-SQL
incorporates multiple innovative methods, sig-
nificantly enhancing the accuracy of results.

2 Related Work
2.1 Multi-turn Text-to-SQL

Early multi-turn text-to-SQL research primarily
relied on deep neural network models, improv-
ing SQL generation accuracy through specialized
architectures. For example, Wang et al. (2020)

lhttps ://github.com/sqlchat/sqlchat
2https ://github.com/vanna-ai/vanna
Shttps://github.com/Canner/WrenAl

proposed leveraging previous SQL queries to en-
hance parsing accuracy and contextual understand-
ing, while RASAT (Qi et al., 2022) introduced a
relation-aware self-attention mechanism within the
Transformer structure to improve dialogue context
integration. However, such models face significant
challenges including high data annotation costs and
complex context management (Gao et al., 2023).

With the advancement of large language mod-
els (LLMs), LLM-based methods have gradually
become the mainstream, achieving high perfor-
mance without additional fine-tuning, thereby re-
ducing dependence on large datasets and compu-
tational resources (Hong et al., 2024). ACT-SQL
(Zhang et al., 2023) utilizes Chain-of-Thought rea-
soning to decompose multi-turn conversations into
single-turn queries, handling dependencies through
query rewriting and context completion. CoE-SQL
(Zhang et al., 2024a) further optimizes this process
by adopting an edit-based strategy that incremen-
tally updates SQL queries, avoiding error accumu-
lation caused by query rewriting, thereby improv-
ing stability and accuracy. Overall, the integration
of LLMs has made multi-turn text-to-SQL more
efficient and versatile, reducing resource demands
while enhancing the coherence and precision of
SQL generation (Zhang et al., 2024a).

2.2 Text-to-SQL System

In recent years, text-to-SQL technology has made
significant advancements, leading to the emergence
of various open-source tools that simplify user-
database interactions and enable non-expert users
to easily access the data they need. DB-GPT
(Xue et al., 2024) is a framework that integrates
LLMs with database interaction technologies. It
supports natural language queries, efficient SQL
generation, multilingual support, and incorporates
privacy protection and multi-agent collaboration
strategies, offering new perspectives for text-to-

119


https://github.com/sqlchat/sqlchat
https://github.com/vanna-ai/vanna
https://github.com/Canner/WrenAI

Turn1 Question: Please
Give me David's details.

Databases

Ji Database: HealthDB ! HealthDB, StaffDB ...

[

i

i

1 Rationale: 1. Retrieve all i
| @9 details of David. 2. ... ]
M\ SQL: SELECT * FROM ] !
i

i

i

i

i

Retrieval

Patients WHERE name Domain Datasets

: LIKE 'David'; ) health json

i 1 Augment
] Turn2 Question: Query 3

3 © the names, dates of birth, ! a _
‘X doctors of all patients | QUIESEEL ';—:\|/

uery the names ...
older than 60 years. ) Qe Select

Database: HealthDB
i Rationale: 1. Use 1
Patients (p) for patient
details and ...

SQL: SELECT p.name,
p.dob, m.doctor ]
FROM Patients p
JOIN Records m ON
p.patient_id = ]
m_patient_id 1
] WHERE p.age > 60;

i
i
i
i SQL Query Results
i
i

Patient | DOB Doctor

John S | 1959-03-15 [Dr. Wang

David L | 1954-07-22 | Dr. Chen

Mike B [ 1955-08-10 |Dr. Lee

Sarah T | 1952-11-25 | Dr. Smith

1. Pre-Process

3. Presentation

% saQL
Execution SELECT p.name, ...

2. Multi-Turn Text-to-SQL

\
]

SELECT p.name, p.date, m.doctor
FROM Patients p JOIN Records m
ON p.patient_id = m.patient_id
WHERE p.age > 60;

: 1

‘ :

: HealthDB |

Database ' | :

HealthDB 1 1 '

! : ] 1

: : | 1

) | —— )

1 Pre-SQL ]

Demo Pool E : :

health_arg json ] ' E

| | :

| | ;

— | :

) ] 1 d

Demonstration E i |

Here is examples ... | | ' Generate :

N | :
) i

"""""""""""" Initial SQL E

1

|

Database
HealthcareDB
Rationale

Use Patients (p) for
patient details ...

Self-Debug

Debugged SQL

SELECT p.name, p.dob, m.doctor
FROM Patients p JOIN Records m '
ON p.patient_id = m.patient_id |
WHERE p.age > 60; )

e mm -

Figure 1: The illustration of ABACUS-SQL, which consists of three steps: 1. Preprocessing: Retrieves open-domain
databases and enhances cross-domain transferability with data augmentation. 2. Multi-turn Text-to-SQL: Improves
the accuracy of multi-turn SQL queries using Pre-SQL and Self-debug methods. 3. Presentation: Shows the
inference process, SQL queries, and real-time execution results to users.

SQL system development. PHOTON (Zeng et al.,
2020) is a cross-domain natural language interface
database system that effectively enhances the han-
dling of complex and ambiguous queries through
deep learning and a human-in-the-loop correction
mechanism. SQLChat! adopts a conversational in-
teraction model, enabling users to execute database
operations through natural language. WrenAI®
functions as an SQL Al agent, supporting multi-
database environments and integrating semantic
understanding to improve query efficiency. These
tools have significantly driven the development of
text-to-SQL, catering to diverse user needs and ex-
panding the accessibility of database querying.

However, existing systems often lack retrieval
functionality for open-domain databases, increas-
ing user operation complexity and time cost. They
also struggle with cross-domain transferability,
making it hard to adapt to different data structures
and query needs. Therefore, enhancing the sys-
tem’s domain transferability and adaptability in
multi-database environments is a key challenge for
text-to-SQL systems.

3 System Workflow

In this section, we introduce the workflow of our
system, which is designed to address the limitations
of previous systems, including insufficient retrieval
capabilities, limited transferability, and suboptimal

SQL generation. The workflow, as illustrated in
the Figure 1, consists of three core phases: prepro-
cessing, multi-turn text-to-SQL, and presentation.
To overcome the shortcomings of existing systems,
we implemented several optimizations. First, we
employ the Murre method (Section 3.1.1) for auto-
matic retrieval to extract databases relevant to the
given query. Second, we utilize the fused method
(Section 3.1.2) for data augmentation, enhancing
the system’s cross-domain transferability. Finally,
in the SQL generation phase, we introduce Pre-
SQL (Section 3.2.2) and Self-debug (Section 3.2.3)
to improve the accuracy of SQL generation.

3.1 Preprocess

During the initial data preprocessing stage, we pre-
pare for subsequent SQL generation through three
key steps: open-Domain database retrieval, aug-
mentation and selection of demonstration, and ex-
traction of database schema information.

3.1.1 Open-Domain Database Retrieval

We first automatically identify and select the most
relevant database based on the user’s query and
the uploaded databases. This process consists of
two steps: database matching, which aligns the
user query with database schemas and metadata
to determine databases likely containing the tar-
get information; and database prioritization, which
evaluates and ranks multiple relevant databases to
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Figure 2: The interface of ABACUS-SQL: The sidebar provides various functions, such as uploading and viewing
user databases, as well as switching between sessions. The main area facilitates interaction with ABACUS-SQL,
allowing users to generate SQL queries and execute query results.

select the most suitable one. Specifically, we em-
ploy the Murre method from (Zhang et al., 2024b),
iteratively performing database beam scarch and
query-related field elimination. Detailed implemen-
tation can be found in Appendix A.

3.1.2 Demonstration Selection

We select demonstrations (Dong et al., 2024) from
domain-specific datasets to help the model better
align with domain characteristics for effective do-
main adaptation while also providing reference
examples. We first employ data augmentation to
expand either the default domain dataset or user-
provided domain dataset, enhancing data diver-
sity and adaptability to improve the model’s cross-
domain transferability. Here, we adopt the Fused
method from (Wang et al., 2024b), leveraging a
large language model (LLM) to iteratively update
the demonstration pool (detailed implementation
is provided in Appendix B). Subsequently, we
perform demonstration selection using the BM25
(Robertson and Zaragoza, 2009) algorithm, which
incorporates user query requirements, database
schema, and dialogue context to retrieve demon-
stration from the predefined demonstration pool,
providing valuable references for SQL generation.

3.1.3 Schema Extraction

Here, we systematically extract table schema from
the previously selected database and precisely
align the database structure with the user query.
First, we retrieve table names, column names, data
types, and their underlying relationships from the
database and organize them into a format that is
easily interpretable by the LLMs. Then, by align-
ing the fields in the user query with the database
content, we ensure that the model accurately iden-
tifies the query intent, enabling the generated SQL
to correctly map to the relevant tables and fields.

3.2 Multi-Turn Text-to-SQL
3.2.1 Prompt

This section aims to utilize the output from prepro-
cessing to construct high-quality prompts (detailed
in Appendix C), guiding the model in accurately
generating SQL queries within multi-turn dialogue
scenarios. Specifically, it includes: system prompts,
which define the model’s role, task, and output
specifications; few-shot demonstrations, providing
highly relevant references to help the model bet-
ter understand query requirements; schema, which
outline the database structure and relationships;
and multi-turn dialogue, which leverage historical
context to capture semantic associations and intent
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7B 32B

Dataset  Method QEX IEX QEX IEX
Qwen2.5-Coder 40.4 11.1 46.5 18.0

Chase-C = ABacus-SQL | 455 150 535 23.1
SParC Qwen2.5-Coder 67.3 45.7 69.0 46.9
+ ABACUS-SQL | 684 469 69.6 474
Qwen2.5-Coder 69.4 40.3 72.0 41.3

CoSQL + ABACUS-SQL | 70.6 423 731 427

Table 2: The main experimental results with and without ABACUS-SQL. The best result under each setting is

marked in bold.

shifts, thereby improving query accuracy.

3.2.2 Pre-SQL

Considering that excessive table information in
multi-turn dialogues may interfere with the model’s
understanding of user intent, we first focus on fil-
tering out table information that is irrelevant to the
user’s query. At this stage, we use a prompt as input
to guide the large language model in pre-generating
an SQL query (Li et al., 2024). Subsequently, we
refine the generated SQL query by eliminating un-
necessary table information, ensuring that only rel-
evant tables and fields are extracted. This process
not only guarantees a high degree of alignment
between the SQL query and user intent but also
effectively reduces redundancy, thereby enhancing
query accuracy and execution efficiency.

3.2.3 Self-Debug

Self-debug (Wang et al., 2024a) refers to the pro-
cess of detecting errors in the generated SQL query
and then reintroducing the error information, along
with table schema details and the user query, back
into the model to facilitate error correction. This
approach is inspired by the methodology presented
in (Chen et al., 2023). During this process, the
model leverages syntax error prompts, database
schema information, and the original user query
to generate a revised SQL query. By iteratively
debugging itself, the model not only identifies and
rectifies syntax errors but also improves its under-
standing of the query, thereby optimizing the SQL
generation process.

3.3 Presentation

To enhance user experience, ABACUS-SQL pro-
vides a transparent interaction mechanism, allow-
ing users to clearly understand the SQL generation
process and obtain real-time query results.

Inference Process Visualization The system
provides a step-by-step explanation of the SQL
generation and refinement process to help users
better understand the query.

Real-time execution results SQL query results
are displayed in tabular format, allowing users to
quickly verify the accuracy of the generated SQL
and enhancing the interactive experience.

4 System Design

This section presents the web design of Abacus-
SQL to help users better understand the system’s
features and how to interact with it.

4.1 Frontend

The front-end of ABACUS-SQL (Figure 2) is built
using Streamlit (Streamlit, 2024), designed to pro-
vide a simple and intuitive user interface that en-
hances the overall user experience. As a compre-
hensive text-to-SQL system, ABACUS-SQL incor-
porates a range of core functionalities, including:

User Authentication Integrates a lightweight lo-
gin system supporting account registration and
encrypted password storage, along with Huozi
(Huozi-Team, 2024) account login compatibility,
ensuring privacy protection and seamless access.

Conversation Management Supports multi-
session management, allowing users to store query
history and dialogue context, thereby enhancing
interaction continuity and traceability.

Database Content Visualization Provides an
intuitive interface that clearly displays database
tables, fields, and data, allowing users to easily
browse and verify SQL queries.
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Streaming output Supports real-time streaming
of the SQL generation process, reducing wait time
and allowing users to access partial results earlier,
thereby enhancing the interactive experience.

4.2 Backend

The backend of ABACUS-SQL is built on FastAPI,
providing efficient and flexible service capabilities
while optimizing streaming output support. The
backend utilizes Qwen2.5-Coder-7B (Hui et al.,
2024) for SQL generation. Although it has not
undergone fine-tuning, its strong generative capa-
bilities are sufficient for general text-to-SQL tasks.
Additionally, ABACUS-SQL supports remote LLM
API services (such as GPT-40 (OpenAl et al., 2024)
and DeepSeek-R1 (DeepSeek-Al et al., 2025)), al-
lowing users to securely integrate these models via
API keys to generate more precise SQL queries.

S Experiment

5.1 Experiment Setup

Dataset The ABACUS-SQL multi-turn text-to-
SQL evaluation benchmark is based on three
datasets: Chase-C (Guo et al., 2021), SParC (Yu
etal., 2019¢), and CoSQL (Yu et al., 2019a). Chase
is currently the largest cross-domain, context-
dependent Chinese Text-to-SQL dataset. It consists
of 5,459 conversational turns (17,940 questions)
spanning over 280 databases. Unlike other datasets,
Chase-C features manually crafted questions based
on database schemas from scratch, making it more
realistic for practical applications. SParC is a cross-
domain, multi-turn Text-to-SQL English dataset.
It comprises approximately 12,000+ annotated
natural language question-to-SQL pairs. These
questions are derived from 200 complex databases
covering 138 distinct domains. CoSQL is an-
other cross-domain, multi-turn Text-to-SQL En-
glish dataset. It contains over 3,000 conversational
turns with 10,000+ annotated SQL queries. Each
dialogue in CoSQL is specifically designed to sim-
ulate real-world database interaction scenarios.

Metric To evaluate the performance of ABACUS-
SQL, we use two metrics: Question Execution
Accuracy (QEX) and Interaction Execution Accu-
racy (IEX) (Zhang et al., 2024a). QEX measures
the execution accuracy of single-turn SQL queries,
similar to EX, but focuses on the query result for
individual questions. IEX assesses the execution
correctness of all SQL queries across multiple inter-
action turns, ensuring that the system consistently

generates accurate SQL throughout the entire con-
versation. Together, these metrics provide a com-
prehensive evaluation of the system’s text-to-SQL
capability in multi-turn dialogue scenarios.

Model We used Qwen2.5-Coder 7B and 32B
to evaluate the performance of ABACUS-SQL on
multi-turn text-to-SQL tasks. Qwen2.5-Coder (Hui
et al., 2024) is a code generation model based on
Qwen?2.5, equipped with powerful code understand-
ing and generation capabilities. It is suitable for
tasks across various programming languages, in-
cluding SQL query generation. We set the infer-
ence to 3-shot with a temperature of 0.

5.2 Main Result

As shown in Table 2, ABACUS-SQL demonstrates
improvements across all datasets compared to the
baseline, with significant enhancement observed in
the Chase-C dataset, highlighting its strong com-
petitive edge in this domain. We also conducted ab-
lation experiments on the pre-SQL and self-debug
methods, finding that both approaches can improve
system performance, with particularly more signif-
icant effects on Chinese datasets, thereby validat-
ing the effectiveness of the methods. (Appendix
D). This result underscores ABACUS-SQL’s excep-
tional ability in multi-turn dialogue understanding
and SQL generation, indicating its immense poten-
tial in applications that combine database querying
and natural language processing.

6 Conclusion

We propose ABACUS-SQL, a novel multi-turn
dialogue-oriented text-to-SQL system designed to
enhance database retrieval, cross-domain trans-
ferability, and SQL generation accuracy and effi-
ciency. ABACUS-SQL tackles existing challenges
in current systems, such as the inability to ef-
ficiently retrieve relevant databases from open-
domain database environment and the difficulty
in transferring across diverse domains. By inte-
grating the Murre method for efficient database
retrieval, the Fused method to improve data gener-
alization, and a combination of Pre-SQL and Self-
debug to optimize query parsing, ABACUS-SQL
demonstrates exceptional adaptability and stability
in handling complex query tasks. These results
validate its effectiveness in real-world applications.
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A Murre

In terms of implementation, we adopted the multi-
round retrieval method proposed by (Zhang et al.,
2024b), with the following steps:

Retrieval First, we extract table information
from all databases in a multi-database environment
and analyze the relevance of each table to the user’s
query. These tables are then ranked, and the top-k
tables with the highest scores are retrieved.

Removal Next, a large language model (LLM)
is used to rephrase the user’s query, removing in-
formation related to the tables retrieved in the pre-
vious step. This step aims to eliminate tables that,
although similar to the previously retrieved ones,
are not relevant to the user’s query.

Continue The retrieval process is then repeated
from step 1, continuing until all relevant tables
from the related databases have been retrieved, en-
suring comprehensive coverage of all information
pertinent to the user’s query.

By employing this multi-round retrieval and in-
formation removal strategy, ABACUS-SQL can ef-
ficiently locate and extract the most relevant table
information from the databases, thereby generating
more accurate SQL queries.

B Fused

Regarding the specific implementation of data aug-
mentation, we adopted the FUSED method (Wang
et al., 2024b) to augment the dataset. Our specific
implementation process is as follows:
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Chase-C SParC CoSQL

Qwen2.5-Coder QEX IEX QEX IEX QEX IEX
7B 32B 7B 32B 7B 32B 7B 32B 7B 32B 7B 32B
ABACUS-SQL | 455 535 150 23.1 | 684 69.6 469 474 | 70.6 731 423 427
- Pre-SQL 45.5 51.9 14.3 21.7 67.1 69.3 45.5 46.9 70.4 72.7 41.3 42.0
A -00 -16 -07 -14| -13 -03 -14 -05| -02 -04 -1.0 -0.7
- Self-Debug 419 487 123 198 | 67.7 69.1 458 47.1 | 69.8 72.2 40.3 420
A -36 —-48 -27 -33|-07 -05 -11 -03 | -08 -09 -20 -0.7

Table 3: Ablation studies removing Pre-SQL or Self-Debug, The A row represents the differences with respect to

ABACUS-SQL.

<|im_start|>system

You are an expert in the field of databases and SQL, specializing in analyzing and writing SQL queries.
You can provide detailed, efficient, and accurate suggestions to improve database architecture and write optimized SQL

statements for various database management systems.
Your tasks are:

1. Analyze the user's requirements carefully based on their questions and generate a reasoning process to assist in

creating SQL.

2. Based on the reasoning process, generate an SQL query to answer the user's question.
3. Focus on the information provided in multi-turn conversations and use it to better generate SQL queries.
4. Extract general methods for generating SQL queries from the given examples and apply them to the user's questions,

but do not directly copy the information from the examples.
The output format is as follows:

Rationale: {rationale step by step}

SQL:

~gq

{sQL}

<lim_end|>

<|im_start|>user

Answer the question using the following examples:
[Demonstrations]

Generate an SQL to answer the question with the given schema:

[Schema]<|im_end|>
[Chat History]
<|im_start|>user
[Question]<|im_end|>
<|im_start|>assistant

Figure 3: The prompt used in Multi-Turn text-to-SQL

User data upload The dataset uploaded by the
user must include database schema and example
SQL queries along with their corresponding natural
language question descriptions. The system will
validate the format of the uploaded data to ensure
it meets the basic requirements for augmentation.
If no user data is uploaded, the system will use a
default dataset for demonstration augmentation.

Sample sampling and clustering The system
clusters the demonstrations based on structural fea-
tures of the SQL queries (such as keywords, opera-
tors, etc.), forming different semantic categories. It
then randomly samples demonstrations from each
category, ensuring that the demonstrations input
into the augmentation process exhibit significant
diversity, thus avoiding overly similar demonstra-
tions.

Sample fusion Using a large language model
(LLM), the sampled demonstrations are used as in-
puts to generate new demonstrations through few-
shot learning. The newly generated demonstra-
tions combine features from multiple demonstra-
tions while maintaining differences from existing
ones, thereby enhancing the diversity of the overall
demonstration pool.

Verification and filtering The system performs
semantic consistency verification on the generated
SQL queries and question descriptions, ensuring
that the generated demonstrations are consistent
with the database schema and the intended query.
Low-quality or redundant demonstrations are re-
moved through automated testing.

Demonstration pool update The augmented
dataset is automatically added to the demonstra-
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tion pool and merged with the existing dataset. The
merged Demonstration pool is used for subsequent
model inference and training, further improving
the accuracy and adaptability of the generated SQL
queries.

C Prompt

The prompt for ABACUS-SQL, shown in Figure
3, mainly consists of the following components:
system prompts, few-shot examples, schema, and
multi-turn dialogue.

D Ablation Studies

As shown in Table 3, we conduct ablation experi-
ments on Pre-SQL and Self-debug methods, draw-
ing the following conclusions:

Both methods improve system performance.
Pre-SQL reduces the interference of irrelevant ta-
bles, decreasing complexity and improving query
efficiency. Self-debug addresses post-generation er-
rors, reducing mistakes caused by input ambiguity
or understanding bias, further optimizing accuracy.

The results are particularly significant on Chi-
nese datasets. Experiments show that when test-
ing the Chase-C dataset on the Qwen2.5-Coder 32b
model, Pre-SQL improves by 1.4 points on the IEX
metric, while the Self-Debug method enhances the
IEX metric by 5.1 points. Due to the ambiguity and
complexity of the Chinese language, the system’s
semantic understanding requirements are higher.
Pre-SQL helps reduce interference from irrelevant
information, while the Self-Debug method corrects
understanding biases. The synergy between these
two methods significantly improves query accuracy
and reliability, demonstrating a distinct advantage
in handling Chinese natural language queries.
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Abstract

Machine translation (MT) systems that support
low-resource languages often struggle on spe-
cialized domains. While researchers have pro-
posed various techniques for domain adapta-
tion, these approaches typically require model
fine-tuning, making them impractical for non-
technical users and small organizations. To
address this gap, we propose TULUN,! a ver-
satile solution for terminology-aware transla-
tion, combining neural MT with large language
model (LLM)-based post-editing guided by ex-
isting glossaries and translation memories. Our
open-source web-based platform enables users
to easily create, edit, and leverage terminol-
ogy resources, fostering a collaborative human-
machine translation process that respects and
incorporates domain expertise while increasing
MT accuracy. Evaluations show effectiveness
in both real-world and benchmark scenarios:
on medical and disaster relief translation tasks
for Tetun and Bislama, our system achieves im-
provements of 16.90-22.41 ChrF++ points over
baseline MT systems. Across six low-resource
languages on the FLORES dataset, TULUN out-
performs both standalone MT and LLM ap-
proaches, achieving an average improvement of
2.8 ChrF++ points over NLLB-54B. TULUN is
publicly accessible at bislama-trans.rapha.dev.

1 Introduction

Machine translation (MT) systems have trans-
formed how organizations manage their translation
needs (Stefaniak, 2022; Utunen et al., 2023), yet do-
main accuracy and consistency remain a significant
challenge, particularly for low-resource languages
(Haddow et al., 2022; Khiu et al., 2024; Marashian
et al., 2025). For instance, a health organization we
work with in Timor-Leste struggled to leverage MT
to accurately translate medical education materials
from English to Tetun, despite having a glossary

"Tulun means “assistance” in Tetun, highlighting a philos-
ophy of augmenting rather than replacing human expertise.

Proceedings of the 63rd Annual Meeting of the Association for Computational Linguistics (Volume 3: System Demonstrations), pages 129-139

Trevor Cohn*

Suominen?:¢®  Lois Hong¢
Ekaterina Vylomova*
“The Australian National University
¢Maluk Timor

Q : Wound dressings are designed to

rabsorb excess fluid from the wound

: Bandajen kanek nian dezefa atu :
gabsorve likidu ne’ebé liu hosi kanek

E EN: Apply a dressing pad and bandage
1 TDT: Hamoos no kurativu kanek

Kurativu kanek nian dezefia atu supa
1likidu ne’ebé liu hosikanek :

,,,,,,,,,,,,,,,,,,,,,,,,,,

| Relevant glossary entries: .
| Relevant translation memories: ...

Figure 1: System overview with example translation
from English to Tetun (en-tdt). The system components
and data are configurable by end-users.

and a corpus of past translations that could inform
MT output. Tetun, a low-resource language that is
the lingua franca in Timor-Leste, lacks available
corpora in the health domain (Merx et al., 2024),
making in-domain resources particularly valuable
to improve MT accuracy. This case exemplifies a
broader challenge: model adaptation and deploy-
ment requires technical expertise, and commercial
MT providers rarely offer low-resource language
support, let alone terminology customization, leav-
ing no practical option for a small organization to
rely on MT for low-resource in-domain translation.

Translation memories and terminology manage-
ment are well-established tools in professional
translation software, improving translation accu-
racy while reducing cognitive load (Dillon and
Fraser, 2006; Drugan et al., 2023). Research has
demonstrated that lexicons can bring substantial
accuracy gains, particularly for low-resource MT
(Jones et al., 2023). However, existing approaches
to incorporate terminology constraints into neural
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MT systems typically require model fine-tuning
(Niehues, 2021; Reid and Artetxe, 2022), mak-
ing them inaccessible to small organizations (Bane
et al., 2023). Recent advances in large language
models (LLMs) offer a promising alternative: while
LLMs may underperform specialized MT systems
for low-resource languages (Robinson et al., 2023),
their ability to adapt to new contexts at inference
time (Brown et al., 2020) makes them particularly
suitable for terminology-aware post-editing (Rau-
nak et al., 2023).

To address these challenges, we propose TULUN,
a versatile solution that combines neural MT with
LLM-based post-editing, guided by existing glos-
saries and translation memories (Figure 1). TULUN
continuously adapts as new entries are added to the
translation memory and glossary. Packaged as an
open-source’ web platform, it relies on a modu-
lar architecture that allows users to configure their
choice of MT system, LLLM, and retrieval options,
as well as create, edit, and rely on terminology
resources. To see a demo video of TULUN, visit
https://youtu.be/fQFwOxzR4MI.

Our system has the following characteristics:

* Accurate: On real-world medical and disas-
ter relief translation tasks for Tetun and Bis-
lama (national language of Vanuatu), our sys-
tem shows impressive improvements of 16.90—
22.41 ChrF++ points over baseline MT sys-
tems (§4.1).3 A broader evaluation across
six low-resource languages on the FLORES
dataset shows TULUN outperforms both stan-
dalone MT and LLM approaches (§4.2).

e User-friendly: Our usability study, based on
the system usability scale (SUS), averages an
excellent score of 81.25, with users rating the
system’s overall usefulness at 5/5 for their
translation tasks (§4.1.2).

* Adaptable: Target language, MT model, and
prompt are all configurable from the user inter-
face (UI). Glossary and translation memories
can be bulk-imported and managed through
the UI (§3.1).

* Transparent: Users can verify how their glos-
sary entries and past translations inform the
current translation.

» Lightweight: Easy to deploy (§3.2), does not
require model training.

2Code: github.com/raphaelmerx/tulun/, MIT license

3ChrF and ChrF++ refer to evaluation metrics for MT
that both apply the F-score for evaluating character n-gram
matches, but the latter metric also includes word n-grams.

Fundamentally, TULUN represents a shift in MT
philosophy, moving away from the paradigm of
users as passive consumers of opaque systems
(Liebling et al., 2022), toward one where users’
expertise and preferences actively shape the trans-
lation process (Liu et al., 2025). By making glos-
sary and translation memory matches explicit to
users, and by allowing configuration of the under-
lying data and systems, TULUN aims to foster a
transparent, collaborative process that respects and
leverages users’ domain knowledge. This approach
benefits low-resource in-domain translation, where
local expertise is often the most valuable resource
for producing accurate, culturally appropriate trans-
lations (Nekoto et al., 2020).

2 Related Work

Glossary and translation memory integration
in MT The integration of custom terminology
and translation memories into MT systems can
deliver more consistent, domain-adapted transla-
tions (Scansani and Dugast, 2021). Recent research
has demonstrated that such lexical customization
brings substantial accuracy gains, particularly for
low-resource MT (Jones et al., 2023). Approaches
to incorporate terminology constraints into neu-
ral MT models include replacing source words
with their target translation in the source (Reid and
Artetxe, 2022), and prepending dictionary entries to
the source text (Nichues, 2021). However, these ap-
proaches typically require either custom models, or
model fine-tuning, which can be resource-intensive
for smaller organizations (Bane et al., 2023), and
prone to catastrophic forgetting (Saunders, 2022).
TULUN addresses this gap by providing a deploy-
able solution that requires no model training while
delivering terminology-consistent translations.

LLMs and Automated Post-Editing (APE) The
ability for LLMs to adapt to new tasks at inference
time (Brown et al., 2020) makes them of interest
to both MT (Moslem et al., 2023a) and related
tasks, such as synthetic data generation and auto-
mated post-editing (Moslem et al., 2023b). While
their MT accuracy can lag behind that of special-
ized MT models when translating into low-resource
languages (Robinson et al., 2023) or in special-
ized domains (Uguet et al., 2024), Raunak et al.
(2023) find that combining specialized MT with an
LLM for APE results in more accurate translations
than each module used in isolation (measured using
COMET on high-resource language pairs). Con-
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English Text Bislama Translation

Is the water from the well potable? Wota we i kamaot long wel?

Al-edited version

Wota we i kamaot long wel, hem i
stret blong dring?

4

2

Translation memories [~

Glossary |7
Entries retrieved that are relevant to this
translation

Past translations that are relevant to this
translation

is the local drinking water potable
wota long ples ia hem i stret blong yumi
dring

be se
water as. wotarem

water n. wota

who determined that the water here is potable
hu nao i talemaot se wota long ples ia i
stret blong yumi dring

well mn. gud (-falaj-wan)

well n.wel

Figure 2: Translation View with the MT text, post-edited
text, and the glossary entries and past translations rele-
vant to this translation

firming the potential of LLLMs at the post-editing
stage, Ki and Carpuat (2024) give external feed-
back to an LLM to improve MT outputs, and Lu
etal. (2025) find that LLMs can identify and correct
translation mistakes across high and low-resource
language pairs. These findings suggest that LLMs
can be valuable for terminology-aware post-editing,
where their adaptation capabilities are combined
with the robustness of specialized MT systems.

Our contribution Building on research showing
the potential of terminology-aware translation and
LLM-based post-editing, TULUN extends the ap-
plicability of these techniques through a modular
user-friendly interface, and demonstrates their ef-
fectiveness across diverse scenarios, from applied
use cases (§4.1) to systematic evaluation (§4.2).
Our system serves as both a practical tool for im-
mediate use, and as a research platform that demon-
strates how these models can be effectively com-
bined. To our knowledge, it is the only open-
source terminology-aware MT tool that supports
low-resource languages like Tetun and Bislama.

3 System Design & Implementation

3.1 System Design

Translation View When users open TULUN,
they are presented with the Translation View, where
they can enter a sentence or paragraph, and have
it first machine translated, then post-edited using
an LLM (Figure 2). Post-editing changes are high-
lighted in the machine translated text (in red) and in
the post-edited final translation (in green). In addi-
tion, users are presented with the relevant glossary
entries and similar sentences retrieved to guide the

English to Bislama Translation

English Text

[they helped to clean up the place

Bislama Translation

i Oli givhan blong klinim ples

Al-edited version
oli help blong klinim ap ples

REF: oli help blo klinim ples

Figure 3: Eval mode: users can browse evaluation re-
sults, and see the reference translation

LLM for post-editing. For example, in Figure 2,
“potable” is translated incorrectly by the MT model,
but the LLM identifies the correct translation (“stret
blong dring”) from the translation memory, and ap-
plies this change at the post-editing phase.

Glossary and Translation Memory View Both
the glossary entries and the translation memories
are editable by end-users (if they are given per-
mission to do so, a setting configured through the
admin). This allows users to iteratively improve
the translation quality, by adding or correcting en-
tries as missing or incorrect entries are found. In
addition, data can be bulk-imported from a CSV,
and a new translation memory can be added from
the current (source, final translation) pair directly
from the Translation View in a dedicated modal.

System Configuration Admin users can set
through the web UI: (1) Site metadata, includ-
ing target language and site title, (2) MT model,
with a choice between Google Translate or any
model available on HuggingFace through its “trans-
lation” pipeline,* and (3) LLM configuration for
post-editing, including the choice of LLM among
the hundreds of providers supported by LiteLLM,’
the system prompt, and the number of translation
memories retrieved for in-context learning.

Evaluation Mode TULUN includes a dedicated
evaluation feature that allows users to assess trans-
lation quality against reference translations. After
uploading an evaluation dataset through the admin
UL, users can navigate through these test transla-
tions within the Translation View (Figure 3). When

*huggingface.co/models?pipeline_tag=translation
>docs.litellm.ai

131


https://huggingface.co/models?pipeline_tag=translation
https://docs.litellm.ai/

a source sentence from the evaluation set is entered,
the system automatically displays both the system-
generated translation and the human reference for
comparison. This helps users identify areas where
improvements to the glossary, translation memory,
LLM system prompt, or MT model selection might
be beneficial.

3.2 System Architecture

Backend We implement TULUN as a config-
urable Django project, with data models for the
glossary and translation memory, a Translator
class that implements compatibility with either
Google Translate (through the Cloud Translation
API)® or the HuggingFace Translation pipeline, and
an LLM post-editing layer that supports hundreds
of providers via LiteLLM, with the choice of model
and prompt configurable through the web UL

Glossary and Translation Memory Retrieval
At the post-edition stage, relevant glossary en-
tries are retrieved using {1,2}-gram overlap with
the input text tokens (tokenization is handled by
spaCy’s en_core_web_sm model). Relevant trans-
lation memories are the top N (where N is config-
urable) BM25 matches between the input text and
the source side of the memory, implemented using
the Tantivy library.” We select BM25 for retrieval
because of its high performance on retrieving trans-
lation memories for MT through in-context learn-
ing (Bouthors et al., 2024).

Prompt Design The glossary and translation
memories are injected in the LLM prompt to in-
form post-editing (see an example prompt in Ap-
pendix A). For all evaluations in Section 4, we rely
on a system prompt that includes few-shot exam-
ples (Brown et al., 2020) with chain of thought
reasoning (Wei et al., 2022). The prompt can be
manually adjusted in the admin UL

Deployment We package TULUN using Docker
and Docker Compose, allowing organizations to
run the system on their infrastructure with minimal
setup. The Docker configuration handles dependen-
cies and environment configuration, while Docker
Compose simplifies the orchestration process. This
packaging approach ensures that the system can
be deployed consistently across different environ-
ments.

8pypi.org/project/google-cloud-translate/
" pypi.org/project/tantivy/

4 Evaluation

4.1 Applications: Tetun Medical Translation
and Bislama Disaster Relief Translation

We evaluate TULUN in two real-world low-resource
language settings with distinct domain needs. For
Tetun medical translation, we collaborate with
Maluk Timor,® a health organization in Timor-
Leste that regularly translates health education ma-
terials from English to Tetun. This translation work
is needed as health workers (particularly nurses
and community health workers) are most comfort-
able learning in Tetun rather than English or Por-
tuguese (Greksakova, 2018). Maluk Timor reports
that professional translation costs represent a sig-
nificant organizational expense, and while they uti-
lize machine translation, MT outputs typically re-
quire substantial post-editing to ensure accuracy
and domain-appropriateness. For Bislama disas-
ter relief translation, we partner with researchers
working on a Pacific Creoles project’” who need
to translate transcripts while maintaining consis-
tent terminology. Both scenarios provide practical
test cases for TULUN’s ability to support organi-
zations working with specialized domains in low-
resource languages.

4.1.1 MT Accuracy Evaluation

Problem Statement From both organizations,
we get a glossary (Tetun medical glossary: 2,698
entries; Bislama dictionary: 5,769 entries) and
a translation memory (1,018 sentences for Tetun,
3,353 utterances for Bislama). We reserve some
of the translation memory for evaluation (451 sen-
tences for Tetun, 841 utterances for Bislama). Both
datasets belong to their respective organizations,
but are available upon request for research purposes
with appropriate data sharing agreements.

Choice of Baseline and Prompt Given that nei-
ther Tetun nor Bislama are part of NLLB, we ini-
tially use MADLAD-400 10B (Kudugunta et al.,
2023) as baseline. We find that it performs poorly
on Bislama, often copying the English source, and
choose to also evaluate OPUS-MT models as an
alternative baseline'? (Tiedemann et al., 2024). For
post-editing, we use Gemini 2.0 Flash (Gemini
Team et al., 2024b,a), with a prompt that describes
the post-editing task and gives a few examples (see
an example in Appendix A).
8 maluktimor.org

®anu.edu.au/projects/modelling-pacific-creole-languages
10 opus-mt-en-tdt; opus-mt-en-bi
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Method TDT BIS AVG

NMT only

MADLAD-400-10B 35.78 15.22 24.37

opus-mt-en-** 16.01 32.60 24.31

LLM only

Gemini, 0-shot 44.05 37.78 39.63

Gemini, 10-shot 44.59 45.37 44.98

Ours: NMT + LLM APE

MADLAD + Gemini 47.87 47.94 4791
A vs MADLAD +12.09 +32.72 +22.41

opus-mt + Gemini 34.27 48.14 41.21
A vs opus-mt +18.26 +15.54 +16.90

Table 1: ChrF++ score comparison on test sets for Tetun
(tdt) and Bislama (bis). LLM only uses the system
prompt from (Caswell et al., 2025), and examples from
the Tetun/Bislama corpus.

Results Our approach demonstrates substantial
translation quality improvements over baseline MT
systems for both settings, with LLM post-editing
yielding ChrF++ gains of 16.90-22.41 points (Ta-
ble 1). Qualitatively, we observe that for both
settings, LLM post-editing helps (1) improve in-
domain terminology translation (see an example
in Figure 2) and (2) repair hallucinations that are
frequent for out-of-domain MT inference (Raunak
et al., 2021), with the latter particularly relevant for
the speech domain covered in our Bislama experi-
ment.

4.1.2 Usability and Usefulness Study

Usability We perform a usability study of the
TULUN interface using the System Usability Scale
(SUS, Brooke, 1996). We collect two responses,
one from the clinical director at Maluk Timor, and
the other from a linguist working with Bislama. We
get an average SUS score of 81.25, corresponding
to an excellent perceived usability (Bangor et al.,
2008).

Usefulness To measure usefulness, we adapt the
technology acceptance model (TAM, Venkatesh
et al., 2003) questions on general usefulness to our
translation context. We get average scores between
4 and 5 for all questions (out of 5), with a 5/5 score
for overall usefulness (“Overall, I find this sys-
tem useful for my translation tasks”), a 4.5/5 score
for the system impact on translation quality (“Us-
ing this system improves the quality of my trans-
lations™), and a 4.5/5 score for the system’s help-
fulness to translate technical content (“Using this
system makes it easier to translate technical/spe-
cialized content”).

We report all questions, with scores for each
annotator, in Appendix B.

4.2 Generalizable Evaluation: FLORES-200

Languages To measure the broader efficacy of
our solution, we work with six low-resource lan-
guages (Tok Pisin TP1, Dzongkha DZ0, Quechua
QUY, Rundi RUN, Lingala LIN, Assamese ASM),
spanning four continents and three different scripts.
We select these languages because they are all
(1) low-resource (2) institutionalized, which makes
them more likely to be standardized and in demand
for MT (Bird, 2024), (3) part of the FLORES-200
evaluation benchmark (Costa-jussa et al., 2024) and
(4) represented in the GATITOS glossary project
(Jones et al., 2023).

Data We evaluate on all 1,012 sentences from
the FLORES-200 “devtest” split, using NLLB-54B
as a baseline MT model.!! For populating the post-
editing prompt, we rely on glossary entries from
GATITOS, and on parallel sentences from allenai/n-
1Ib, which is based on the NLLB data mining strat-

cgy.

Models We compare MT performance using
ChrF++ (given the lack of neural metrics available
for the languages we work with) on the following
setups: (1) MT only, using NLLB-54B (2) LLM
only with 10 fixed examples (3) MT + LLM APE
(our solution). We use Gemini 2.0 Flash (Gemini
Team et al., 2024a) as LLM throughout our experi-
ments.

Results Our system achieves higher average ac-
curacy than both baselines, by 2.83 and 2.15
ChrF++ points for NLLB and Gemini respectively
(Table 2). Interestingly, we find that Gemini often
beats NLLB-54, but that our system tends to im-
prove on NLLB or Gemini, whichever is higher.
One exception, Rundi (-1.34 points), is discussed
in Section 5.

This evaluation shows the effectiveness of our
approach, even on general domain benchmarks
like FLORES-200. The sharp difference in accu-
racy gains between this experiment and the spe-
cialized domain evaluation in Section 4.1 shows
that our system is most useful for specialized do-
mains, where adaptation to new terminology and
translation style is needed most.

"'We get FLORES-200 translations by NLLB-54B from
tinyurl.com/nllbflorestranslations
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Method TPI DZO  QUY RUN LIN ASM AVERAGE

Baselines: NMT / LLM only

NLLB 54B 41.61 34.67 26.87 4251 47.99 35091 38.26

Gemini, 10-shot 44,07 30.74 31.28 39.83 4942 38.29 38.94

TULUN: NMT + LLM APE

NLLB + Gemini APE 46.80 35.76 3240 41.17 50.58 39.80 41.09
A vs NLLB 54B +5.19 +1.09 +5.53 -1.34 +2.59 +3.89 +2.83

Table 2: ChrF++ score comparison on FLORES for 6 low-resource languages, using the Gatitos glossary and
sentences from the NLLB training set in the translation memory

5 Discussion

Accuracy Across Languages While our solution
is effective in both applied and theoretical scenar-
ios, the impact of LLM post-editing on MT accu-
racy varies (Table 2), including a negative effect for
Rundi (-1.34 ChrF++ points). Through qualitative
analysis and evaluation without injecting the glos-
sary in the prompt for Rundi (resulting in +0.25
points compared to NLLB), we find this is due to
incorrect word changes by the LLM using the glos-
sary, highlighting the need for prompt tuning, and
for glossary adjustments. We further discuss this
error mode, and give an example, in Appendix C.

User-friendliness and Adaptability Our usabil-
ity study (§4.1.2) confirms TULUN’s ease of use,
but the system’s configurability (§3.1) presents a
potential trade-off: while it allows users to adapt
the system to their needs, it also requires some un-
derstanding of MT and LLM options. Future work
could explore intelligent defaults and guidance to
improve accessibility, including a system module
for prompt tuning (see also §6).

Explainability The transparency provided by dis-
playing glossary matches and translation memory
hits helps users understand how the system post-
edited translations (see responses to question 5 in
Appendix B), but relies on the LLM’s capability
to use these resources effectively. For extremely
low-resource languages with complex morphology
or rare scripts, where LLMs have minimal prior
language exposure, this assumption might not hold,
resulting in higher rates of hallucination.

6 Conclusion & Future Work

In this work, we present TULUN, an open-source
translation system that combines MT with LLM-
based post-editing for a more accurate and adapt-

able low-resource translation. By leveraging exist-
ing glossaries and translation memories to guide the
post-editing process, our approach achieves signif-
icant improvements over standalone MT, without
requiring model fine-tuning or technical expertise.
It also introduces a change of paradigm in MT,
where end-users are given the opportunity to con-
stantly improve the translation process, fostering
a transparent, collaborative process that respects
local expertise.

Reflecting on our experiences in designing and
developing TULUN, we lay out the following future
research directions:

Prompt Engineering and Optimization While
our current prompt design yields promising results,
future work could explore systematic prompt en-
gineering approaches to maximize post-editing ac-
curacy. This includes automatically generating
language-specific prompts using techniques like
DSPy’s MIPRO (Khattab et al., 2024), optimizing
few-shot examples based on error patterns, and
developing prompts that better handle linguistic
nuances in different target languages.

Offline Deployment Option To better serve
users with limited internet connectivity, we plan
to explore lightweight LLM options that can run
locally. This likely would involve specialized small
models fine-tuned specifically for the post-editing
task, enabling organizations to maintain terminol-
ogy consistency without relying on cloud-based
LLM providers.

Extended Usability Study Future work will in-
clude a larger comprehensive usability evaluation,
with a more diverse set of users across different
language communities. This would enable us to
better understand how different users (translators,
subject matter experts, and community members)
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interact with the system, helping refine the inter-
face and process.

Broader LLM Evaluation While the current
study utilized Gemini 2.0 Flash due to its cost-
effectiveness, future work will extend our evalua-
tions to other state-of-the-art LLMs, including open
models such as DeepSeek-R1 (DeepSeek-Al et al.,
2025).

Ethics and Broader Impact Statement

TULUN is designed to augment human translation
expertise rather than replace it, particularly for low-
resource languages where professional translation
resources are limited. The Tetun medical glossary
and Bislama dictionary used in our evaluations be-
long to their respective organizations and were used
with explicit permission for research purposes. Us-
ability study participants engaged voluntarily in
this research and have been actively using the sys-
tem since its creation. Two of the participants are
co-authors of this paper, ensuring their contribu-
tions are properly acknowledged and used directly
to inform our system design and evaluation.

We recognize that translation technologies can
impact professional translators’ workflows, and
TULUN’s interface aims to give users control over
the translation process while maintaining human
oversight, especially for sensitive domains like
health. We acknowledge that the system’s effec-
tiveness will vary across languages and domains,
and plan to further research language-specific limi-
tations that warrant refinement.

Acknowledgments

We thank Maluk Timor, which was instrumental in
coming up with an initial problem statement that
TULUN responds to, and helped test and refine the
system. We are also grateful for Gabriela Leite
Soares’ proofreading of this paper.

This research was supported by The University
of Melbourne’s Research Computing Services and
the Petascale Campus Initiative.

References

Fred Bane, Anna Zaretskaya, Tania Blanch Mir6,
Celia Soler Uguet, and Joao Torres. 2023. Coming
to terms with glossary enforcement: A study of three
approaches to enforcing terminology in NMT. In
Proceedings of the 24th Annual Conference of the Eu-
ropean Association for Machine Translation, pages

345-353, Tampere, Finland. European Association
for Machine Translation.

Aaron Bangor, Philip T. Kortum, and James T.
Miller. 2008. An Empirical Evaluation of the
System Usability Scale. International Jour-
nal of Human—Computer Interaction, 24(6):574—
594. Publisher: Taylor & Francis _eprint:
https://doi.org/10.1080/10447310802205776.

Steven Bird. 2024. Must NLP be Extractive? In Pro-
ceedings of the 62nd Annual Meeting of the Associa-
tion for Computational Linguistics (Volume 1: Long
Papers), pages 14915-14929, Bangkok, Thailand.
Association for Computational Linguistics.

Maxime Bouthors, Josep Crego, and Francois Yvon.
2024. Retrieving Examples from Memory for Re-
trieval Augmented Neural Machine Translation: A
Systematic Comparison. In Findings of the Associ-
ation for Computational Linguistics: NAACL 2024,
pages 3022-3039, Mexico City, Mexico. Association
for Computational Linguistics.

john Brooke. 1996. SUS: A ’Quick and Dirty’ Usability
Scale. In Usability Evaluation In Industry. CRC
Press. Num Pages: 6.

Tom Brown, Benjamin Mann, Nick Ryder, Melanie
Subbiah, Jared D Kaplan, Prafulla Dhariwal, Arvind
Neelakantan, Pranav Shyam, Girish Sastry, Amanda
Askell, Sandhini Agarwal, Ariel Herbert-Voss,
Gretchen Krueger, Tom Henighan, Rewon Child,
Aditya Ramesh, Daniel Ziegler, Jeffrey Wu, Clemens
Winter, Chris Hesse, Mark Chen, Eric Sigler, Ma-
teusz Litwin, Scott Gray, Benjamin Chess, Jack
Clark, Christopher Berner, Sam McCandlish, Alec
Radford, Ilya Sutskever, and Dario Amodei. 2020.
Language Models are Few-Shot Learners. In Ad-
vances in Neural Information Processing Systems,
volume 33, pages 1877-1901. Curran Associates,
Inc.

Isaac Caswell, Elizabeth Nielsen, Jiaming Luo, Colin
Cherry, Geza Kovacs, Hadar Shemtov, Partha
Talukdar, Dinesh Tewari, Baba Mamadi Diane,
Koulako Moussa Doumbouya, Djibrila Diane, and
Solo Farabado Cissé. 2025. SMOL.: Professionally
translated parallel data for 115 under-represented lan-
guages. arXiv preprint. ArXiv:2502.12301 [cs].

Marta R. Costa-jussa, James Cross, Onur Celebi,
Maha Elbayad, Kenneth Heafield, Kevin Heffer-
nan, Elahe Kalbassi, Janice Lam, Daniel Licht,
Jean Maillard, Anna Sun, Skyler Wang, Guillaume
Wenzek, Al Youngblood, Bapi Akula, Loic Bar-
rault, Gabriel Mejia Gonzalez, Prangthip Hansanti,
John Hoffman, Semarley Jarrett, Kaushik Ram
Sadagopan, Dirk Rowe, Shannon Spruit, Chau
Tran, Pierre Andrews, Necip Fazil Ayan, Shruti
Bhosale, Sergey Edunov, Angela Fan, Cynthia
Gao, Vedanuj Goswami, Francisco Guzman, Philipp
Koehn, Alexandre Mourachko, Christophe Ropers,
Safiyyah Saleem, Holger Schwenk, Jeff Wang, and

135


https://aclanthology.org/2023.eamt-1.34/
https://aclanthology.org/2023.eamt-1.34/
https://aclanthology.org/2023.eamt-1.34/
https://doi.org/10.1080/10447310802205776
https://doi.org/10.1080/10447310802205776
https://doi.org/10.18653/v1/2024.acl-long.797
https://doi.org/10.18653/v1/2024.findings-naacl.190
https://doi.org/10.18653/v1/2024.findings-naacl.190
https://doi.org/10.18653/v1/2024.findings-naacl.190
https://papers.nips.cc/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://doi.org/10.48550/arXiv.2502.12301
https://doi.org/10.48550/arXiv.2502.12301
https://doi.org/10.48550/arXiv.2502.12301

NLLB Team. 2024. Scaling neural machine transla-
tion to 200 languages. Nature, 630(8018):841-846.
Publisher: Nature Publishing Group.

DeepSeek-Al, Daya Guo, Dejian Yang, Haowei Zhang,
Junxiao Song, Ruoyu Zhang, Runxin Xu, Qihao Zhu,
Shirong Ma, Peiyi Wang, Xiao Bi, Xiaokang Zhang,
Xingkai Yu, Yu Wu, Z. F. Wu, Zhibin Gou, Zhihong
Shao, Zhuoshu Li, Ziyi Gao, Aixin Liu, Bing Xue,
Bingxuan Wang, Bochao Wu, Bei Feng, Chengda Lu,
Chenggang Zhao, Chengqi Deng, Chenyu Zhang,
Chong Ruan, Damai Dai, Deli Chen, Dongjie Ji,
Erhang Li, Fangyun Lin, Fucong Dai, Fuli Luo,
Guangbo Hao, Guanting Chen, Guowei Li, H. Zhang,
Han Bao, Hanwei Xu, Haocheng Wang, Honghui
Ding, Huajian Xin, Huazuo Gao, Hui Qu, Hui Li,
Jianzhong Guo, Jiashi Li, Jiawei Wang, Jingchang
Chen, Jingyang Yuan, Junjie Qiu, Junlong Li, J. L.
Cai, Jiaqi Ni, Jian Liang, Jin Chen, Kai Dong, Kai
Hu, Kaige Gao, Kang Guan, Kexin Huang, Kuai
Yu, Lean Wang, Lecong Zhang, Liang Zhao, Litong
Wang, Liyue Zhang, Lei Xu, Leyi Xia, Mingchuan
Zhang, Minghua Zhang, Minghui Tang, Meng Li,
Miaojun Wang, Mingming Li, Ning Tian, Panpan
Huang, Peng Zhang, Qiancheng Wang, Qinyu Chen,
Qiushi Du, Ruiqi Ge, Ruisong Zhang, Ruizhe Pan,
Runji Wang, R. J. Chen, R. L. Jin, Ruyi Chen,
Shanghao Lu, Shangyan Zhou, Shanhuang Chen,
Shengfeng Ye, Shiyu Wang, Shuiping Yu, Shunfeng
Zhou, Shuting Pan, S. S. Li, Shuang Zhou, Shaoqing
Wu, Shengfeng Ye, Tao Yun, Tian Pei, Tianyu Sun,
T. Wang, Wangding Zeng, Wanjia Zhao, Wen Liu,
Wenfeng Liang, Wenjun Gao, Wenqin Yu, Wentao
Zhang, W. L. Xiao, Wei An, Xiaodong Liu, Xiaohan
Wang, Xiaokang Chen, Xiaotao Nie, Xin Cheng, Xin
Liu, Xin Xie, Xingchao Liu, Xinyu Yang, Xinyuan Li,
Xuecheng Su, Xuheng Lin, X. Q. Li, Xiangyue Jin,
Xiaojin Shen, Xiaosha Chen, Xiaowen Sun, Xiaoxi-
ang Wang, Xinnan Song, Xinyi Zhou, Xianzu Wang,
Xinxia Shan, Y. K. Li, Y. Q. Wang, Y. X. Wei, Yang
Zhang, Yanhong Xu, Yao Li, Yao Zhao, Yaofeng
Sun, Yaohui Wang, Yi Yu, Yichao Zhang, Yifan Shi,
Yiliang Xiong, Ying He, Yishi Piao, Yisong Wang,
Yixuan Tan, Yiyang Ma, Yiyuan Liu, Yonggiang Guo,
Yuan Ou, Yuduan Wang, Yue Gong, Yuheng Zou, Yu-
jia He, Yunfan Xiong, Yuxiang Luo, Yuxiang You,
Yuxuan Liu, Yuyang Zhou, Y. X. Zhu, Yanhong Xu,
Yanping Huang, Yaohui Li, Yi Zheng, Yuchen Zhu,
Yunxian Ma, Ying Tang, Yukun Zha, Yuting Yan,
Z.Z. Ren, Zehui Ren, Zhangli Sha, Zhe Fu, Zhean
Xu, Zhenda Xie, Zhengyan Zhang, Zhewen Hao,
Zhicheng Ma, Zhigang Yan, Zhiyu Wu, Zihui Gu, Zi-
jia Zhu, Zijun Liu, Zilin Li, Ziwei Xie, Ziyang Song,
Zizheng Pan, Zhen Huang, Zhipeng Xu, Zhongyu
Zhang, and Zhen Zhang. 2025. DeepSeek-R1: In-
centivizing Reasoning Capability in LLMs via Rein-
forcement Learning.

Sarah Dillon and Janet Fraser. 2006. Translators and
TM: An investigation of translators’ perceptions of
translation memory adoption. Machine Translation,
20(2):67-79.

Joanna Drugan, Joss Moorkens, Maria Fernandez-Parra,
Andrew Rothwell, and Frank Austermuehl. 2023.

Translation Tools and Technologies, 1 edition. Rout-
ledge, London.

Gemini Team, Demis Hassabis, and Koray
Kavukcuoglu. 2024a. Introducing Gemini 2.0:
our new Al model for the agentic era.

Gemini Team, Petko Georgiev, Ving Ian Lei, Ryan
Burnell, Libin Bai, Anmol Gulati, Garrett Tanzer,
Damien Vincent, Zhufeng Pan, Shibo Wang, and et
al. 2024b. Gemini 1.5: Unlocking multimodal under-
standing across millions of tokens of context. arXiv
preprint.

Zuzana Greksakova. 2018. Tetun in Timor-Leste: the
role of language contact in its development. doc-
toralThesis, 00500::Universidade de Coimbra. Ac-
cepted: 2018-09-03T(09:37:10Z.

Barry Haddow, Rachel Bawden, Antonio Valerio
Miceli Barone, Jindfich Helcl, and Alexandra Birch.
2022. Survey of Low-Resource Machine Translation.
Computational Linguistics, 48(3):673—732. Place:
Cambridge, MA Publisher: MIT Press.

Alexander Jones, Isaac Caswell, Orhan Firat, and Ishank
Saxena. 2023. GATITOS: Using a New Multilin-
gual Lexicon for Low-resource Machine Translation.
In Proceedings of the 2023 Conference on Empiri-
cal Methods in Natural Language Processing, pages
371405, Singapore. Association for Computational
Linguistics.

Omar Khattab, Arnav Singhvi, Paridhi Maheshwari,
Zhiyuan Zhang, Keshav Santhanam, Sri Vard-
hamanan A, Saiful Haq, Ashutosh Sharma, Thomas T.
Joshi, Hanna Moazam, Heather Miller, Matei Za-
haria, and Christopher Potts. 2024. DSPy: Com-
piling Declarative Language Model Calls into State-
of-the-Art Pipelines. In Proceedings of the Twelfth
International Conference on Learning Representa-
tions.

Eric Khiu, Hasti Toossi, David Anugraha, Jinyu Liu,
Jiaxu Li, Juan Flores, Leandro Roman, A. Seza
Dogru6z, and En-Shiun Lee. 2024. Predicting Ma-
chine Translation Performance on Low-Resource
Languages: The Role of Domain Similarity. In Find-
ings of the Association for Computational Linguistics:
EACL 2024, pages 1474-1486, St. Julian’s, Malta.
Association for Computational Linguistics.

Dayeon Ki and Marine Carpuat. 2024. Guiding large
language models to post-edit machine translation
with error annotations. In Findings of the Associ-
ation for Computational Linguistics: NAACL 2024,
pages 4253-4273, Mexico City, Mexico. Association
for Computational Linguistics.

Sneha Kudugunta, Isaac Caswell, Biao Zhang, Xavier
Garcia, Derrick Xin, Aditya Kusupati, Romi Stella,
Ankur Bapna, and Orhan Firat. 2023. MADLAD-
400: A Multilingual And Document-Level Large
Audited Dataset. Advances in Neural Information
Processing Systems, 36:67284—67296.

136


https://doi.org/10.1038/s41586-024-07335-x
https://doi.org/10.1038/s41586-024-07335-x
https://arxiv.org/abs/2501.12948v1
https://arxiv.org/abs/2501.12948v1
https://arxiv.org/abs/2501.12948v1
https://doi.org/10.1007/s10590-006-9004-8
https://doi.org/10.1007/s10590-006-9004-8
https://doi.org/10.1007/s10590-006-9004-8
https://doi.org/10.4324/9781003160793
https://blog.google/technology/google-deepmind/google-gemini-ai-update-december-2024/
https://blog.google/technology/google-deepmind/google-gemini-ai-update-december-2024/
https://doi.org/10.48550/arXiv.2403.05530
https://doi.org/10.48550/arXiv.2403.05530
https://estudogeral.uc.pt/handle/10316/80665
https://estudogeral.uc.pt/handle/10316/80665
https://doi.org/10.1162/coli_a_00446
https://doi.org/10.18653/v1/2023.emnlp-main.26
https://doi.org/10.18653/v1/2023.emnlp-main.26
https://openreview.net/forum?id=sY5N0zY5Od
https://openreview.net/forum?id=sY5N0zY5Od
https://openreview.net/forum?id=sY5N0zY5Od
https://aclanthology.org/2024.findings-eacl.100
https://aclanthology.org/2024.findings-eacl.100
https://aclanthology.org/2024.findings-eacl.100
https://doi.org/10.18653/v1/2024.findings-naacl.265
https://doi.org/10.18653/v1/2024.findings-naacl.265
https://doi.org/10.18653/v1/2024.findings-naacl.265
https://proceedings.neurips.cc/paper_files/paper/2023/hash/d49042a5d49818711c401d34172f9900-Abstract-Datasets_and_Benchmarks.html
https://proceedings.neurips.cc/paper_files/paper/2023/hash/d49042a5d49818711c401d34172f9900-Abstract-Datasets_and_Benchmarks.html
https://proceedings.neurips.cc/paper_files/paper/2023/hash/d49042a5d49818711c401d34172f9900-Abstract-Datasets_and_Benchmarks.html

Daniel Liebling, Katherine Heller, Samantha Robertson,
and Wesley Deng. 2022. Opportunities for human-
centered evaluation of machine translation systems.
In Findings of the Association for Computational
Linguistics: NAACL 2022, pages 229-240, Seattle,
United States. Association for Computational Lin-
guistics.

Sinuo Liu, Chenyang Lyu, Minghao Wu, Longyue
Wang, Weihua Luo, Kaifu Zhang, and Zifu Shang.
2025. New Trends for Modern Machine Transla-
tion with Large Reasoning Models. arXiv preprint.
ArXiv:2503.10351 [cs].

Qingyu Lu, Liang Ding, Kanjian Zhang, Jinxia Zhang,
and Dacheng Tao. 2025. MQM-APE: Toward high-
quality error annotation predictors with automatic
post-editing in LLM translation evaluators. In Pro-
ceedings of the 31st International Conference on
Computational Linguistics, pages 5570-5587, Abu
Dhabi, UAE. Association for Computational Linguis-
tics.

Ali Marashian, Enora Rice, Luke Gessler, Alexis
Palmer, and Katharina von der Wense. 2025. From
Priest to Doctor: Domain Adaptation for Low-
Resource Neural Machine Translation. In Proceed-
ings of the 31st International Conference on Compu-
tational Linguistics, pages 7087-7098, Abu Dhabi,
UAE. Association for Computational Linguistics.

Raphaél Merx, Aso Mahmudi, Katrina Langford,
Leo Alberto de Araujo, and Ekaterina Vylomova.
2024. Low-Resource Machine Translation through
Retrieval-Augmented LLM Prompting: A Study on
the Mambai Language. In Proceedings of the 2nd
Workshop on Resources and Technologies for Indige-
nous, Endangered and Lesser-resourced Languages
in Eurasia (EURALI) at LREC-COLING 2024, pages
1-11, Torino, Italia. ELRA and ICCL.

Yasmin Moslem, Rejwanul Haque, John D. Kelleher,
and Andy Way. 2023a. Adaptive Machine Transla-
tion with Large Language Models. In Proceedings
of the 24th Annual Conference of the European As-
sociation for Machine Translation, pages 227-237,
Tampere, Finland. European Association for Machine
Translation.

Yasmin Moslem, Gianfranco Romani, Mahdi Molaei,
John D. Kelleher, Rejwanul Haque, and Andy Way.
2023b. Domain Terminology Integration into Ma-
chine Translation: Leveraging Large Language Mod-
els. In Proceedings of the Eighth Conference on
Machine Translation, pages 902-911, Singapore. As-
sociation for Computational Linguistics.

Wilhelmina Nekoto, Vukosi Marivate, Tshinondiwa
Matsila, Timi Fasubaa, Taiwo Fagbohungbe,
Solomon Oluwole Akinola, Shamsuddeen Muham-
mad, Salomon Kabongo Kabenamualu, Salomey
Osei, Freshia Sackey, Rubungo Andre Niyongabo,
Ricky Macharm, Perez Ogayo, Orevaoghene Ahia,
Musie Meressa Berhe, Mofetoluwa Adeyemi,
Masabata Mokgesi-Selinga, Lawrence Okegbemi,

Laura Martinus, Kolawole Tajudeen, Kevin Degila,
Kelechi Ogueji, Kathleen Siminyu, Julia Kreutzer,
Jason Webster, Jamiil Toure Ali, Jade Abbott,
Iroro Orife, Ignatius Ezeani, Idris Abdulkadir Dan-
gana, Herman Kamper, Hady Elsahar, Goodness
Duru, Ghollah Kioko, Murhabazi Espoir, Elan van
Biljon, Daniel Whitenack, Christopher Onyefuluchi,
Chris Chinenye Emezue, Bonaventure F. P. Dossou,
Blessing Sibanda, Blessing Bassey, Ayodele Olabiyi,
Arshath Ramkilowan, Alp Oktem, Adewale Akin-
faderin, and Abdallah Bashir. 2020. Participatory re-
search for low-resourced machine translation: A case
study in African languages. In Findings of the Asso-
ciation for Computational Linguistics: EMNLP 2020,
pages 2144-2160, Online. Association for Computa-
tional Linguistics.

Jan Niehues. 2021. Continuous learning in neural ma-
chine translation using bilingual dictionaries. In Pro-
ceedings of the 16th Conference of the European
Chapter of the Association for Computational Lin-
guistics: Main Volume, pages 830-840, Online. As-
sociation for Computational Linguistics.

Vikas Raunak, Arul Menezes, and Marcin Junczys-
Dowmunt. 2021. The curious case of hallucinations
in neural machine translation. In Proceedings of
the 2021 Conference of the North American Chap-
ter of the Association for Computational Linguistics:
Human Language Technologies, pages 1172-1183,
Online. Association for Computational Linguistics.

Vikas Raunak, Amr Sharaf, Yiren Wang, Hany
Awadalla, and Arul Menezes. 2023. Leveraging GPT-
4 for Automatic Translation Post-Editing. In Find-
ings of the Association for Computational Linguis-
tics: EMNLP 2023, pages 12009-12024, Singapore.
Association for Computational Linguistics.

Machel Reid and Mikel Artetxe. 2022. PARADISE:
Exploiting parallel data for multilingual sequence-
to-sequence pretraining. In Proceedings of the 2022
Conference of the North American Chapter of the
Association for Computational Linguistics: Human
Language Technologies, pages 800-810, Seattle,
United States. Association for Computational Lin-
guistics.

Nathaniel Robinson, Perez Ogayo, David R. Mortensen,
and Graham Neubig. 2023. ChatGPT MT: Competi-
tive for high- (but not low-) resource languages. In
Proceedings of the Eighth Conference on Machine
Translation, pages 392-418, Singapore. Association
for Computational Linguistics.

Danielle Saunders. 2022. Domain Adaptation and
Multi-Domain Adaptation for Neural Machine Trans-
lation: A Survey. Journal of Artificial Intelligence
Research, 75:351-424.

Randy Scansani and Loic Dugast. 2021. Glossary func-
tionality in commercial machine translation: does
it help? a first step to identify best practices for a
language service provider. In Proceedings of Ma-
chine Translation Summit XVIII: Users and Providers

137


https://doi.org/10.18653/v1/2022.findings-naacl.17
https://doi.org/10.18653/v1/2022.findings-naacl.17
https://doi.org/10.48550/arXiv.2503.10351
https://doi.org/10.48550/arXiv.2503.10351
https://aclanthology.org/2025.coling-main.374/
https://aclanthology.org/2025.coling-main.374/
https://aclanthology.org/2025.coling-main.374/
https://aclanthology.org/2025.coling-main.472/
https://aclanthology.org/2025.coling-main.472/
https://aclanthology.org/2025.coling-main.472/
https://aclanthology.org/2024.eurali-1.1
https://aclanthology.org/2024.eurali-1.1
https://aclanthology.org/2024.eurali-1.1
https://aclanthology.org/2023.eamt-1.22/
https://aclanthology.org/2023.eamt-1.22/
https://doi.org/10.18653/v1/2023.wmt-1.82
https://doi.org/10.18653/v1/2023.wmt-1.82
https://doi.org/10.18653/v1/2023.wmt-1.82
https://doi.org/10.18653/v1/2020.findings-emnlp.195
https://doi.org/10.18653/v1/2020.findings-emnlp.195
https://doi.org/10.18653/v1/2020.findings-emnlp.195
https://doi.org/10.18653/v1/2021.eacl-main.70
https://doi.org/10.18653/v1/2021.eacl-main.70
https://doi.org/10.18653/v1/2021.naacl-main.92
https://doi.org/10.18653/v1/2021.naacl-main.92
https://doi.org/10.18653/v1/2023.findings-emnlp.804
https://doi.org/10.18653/v1/2023.findings-emnlp.804
https://doi.org/10.18653/v1/2022.naacl-main.58
https://doi.org/10.18653/v1/2022.naacl-main.58
https://doi.org/10.18653/v1/2022.naacl-main.58
https://doi.org/10.18653/v1/2023.wmt-1.40
https://doi.org/10.18653/v1/2023.wmt-1.40
https://doi.org/10.1613/jair.1.13566
https://doi.org/10.1613/jair.1.13566
https://doi.org/10.1613/jair.1.13566
https://aclanthology.org/2021.mtsummit-up.8/
https://aclanthology.org/2021.mtsummit-up.8/
https://aclanthology.org/2021.mtsummit-up.8/
https://aclanthology.org/2021.mtsummit-up.8/

Track, pages 78-88, Virtual. Association for Machine
Translation in the Americas.

Karolina Stefaniak. 2022. Machine Translation and Ter-
minology: The Experience of the European Com-
mission. In Proceedings of the New Trends in
Transaltion and Technology Conference — NeTTT
2022, Rhodes Island, Greece.

Jorg Tiedemann, Mikko Aulamo, Daria Bakshandaeva,
Michele Boggia, Stig-Arne Gronroos, Tommi Niem-
inen, Alessandro Raganato, Yves Scherrer, Raiil
Viazquez, and Sami Virpioja. 2024. Democratizing
neural machine translation with OPUS-MT. Lan-
guage Resources and Evaluation, 58(2):713-755.

Celia Uguet, Fred Bane, Mahmoud Aymo, Joao Tor-
res, Anna Zaretskaya, and Tania Blanch Mird
Blanch Miré. 2024. LLMs in post-translation work-
flows: Comparing performance in post-editing and
error analysis. In Proceedings of the 25th Annual
Conference of the European Association for Machine
Translation (Volume 1), pages 373-386, Sheffield,
UK. European Association for Machine Translation
(EAMT).

Heini Utunen, Thomas Staubitz, Richelle George,
Yu Ursula Zhao, Sebastian Serth, and Anna Tokar.
2023. Scale Up Multilingualism in Health Emer-
gency Learning: Developing an Automated Tran-
scription and Translation Tool. Studies in Health
Technology and Informatics, 302:408-412.

Viswanath Venkatesh, Michael G. Morris, Gordon B.
Davis, and Fred D. Davis. 2003. User Acceptance
of Information Technology: Toward a Unified View.
MIS Quarterly, 27(3):425-478. Publisher: Manage-
ment Information Systems Research Center, Univer-
sity of Minnesota.

Jason Wei, Xuezhi Wang, Dale Schuurmans, Maarten
Bosma, Brian Ichter, Fei Xia, Ed Chi, Quoc V. Le,
and Denny Zhou. 2022. Chain-of-Thought Prompt-
ing Elicits Reasoning in Large Language Models.
Advances in Neural Information Processing Systems,
35:24824-24837.

A Example Prompt for Post-editing

SYSTEM

You are an expert translator. I am going to give you
relevant glossary entries, and relevant past trans-
lations, where the first is the English source, the
second is a machine translation of the English to
Tetun, and the third is the Tetun reference transla-
tion. The sentences will be written

English: <sentence>

MT: <machine translated sentence>

Tetun: <translated sentence>.

After the example pairs, I am going to provide
another sentence in English and its machine trans-
lation, and I want you to translate it into Tetun.
Give only the translation, and no extra commen-
tary, formatting, or chattiness. Translate the text
from English to Tetun.

USER

<glossary entries>

no 0: check -> vt. kontrola.

no 1: burn -> n. keimadura (ahi-haan)
no 2: assessment -> n. avaliasaun.
</glossary entries>

<past translations>

English: Antibiotic prophylaxis for burns, wounds
and bites, and treatment

MT: Profilaxia antibiotiku ba kanek, feridu no
morde, no tratamentu

Tetun: Ba profilaxia antibiotiku kelmadura (ai-han),
kanek, tata, tohar (tohar nakloke), no tratamentu.

</past translations>

Text to translate:

English: Always check burn again a couple of
hours after first assessment, unless burn has been
dressed.

MT: Sempre kontrola tan kanek rua oras hafoin
avaliasaun dahuluk, 1la’6s kanek ne’ebé hetan trata-
mentu

Tetun:

ASSISTANT

Sempre kontrola fali keimadura (ahi-haan) iha oras
balun nia laran depois de avaliasaun dahuluk, se
karik keimadura falun ona.
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B Usability and Usefulness Responses

Statement R1 R2
1. I think that I would like to use this system 5 5
frequently.

2. I found the system unnecessarily complex. 1 1
3. I thought the system was easy to use. 5 5
4. I think that I would need the supportofa 1 2
technical person to be able to use this system.

5. I'found the various functions in this system 1 2
were well integrated.

6. I thought there was too much inconsistency 1 2
in this system.

7. I would imagine that most people would 5 3
learn to use this system very quickly.

8. I found the system very cumbersome to 1 2
use.

9. I felt very confident using the system. 5 4
10. I needed to learn a lot of things before I ~ 2 2

could get going with this system.

Table 3: Usability ratings (1-5 scale, 1 = strongly dis-

agree, 5 = strongly agree)

Statement R1 R2
1. Using this system improves the quality of 5 4
my translations.

2. Using this system increases my productiv- 5 4
ity when translating documents.

3. Using this system enhances my effective- 4 4
ness in maintaining terminology consistency.

4. Using this system makes it easier to trans- 4 5
late technical/specialized content.

5. The glossary and translation memory fea- 5 5
tures are useful for my translation work.

6. Overall, I find this system useful formy 5 5

translation tasks.

Table 4: Usefulness ratings (1-5 scale, 1 = strongly

disagree, 5 = strongly agree)

C Error Mode: Incorrect Glossary
Applications by the LLM

Through qualitative analysis, we find that LLM
post-editing can sometimes degrade MT accuracy,
in particular when LLMs blindly apply glossary
entries to the translation candidate. These errors

fall into several categories:

1. Glossary conflicts with the translation

memory: in our Bislama and Tetun setups,
we observe that glossaries, put together by
linguists, tend to rely more on native words,
while translation memories, put together by
professionals of the domains studied, tend to
rely more on borrowed terms. This conflicting
information given to the LLM can result in
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incorrect post-editing. It also demonstrates
the fluidity of low-resource languages, and
the usefulness of having translations that are
grounded in individual preferences.

. Glossary entry is not a correct translation

in the current context: Words often have
multiple meanings depending on context, but
glossaries typically provide only one or a
few translations per entry. For example, in
Bislama, the English word “touch® in “This
touches on a number of topics” was incor-
rectly post-edited from “tokbaot” (discuss/talk
about) to “tajem” (physically touch) because
the glossary contained the entry “touch —
tajem” without contextual information. The
LLM applied this glossary entry literally with-
out recognizing the figurative meaning in this
context, degrading translation quality. Simi-
lar issues occur with idioms and expressions
where literal translations from glossary entries
are inappropriate.

. Morphological adaptation failures: For mor-

phologically rich languages, the LLM needs
an awareness of inflectional patterns to cor-
rectly adapt glossary entries to their proper
grammatical form. Because glossaries often
only contain base forms (e.g. verbs in infini-
tive form), the LLM must apply appropriate
inflectional patterns to integrate the term cor-
rectly. This issue is particularly pronounced
in agglutinative languages like Rundi.
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Abstract

Large Language Models (LLMs) reasoning pro-
cesses are challenging to analyze due to their
complexity and the lack of organized visual-
ization tools. We present ReasonGraph, a
web-based platform for visualizing and ana-
lyzing LLM reasoning processes. It supports
both sequential and tree-based reasoning meth-
ods and extended inference outputs while in-
tegrating with major LLM providers and over
fifty state-of-the-art models. ReasonGraph in-
corporates an intuitive Ul with meta reasoning
method selection, configurable visualization pa-
rameters, and a modular framework that facili-
tates efficient extension. Our evaluation shows
high parsing reliability, efficient processing,
and excellent usability across various down-
stream applications. By providing a unified
visualization framework, ReasonGraph reduces
cognitive load in analyzing complex reasoning
paths, improves error identification in logical
processes, and enables more effective develop-
ment of LLM-based applications. The platform
is open-source, facilitating accessibility and re-
producibility in LLM reasoning analysis. !

1 Introduction

Reasoning capabilities have become a cornerstone
of Large Language Models (LLMs), yet analyz-
ing these complex processes remains a challenge
(Huang and Chang, 2023). While LLMs can gener-
ate detailed text reasoning output, the lack of pro-
cess visualization creates barriers to understanding,
evaluation, and improvement (Qiao et al., 2023).
This limitation carries three key implications: (1)
Cognitive Load: Without visual graph, users face
increased difficulty in parsing complex reasoning
paths, comparing alternative approaches, and iden-
tifying the distinctive characteristics of different
reasoning methods (Li et al., 2024, 2025); (2) Error
Identification: Logical fallacies, circular reasoning,
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and missing steps remain obscured in lengthy text

outputs, impeding effective identification and cor-

rection of reasoning flaws; and (3) Downstream

Applications: The absence of standardized visual-

ization frameworks restricts the development of log-

ical expression frameworks and productivity tools
that could improve and enrich LLM applications.

These challenges highlight the essential need for

unified visualization solutions that can illustrate di-

verse reasoning methodologies across the growing

ecosystem of LLM providers and models.

To solve these challenges, we present Reason-
Graph, a web-based platform for visualizing and
analyzing LLM reasoning processes. The platform
implements six mainstream sequential and tree-
based reasoning methods and integrates with ma-
jor LLM providers including Anthropic, OpenAl,
Google, Grok, and Together.Al, supporting over
50 state-of-the-art models. ReasonGraph provides
user-friendly UI design with intuitive components,
real-time visualization of reasoning methods and
extended outputs from reasoning models, meta rea-
soning method selection, and configurable param-
eter settings. The platform’s modular framework
enables easy integration of new reasoning methods,
models, and languages while maintaining consis-
tent visualization and analysis capabilities.

Our work makes three main contributions:

* Unified Visualization Platform: The first web-
based platform that enables real-time graphical
rendering and analysis of LLM reasoning pro-
cesses, facilitating comparative analysis across
different methods.

* Modular and Extensible Design: A flexi-
ble framework with modular components for
easy reasoning methods and model integrations
through standardized APIs.

¢ Multi-domain Applications: An open-source
platform that bridges academia, education, and
development needs, facilitating accessibility and
reproducibility in LLM reasoning analysis.
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The paper is organized as follows: Section 2
reviews related work in LLM reasoning methods
and visualization approaches. We then detail our
UI design principles and layout organization in
Section 3, followed by a presentation of our visual-
ization methodology for tree-based and sequential
reasoning methods, and extended inference outputs
in Section 4. Section 5 elaborates the platform’s
modular framework and implementation details,
while Section 6 demonstrates the platform’s ver-
satility through various applications in academia,
education, and development. After evaluating the
platform from six aspects in Section 7, we conclude
in Section 8 with a discussion of future directions.

2 Related Work

LLM reasoning methods can be categorized into
sequential reasoning and tree-based search ap-
proaches. Sequential reasoning, pioneered by
Chain-of-Thought prompting (Wei et al., 2022),
demonstrates step-by-step problem decomposition
and has been improved through multiple vari-
ants: Self-consistency (Wang et al., 2023) employs
majority voting across multiple reasoning chains,
Least-to-Most (Zhou et al., 2023) decomposes com-
plex problems into ordered sub-questions, and
Self-refine (Madaan et al., 2023) implements it-
erative reasoning refinement. Complementarily,
tree-based approaches offer broader solution space
exploration: Tree-of-Thoughts (Yao et al., 2023)
enables state-based branching for parallel path ex-
ploration, while Beam Search reasoning (Freitag
and Al-Onaizan, 2017) comprehensively evaluates
solution paths based on scoring mechanisms, en-
abling efficient exploration of the reasoning space
while maintaining solution diversity.
Visualization approaches for LLLM reasoning
processes have developed along two main direc-
tions: model behavior analysis and reasoning pro-
cess illustration. In model behavior analysis, tools
such as BertViz (Vig, 2019) and Transformers In-
terpret (Pierse, 2023), while providing detailed vi-
sualizations of attention mechanisms and internal
states, are limited to low-level model behaviors
without showing higher-level reasoning character-
istics. For reasoning process illustration, frame-
works such as LangGraph (LangChain.Al, 2025b)
in LangChain (LangChain.Al, 2025a) offer only ba-
sic flow visualization for LLMs without supporting
diverse reasoning methodologies, while general-
purpose tools such as Graphviz (GraPHP, 2023)
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and Mermaid (Mermaid.js, 2025), though flexible
in graph creation, lack adaptions for LLM reason-
ing analysis. ReasonGraph introduced in this paper
addresses these limitations by providing an open-
source platform that supports multiple reasoning
methods and various models, offers real-time vi-
sualization updates, and enables comprehensive
analysis of reasoning processes.

3 UI Design

The UI of ReasonGraph shown in Figure 1 em-
ploys a two-column layout with a prominent header
section for reasoning process visualization. The
header section contains a central query input field,
a reasoning method dropdown menu for manual
method selection (e.g., Chain-of-Thoughts), and
three buttons: "Meta Reasoning" for meta reason-
ing method selection by the model, "Start Reason-
ing" for using the currently selected method, and
"Long Reasoning"” for visualizing extended infer-
ence outputs from reasoning models. The main Ul
consists of two panels: the left panel combines Rea-
soning Settings for API configuration and model
selection with Raw Model Output that displays the
model’s original text response, while the right panel
pairs Visualization Settings for diagram parameters
with Visualization Results that renders a graph il-
lustration of the reasoning process, complete with
zoom, reset, and export.

The UI design includes four fundamental prod-
uct design principles: (1) Functional complete-
ness: incorporating comprehensive model options,
reasoning methods, and parameter settings to sup-
port diverse analytical needs; (2) Organized layout:
maintaining a clear visual organization with the
query input prominently positioned in the header,
followed by parallel columns for text and graph
outputs; (3) Universal usability: offering both man-
ual method selection and model-recommended ap-
proaches to accommodate users’ decision-making
preferences; (4) Visual aesthetics: utilizing an ele-
gant header background and alternating gray-white
sections to create an organized appearance while
preserving functional clarity (Li and Cole, 2025).

4 Reasoning Visualization

Figure 2 illustrates the contrast between traditional
text output and our organized visualization for a
tree-based search method, beam search. In its
visualization, each node denotes a reasoning step
with a designated score, and each level maintains a
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Figure 1: The ReasonGraph UI with a query input header and dual-panel layout.

consistent branching width, allowing for compre-
hensive exploration of solution spaces. The cumu-
lative path scores guide the final solution selection,
with the optimal path determined by the highest
total score across all levels. While this method
shares similarities with Tree-of-Thoughts visual-
ization, the latter differs in its variable branching
number and focus on state-space exploration rather
than score-based progression. The visualization
approach demonstrates clear advantages over raw
text output: it provides immediate layout compre-
hension, enables quick identification of decision
points, and facilitates direct comparison of alterna-
tive reasoning paths. The graphical illustration also
makes the scoring mechanism and path selection
process more clear, allowing users to trace the de-
velopment of reasoning and understand the basis
for the final solution.

Sequential reasoning processes are visualized
through directed graph layouts, as demonstrated in
Figure 3. The visualization illuminates the step-
by-step progression of different reasoning meth-
ods: Chain-of-Thoughts (top-left) displays a lin-
ear sequence of deductive steps leading to a final
solution; Self-refine (top-center) shows the ini-
tial attempt followed by iterative improvements
with refinement steps; Least-to-Most (top-right)
demonstrates problem decomposition into simpler

sub-questions with progressive solution building;
and Self-consistency (bottom-left) illustrates mul-
tiple parallel reasoning paths converging to a final
answer through majority voting. Each method’s
unique characteristics are exhibited through distinct
visual layouts: linear chains for Chain-of-Thoughts,
refinement loops for self-refine, leveled decompo-
sition for Least-to-Most, and converging paths for
self-consistency reasoning.

Extended inference visualization (Figure 5)
integrates linear and tree-based formats to display
both thinking processes and results from reasoning
models. To address extensive model outputs, each
node follows a "Step Name: Content Description”
format that summarizes content, enabling rapid
comprehension of model thinking without full text
review.

5 Framework

ReasonGraph employs a modular framework
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