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Preface

Welcome to FinNLP, a forum dedicated to fostering international collaboration and
knowledge sharing in applying NLP to the dynamic domain of FinTech. We are especially
delighted that the 10th edition of FInNLP coincides with the launch of the ACL Special
Interest Group on Economic and Financial Natural Language Processing (SIG-FinTech).
With SIG-FinTech, we aim to establish a sustainable presence for this research area within
the ACL community. The mission of SIG-FinTech goes beyond advancing NLP research
in finance and economics. We also seek to bring together experts from diverse fields to
propose important research directions and exchange insights. Each year, we invite speakers
from various disciplines to share their perspectives. This year, in addition to distinguished
industry experts—Dr. Shi-Xiong (Austin) Zhang and Dr. Sambit Sahu from Capital One—
we are honored to host Prof. Saeed Abdullah (Penn State), an expert in Human—Computer
Interaction (HCI), and Prof. Andrea Rocci (Universita della Svizzera italiana), a linguist,
who will share their perspectives on financial information and applications from different
disciplinary angles. Another highlight of FinNLP-2025 is the FinEval initiative, where we
discuss methods for evaluating generated reports. A central challenge remains how to
assess text quality in terms of its usefulness for user decision-making—a task that is still
difficult to standardize. We hope that, starting with the 10th FinNLP, this conversation will

pave the way toward more robust evaluation frameworks in the era of generative Al.

We are indebted to all the program committee members who dedicated significant time and
expertise to provide insightful feedback on submissions and guide the selection process for
FinNLP-2025. This year, we received 31 submissions to the main track and accepted 17.
The accepted papers cover a broad spectrum of topics, including financial language
modeling, evaluation frameworks, document auditing, sentiment analysis, fraud detection,
and relation extraction. They also highlight advances in retrieval-augmented generation
(RAG), multimodal analysis of charts and tables, and responsible Al practices in finance
and law. We look forward to the stimulating discussions at this year’s FinNLP and hope

you enjoy the workshop.

Chung-Chi Chen, Genta Indra Winata, Stephen Rawls, Anirban Das, Hsin-Hsi Chen,
Hiroya Takamura
FinNLP-2025 Organizers
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Abstract

Effective relation extraction (RE) from unstruc-
tured text is critical, especially when the target
relations are unknown. In this case, we can
leverage Large Language Models (LLMs) to
perform this task. In this paper, we present
an LLM as a guide approach for identifying
economic relations. This novel methodology,
based on sentence clustering and an LLM, is
used to identify previously unknown economic
relations in French administrative documents.
It addresses the challenge of extracting action-
able knowledge without predefined relation la-
bels. We evaluate our approach on French and
English RE datasets, demonstrating high preci-
sion and recall in detecting previously unknown
relations. Our results suggest that clustering
and LLM-based methods can effectively dis-
cover and categorize economic relations, with
potential applications to private corpora.

1 Introduction

Effective information extraction poses a significant
challenge when the target information is undefined.
Identifying the relevance of the information to be
extracted is a critical step, particularly in the case
of analyzing market dynamics and organizational
decisions in the economic domain. As a subfield of
the economic domain, the administrative domain
is interested in the textual productions of various
public organizations in order to analyze the behav-
ior of economic actors from the administration’s
perspective.

On the one hand, Open Relation Extraction
(ORE) aims to transform unstructured text into
structured and actionable knowledge by using an
unsupervised mechanism to extract predefined re-
lations as presented by Shukla et al. (2025). Ac-
cording to Jiang et al. (2024), traditional RE and
ORE methods mainly focus on predefined patterns
that refer to a predefined set of relations and enti-
ties given during the training step. ORE primarily

1

rely on two datasets from traditional RE: TACRED
(Zhang et al., 2017) and Fewrel (Han et al., 2018).
These datasets were created from English data from
news wires and web text, and the relations present
in these datasets are clearly defined. However, to
the best of our knowledge, few studies address
the problem of identifying unknown relations, and
even fewer propose a methodology for exploring a
corpus specifically dedicated to this task. Indeed,
extracting relations is even more challenging when
the target information to be extracted is undefined.

On the other hand, Semantic Typing (ST) at-
tempts to assign tokens or relevant text spans to
semantic categories such as relation types, entity
types, or event types within a given context (Huang
et al., 2022). This task may correspond to the
first stage of the RE process. We aim to apply
this approach to the administrative domain by con-
structing a relational schema of the interactions
between public administrations and their environ-
ment, based on their textual production, to support
economic analysis.

In this work, we propose a methodology inspired
by Wrzalik et al. (2024) to identify unknown eco-
nomic relations, in French documents produced by
a public administration. Our contributions can be
summarized as follows:

* An approach based on sentence clustering and
an LLM guiding experts in the process of iden-
tifying unknown relations;

* An evaluation of our methodology on two RE
datasets (one in French and one in English) to
assess its ability to capture general relations.

e The data and associated relations from our
administrative corpus’.

! Github repository
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2 Related Work
2.1 Open Relation Extraction

Information Extraction (IE) extracts structured re-
lationships in the format < argl; rel; arg2 >
using semantic or syntactic cues to classify se-
quences (Niklaus et al., 2018). ORE extends this
definition to identify new relations from unlabeled
open-domain corpora (Wang et al., 2024). While
these methods provide a basis, they struggle to cap-
ture global context.

Clustering-based approaches (Wang et al., 2022;
Li et al., 2022; Zhou et al., 2023) are another
method for addressing RE by grouping relations
into types through Masked Language Modeling or
feature extraction. However, these are sensitive to
data quality, dataset size, and relation distribution,
making them reliant on the training data, especially
for sharp topics.

Generative Relation Extraction (GRE) is an
LLM-based approach that comprehends input text
and identifies relations in a zero-shot setting, with-
out relying on predefined patterns (Jiang et al.,
2024). LLMs in zero-shot and few-shot setups have
been shown to perform GRE without fine-tuning
(Wadhwa et al., 2023; Li et al., 2023) and have
been used to extract economic relations (Ettaleb
et al., 2025). However, GRE methods still rely
on a predefined set of relations and entities, some-
what similar to traditional RE. Wrzalik et al. (2024)
uses a methodology based on statement retrieval
and LLM to extract text passages about compa-
nies emmisions goals. Inspired by this approach,
we propose an approach to discovering unknown
relations in a zero-shot setup without predefined
relation definition.

2.2 Semantic Typing

Although relation classification aims at categoriz-
ing defined relations, it remains a close task to
semantic typing, a task focusing on identifying un-
known relations according to Thomas et al. (2024).
Recent works rely on the typing technique to dis-
cover unknown relations, using entity types as a
preliminary stage to relation identification on TA-
CRED and French press documents (Lyu and Chen,
2021; Mallart et al., 2021).

3 Datasets

To identify unknown relations between economic
actors in a given area and conduct an economic
analysis, we use French administrative documents.

Potin et al. (2023) and Sebbag et al. (2025) de-
scribed the textual production of public adminis-
trations as a great playground to harvest economic
information. They also described these documents
as challenging for NLP tasks due to their lack of
structure and the potential amount of noise. In this
section, we present the three datasets considered.

3.1 Administrative Data

In public administrations, decision documents sum-
marizing actions and debates by authorities are
particularly valuable. Discussions with domain ex-
perts confirmed that those documents contain key
economic relations, offering insights for market
understanding.

Following expert recommendations, we selected
the French city of Lambesc to initiate our rela-
tion typing study. To ensure consistency, we fo-
cused on decisions from 2024, a year with an un-
changed administrative team. The resulting corpus
includes 830 unique sentences and 2,460 named
entities (ORG, LOC, PER, in that order; see Ap-
pendix A.1). We used internal tools to scrape pub-
licly available documents from Lambesc’s website,
extracting only sentences to simplify this initial
exploratory analysis.

Example of extracted sentence translated to
English : The Town Hall of Lambesc informs the as-
sembly that the commune has applied to the SAFER
for the acquisition of the plot of land cadastral sec-
tion AT n°84 located in Bonrecueil Nord.

3.2 Other Relation Extraction Datasets

To evaluate our methodology, we also chose two an-
notated datasets: one close to our domain, contain-
ing French economic relations (BizRel?), and one
containing general English relations (FewRel?).

Bizrel (Khaldi et al., 2022) is a multilingual
dataset focusing on Business Relation extraction
between organizations. It contains 2 007 sentences
in French and six relations including 5 economic re-
lations (details in Appendix A.2). Only the French
part of the dataset was used in our experiment. To
the best of our knowledge, Bizrel is the open source
dataset that most closely matches our use case in
the context of extracting economic relations.

FewRel (Han et al., 2018), is an English Rela-
tion Extraction dataset consisting of 100 general
“https://github.com/Geotrend-research/business-relation-

dataset
3https://github.com/thunlp/FewRel
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Figure 1: Our two-step pipeline for relation identification, with text selection and LLM-based relation generation.

domain relations from Wikipedia data. We created
a random snapshot of 1611 sentences, from the
validation set. This snapshot contains 16 relations
described in Appendix A.3. The entity types in
this dataset match ours, making it an appropriate
resource for evaluating our setup on English data.

4 Relation Exploration Pipeline

In this section, we describe the two steps of our
relation identification pipeline, on administrative
documents, as shown in Figure 1.

4.1 Step One: Text Pipeline Selection

To identify unknown relations, we go through a
phase of selecting sentences that might contain a
relation.

The first sub-step consists of segmenting the
texts into sentences, based on the hypothesis that
sentence-level relations may be more explicit, mak-
ing automatic relation identification easier. For
this text segmentation, we use Langchain* module
tiktoken, as well as Spacy Sentencizer’ with the
fr_core_news_sm model.

In a second sub-step, we detect named entities
using a CamemBERTaV2 language model (Antoun
etal., 2024), fine-tuned on Adminset-NER (Sebbag
et al., 2025), an annotated NER dataset consisting
exclusively of French administrative documents.
This allows us to filter sentences to retain only
those that contain at least two named entities

The last sub-step is to use an LLM for a binary
task of detecting whether or no a relation is present
within the sentence. GPT-40 (OpenAl et al., 2024)
was chosen for this task because of its ability to
highlight potential relations, as suggested by Ding
et al. (2024).

*https://python.langchain.com
Shttps://spacy.io/api/sentencizer

4.2 Step Two: LLM-as-a-Guide Approach

Our method proposes an approach based on using
an LLM as a guide to identify unknown relations
in sentences, after regrouping them into clusters.

For the first sub-step, we created clusters using
entity pair templates which could contain a rela-
tion.For example, a single cluster will contain all
sentences that have both an ORG entity and a LOC
entity. We also evaluate this clustering method to a
random selection of sentences.

In the next sub-step, we prompted the LLM with
a temperature of 0.001 to identify the relation types
that are repeated in the sentences of each given
cluster, providing the associated texts and entities.
(See Appendices A.4 and A.5 for the prompts in
French and English).

In the final step, three experts collaboratively
evaluated the relations proposed by the LLMs.
They serve as Product Owners or Product Managers
at a company specialized in information delivery
for public procurement applications. Reaching con-
sensus on whether each relation was valid, invalid,
or overlapping with a previously identified one was
required for validation.

S Experiments and Results

In this section, we present the experimental setup
and the results on the different datasets considered.

Table 1 and 2 present the results, in terms of
precision (P) recall (R or R’) and f1-score (F1) on
relation types.

5.1 Relation Identification on Administrative
Data

For our first experiment, we applied entity pair
clustering to administrative data (Admin Entity),
generating five clusters based on predefined tem-
plates. We compared this to random sentence se-
lection (Admin Random), which formed four clus-
ters while maintaining a balanced ratio of repeated
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Models Admin Random Admin Entity
P R’ P R’

GPT-40 88,88% 57.14% 85,71%  85.71%
GPT-4.1 91,67% 78.57% 87,50% 100.00%
Llama 3.1 70B  80,00% 28.57% 55,56% 71.43%
Mixtral 8#22B  66,67% 28.57% 60,00%  64.29%
Llama3.18B  40.00% 28.57% 36,84%  50,00%
Mixtral 7B 42.86% 2143% 5455%  42,86%

Table 1: Precision and an alternative version of Recall
results for relation identification on administrative data,
on two methods used to create sentence clusters.

relations. Since relations between entities are not
known in advance, precision (P) is calculated based
on those judged relevant by domain experts. To ad-
dress the lack of annotated ground truth, we intro-
duce an alternative recall metric (R’), based on the
maximum number of relations, 14 in total, gener-
ated by GPT-4.1 and validated by domain experts.

Admin Random As shown in Table 1, GPT mod-
els exhibits strong zero-shot performance, with
GPT-4.1 achieving 91.66% precision but a recall
of 78,57% identifying 11 relations. Only one false
positive was noted, where a legal reminder was mis-
classified as a relation. Llama 3.1 70B and Mixtral
8x22B each produced only four relations, mostly
generic, less than half of GPT-4.1’s output, with
two false positives for Mixtral 8x22B. Llama 3.1
8B also produced four relations, but created seven
false positives, most of which corresponded to in-
accurate labels regarding the provided examples.
Mistral 7B obtained the lowest results with only
generic labels. Only three of the labels were iden-
tified correctly, while four were identified as false
positives, which explains the low recall.

Admin Entity In this setup, GPT models keep
their advance on relation identification. While pre-
cision exhibits a slight decrease with a score of
87.45%, recall presents a perfect score, generat-
ing the most true relations on topics like project
financing, land transfer/acquisition, and city plan-
ning (see Appendix A.7), with only 2 identified as
false positives. Llama 3.1 70B and Mixtral 8x22B
kept struggling in this setup, generating general
relations with a high proportion of false positives;
however, the models improved the quality of the
labels generated, even though some of them were
too generic. The smaller models improved their
average performance in terms of recall, but Llama
3.1 8B over generated twelve false labels while
Mistral 7B generated a significant number of du-

plicate relations.According to domain experts, the
relations generated in this setup were generally
finer than before and encapsulated more precise
semantic concepts by using entity pairs to create
clusters.

In conclusion, experts most appreciated GPT’s
ability to identify a wide range of relations and
generate clear, meaningful labels, which reflect in
our version of the recall score.

5.2 Relation Identification on Annotated

Datasets

Datasets Models P R F1

Bizrel GPT-40 83,33% 83,33% 83,33%
GPT-4.1 83,33% 83,33% 83,33%
Llama 3.1 70B  66,67% 66,67% 66,67%
Mixtral 8%22B  50,00% 66,67% 57,14%
Llama 3.1 8B  100,00% 66,67% 80,00%
Mistral 7B 60,00%  50,00% 54,55%

Fewrel GPT-40 82,35% 87,50% 84,85%
GPT-4.1 81,25% 81,25% 81.25%
Llama 3.1 70B  57,14% 25,00% 34,78%
Mixtral 8%22B  64,29%  52,94% 58,06%
Llama 3.1 8B  26,32%  31,25% 28,57%
Mistral 7B 50,00% 18,75% 27,27%

Table 2: Results for relation identification on annotated
datasets.

As shown in Table 2, experiments on BizRel and
FewRel used random sentence selection to form
four clusters. Entity pair clustering was not appli-
cable, as BizRel contains only ORG entities and
FewRel does not provide entity labels in its vali-
dation set. Since both datasets contain annotated
relations, we evaluated our protocol using standard
metrics precision (P), recall (R), and F1-score (F1).

Results on BizRel This dataset includes six re-
lation types, one of which is Other. GPT models
achieved an F1 score of 83.33%, correctly identify-
ing all five economic relations. However, they in-
troduced a non-existent type, Ranking comparison,
and failed to capture the Other category. In con-
trast, Llama 3.1 70B and Mixtral 8x22B struggled
to identify accurate relations, often misinterpret-
ing the context. Interestingly, the smaller models
outperformed their larger counterparts in terms of
precision during this experiment. Llama 3.1 8B
benefited from this advantage, achieving a higher
F1 score by producing only one false positive. Con-
versely, Mistral 7B underperformed in terms of F1
score, generating three positive relations and two
false positives.



Results on FewRel The FewRel validation snap-
shot includes 16 relation types. GPT models again
achieved the best performance, with GPT-40 reach-
ing an F1 score of 84.85%, correctly identifying
13 out of 16 relations. However, GPT’s models
consistently struggled with certain types, such as
mother, main subject, and voice type. Llama 3.1
70B predicted only seven relations, four of which
were correct, resulting in a low recall. Mixtral
8x22B demonstrated a stronger ability to identify
relevant relations but frequently produced incorrect
labels, reflecting difficulties in capturing contextual
nuances. Notably, its outputs included unusually
accurate label generation, which could indicate po-
tential data contamination given the model’s over-
all performance across our experiments. However,
this remains a hypothesis requiring further investi-
gation. Of the smaller models, Llama 3.1 8B gen-
erated five correct relations but produced fourteen
false positives, suggesting that it was overwhelmed
by the number of relations to identify. Mistral 7B
obtained the lowest F1 score, producing only three
true positives and duplicating labels across clusters.

GPT models demonstrated strong overall per-
formance across both evaluation datasets but also
exhibited consistent weaknesses in recognizing spe-
cific relation types. These results suggest potential
biases toward certain subjects or difficulty detect-
ing relations that differ greatly from the training
data.

6 Conclusion

In this work, we propose an approach based on
sentence clustering and an LLM guiding experts
in the process of identifying unknown relations in
the French administrative domain. We also evalu-
ated our methodology on two annotated datasets for
relation extraction in French and English. The vali-
dation by industry experts highlights its potential
for economic analysis. Furthermore, this method
could be applied to private company corpora, as
they share similar unstructured frameworks and
domain-specific terms. Our experiments mark a
first step towards extracting complex relations from
administrative documents, with plans to extend it to
complex paragraphs and implicit information. Ul-
timately, we aim to create an annotated corpus for
relation extraction, and we hope that our methods
will inspire future work in relation identification
and information retrieval.

Limitations

It seems important to us to discuss some of the
limitations of our experiments:

* Given that FewRel is an open domain dataset
obtained from the web, we are concerned
about potential data contamination during
LLMs training process, which could affect
its performance in our experiment. Although
we did not evaluate the model directly on the
RE task, but rather on its ability to generate
relation labels, it is still possible to use its pre-
existing knowledge base, including this data,
to produce more accurate results.

* To effectively evaluate LLMs on our adminis-
trative data, we chose to calculate recall based
on the maximum number of correct relations
generated by GPT-4.1, given that the data are
not yet annotated at this stage of the project.
This approach introduces a bias in favor of
GPT models, which can hinder independent
verification. Three domain experts evaluated
the relations, and we consider their expertise
sufficient to assess the relevance of each rela-
tion and base an evaluation score on it.

* Our approach relies on proprietary models,
raising concerns about dependency on private
companies. Furthermore, these models only
partially reveal their inner workings, which
restricts our ability to analyze their outputs.

Ethical Concerns

All datasets used in this study, BizRel and FewRel,
are publicly available. The French administrative
data from the Lambesc website are available under
a Creative Commons license under the Attribution-
NonCommercial 4.0 International License. This
transparency minimizes ethical concerns regarding
data acquisition and usage.

In addition, the interpretability and transparency
of LLM’s decision-making processes are essential.
Recognizing the limitations and biases of LLMs,
including occasional information inaccuracies, we
emphasize the importance of reliability in our evalu-
ation methodology. Furthermore, the integration of
LLMs-as-a-guide impacts traditional human roles,
requiring careful consideration of the ethical im-
plications of labor displacement. Moreover, the
powerful capabilities of LLMs underscore the need
for responsible use and measures to prevent misuse,



aligning our research with high ethical standards
and societal well-being. We carefully reviewed and
ensured that the data we used to input each LLM
did not contain any offensive information.

The total cost of our experiments is estimated
to be 48.86%, according to OpenAl’s billing his-
tory regarding the usage of GPT models. The total
environmental cost, according to the Jean Zay su-
percomputer documentation is equivalent to 58.872
Wh or 3.07 kg CO2eq based on the carbon intensity
of the energy grid mention by BLOOM environ-
mental cost study also made on Jean Zay (Luccioni
etal., 2022).
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A Appendix

A.1 Detailed statistics on our administrative corpus

Sentences Entities
ORG LOC PER

Admin Data 830 1325 738 397

A.2 BizRel relations

Table 3: Statistics of the administrative dataset.

Labels

Details

Investment

An organisation is a subsidiary of another organisation,
or an organisation holds (all or part) of the shares
of another organisation.

Competition

A competition/rivalry between two organisations providing
the same goods or services, or wanting to access the same
relatively small market.

Cooperation

A contractual cooperation between two organisations,
or when two organisation work together on the same project.

Legal Proceedings

One organisation launches a legal proceedings
against another organisation.

Sale-Purchase

One organisation is a client of another,
or supplies it with goods or services.

Others

If none of the previously described relations are expressed
between the tagged entity pair, or if other types of relations

out of this list are expressed, the relation should be OTHERS.

Table 4: Details on the relations in the BizRel dataset.




A.3 FewRel relations

Labels

Details

Crosses

Obstacle (body of water, road, etc) which this bridge
crosses over or this tunnel goes under

Original language of film
or TV show

Language in which a film or a performance work
was originally created. Or language of work or name.

Competition class

Official classification by a regulating body
under which the subject (events, teams, participants,
or equipment) qualifies for inclusion.

Part of Object of which the subject is a part.

Sport Sport in which the subject participates or belongs to.
. The area of the celestial sphere of which the subject

Constellation

is a part.

Position played on team/speciality

Position or specialism of a player on a team.

Located in or next to body of water

Body of water on or next to which a place is located.

Person’s voice type. expected values: soprano,

Voice type mezzo-soprano, contralto, countertenor, tenor, baritone,
bass (and derivatives).
Immediately prior item in a series of which
Follows L
the subject is a part.
The subject has the object as their spouse
Spouse .
(husband, wife, partner, etc.).
. Mili k achi ,
Military rank i 1t.a.ry rank ac 1evec.1 by a person,
or military rank associated with a position.
Mother Female parent of the subject.
Member of Organization or club to which the subject belongs.
Child Subject has object as biological, foster, and/or adoptive child.

Main subject

Primary topic of a work.

Table 5: Details on the relations in the FewRel dataset.




A.4 [French version] Prompt used for explore relations into administrative documents with LLLMs

Tu es un assistant IA qui est chargé de faire de 1'extraction de relations
dans des batch de textes écrient par des administrations publique francaise.

Tu recois en entré plusieurs textes ayant été regroupé dans la méme catégorie
ainsi que les entités nommées présentent dans ces textes entre crochet,

tu dois déterminer si ces textes sont reliés par des relations similaires

en indiquant celle-ci et en regroupant les textes par type de relations.
Peux-tu regrouper ces textes par famille de relation

en indiquant la nature de la relation pour chaque groupe ?

Merci de donner des exemples uniquement issus du fichier en txt.

A.5 [English version] Prompt used for explore relations into administrative documents with LLLMs

You're an AI assistant tasked with extracting relationships from batches
of texts written by French public administrations.

You receive as input several texts that have been grouped together in the same category,
as well as the named entities present in these texts between brackets,

and you need to determine whether these texts are linked by similar relationships
by indicating the relationship and grouping the texts by relationship type.

Can you group these texts by relationship family,

indicating the nature of the relationship for each group?

Please give examples from the txt file only.

A.6 [French version] Prompt used for explore relations into BizRel with GPT-40

Tu es un assistant IA qui est chargé de faire de 1l'extraction de relations
dans des batch de textes issus du web francais.

Tu recois en entré plusieurs textes ayant été regroupé dans la méme catégorie
ainsi que les entités nommées présentent dans ces textes comprise entre

des balises [E11]1[E12] et [E21][E22], tu dois déterminer si ces textes

sont reliés par des relations similaire en indiquant celle-ci et en
regroupant les textes par type de relations.

Peux-tu regrouper ces textes par famille de relation en indiquant
la nature de la relation pour chaque groupe ?

Merci de donner des exemples uniquement issus du fichier en txt.
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A.7 Relations generated from our administrative corpus

decision about an organization

Labels Details Entity pairs
. . A public administration acquire land or real estate ORG - ORG
Land or infrastructure acquisition ..
from another organization or person. ORG - PER
Concern the grant for a financing asked
Subsidies and financing or proposed by the administration ORG - ORG
to another organization.
Participation in an event, membership,
Relations between or the desire to create a project with one
SLons ety ate a proy ORG - ORG
public institutions or more other administrations.
Inter-city sharing of administrative staff.
. . . Public service delegation to an
Delegation of public services . . £ ORG - ORG
exterior organization.
Management of environmental labels False positive, example didn’t match the category. None
. Mention of a relation between
Located in . .. LOC - LOC
two geographical entities
A public authority guarantees a loan
Loan guarantee for an organization to assist ORG - ORG
with its economic development.
. Awarding a public contract or signin
Public procurement and contracts gap act of SIgning ORG - ORG
a contract with an organisation.
Management of municipal Administrative organization, new public
.. . . . . . ORG - ORG
and administrative services services available to the community.
. An elected official could be part of an organization
Part of an organisation . . . pa & PER - ORG
implying one or multiple public structures.
. . Refurbishment and renovation of public buildings.
Public works and infrastructure . P & ORG - LOC
Work on roads and public spaces.
False positive relative to reminder of the law
.. e concerning administrative appeal procedures.
Administrative litigation & pp. P None
Or legal framework for amending agreements
and endorsements to municipal contracts.
Participation in community board votes:
Vote or political position on the community board | Taking a position for or against it, PER- PER
or taking no position.
.. . L. Elected officials functions or assignment of
Position or mandate held within an organization o ete & ORG - PER
temporary responsibilities.
. . . . Collaboration, discussion, or mention of individuals
Collaboration, Discussion, or Mention . .
. .. . in the context of a meeting, debate, PER - PER
in an Administrative Context .. . .
or administrative action.
.. . .. . An elected official is mention for give a
Administrative Decision or Action & PER - ORG

Table 6: Labels and details on the relations generated from administrative data, using sentence clustering by entity

pair.
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Abstract

Stock return prediction using Graph Neural
Networks (GNNs) is often hindered by flawed
graph structures. Existing models typically
rely on rigid, predefined static graphs based
on industry classifications or knowledge bases,
which fail to capture the nuanced and com-
plex business relationships between companies.
To address this limitation, we pioneer the use
of Large Language Models (LLMs) for zero-
shot extraction of stock relationship graphs. By
prompting an LLM, we extract its prior knowl-
edge to construct a multi-relational static graph
that captures fundamental corporate relation-
ships. This method eliminates the reliance on
simplistic, predefined industry classifications
or knowledge base. To our knowledge, this is
the first work to leverage zero-shot LLM graph
generation for financial modeling, providing a
more meaningful structural backbone for GNN-
based prediction tasks.

1 Introduction

Stock return prediction is a crucial technique for
profitable stock investment, and recent studies have
begun to incorporate stock relationships as addi-
tional information for forecasting. To explore such
information, graph neural networks (GNNs), a pow-
erful paradigm for modeling inter-stock dependen-
cies, are being applied. However, the predictive
power of GNNs is often constrained by inadequate
graph construction strategies. Current approaches
that use static graphs rely on predefined relation-
ships (e.g., industry sectors) that cannot capture
evolving business relationships. In reality, stocks
are not independent and can be influenced by com-
plex connections beyond simple sector groupings;
for instance, competitive or supply-chain relation-
ships create dependencies that predefined classi-
fications miss. These rigid graphs fail to capture
meaningful underlying relationships, limiting the
GNN’s potential.
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To address this significant gap in graph construc-
tion, we introduce a novel method for creating a
static relationship graph to serve as the market’s
"structural backbone". By prompting a Large Lan-
guage Model (LLM), we extract fundamental busi-
ness relationships that reflect stable, long-term in-
terconnections between companies, including but
not limited to sector connections, competitive rela-
tionships, and supply chain dependencies. Our ap-
proach moves beyond the traditional, structurally-
defined graphs used in prior research.

To sum up, our core contribution is that we pi-
oneer the use of LLMs for zero-shot extraction of
stock relationship graphs that capture multifaceted
business relationships and long-term structural in-
terconnections between companies, eliminating re-
liance on predefined industry classifications. To
the best of our knowledge, this is the first work
to prompt LLMs for this purpose in the financial
domain.

2 Related Work

Graph Neural Networks in Finance Patel et al.
(2024) identified the common pattern and segre-
gated this task into three different modules: Graph
Construction Module, Historical Information En-
coder and Relational Module. Early studies typi-
cally rely on predefined stock relationships, such as
industry-sector (Sawhney et al., 2021), consumer-
supplier (Chen and Robert, 2022), and sharehold-
ing patterns (Wang et al., 2023), etc. Some works
also construct static correlation graphs based on
historical stock price (Li et al., 2021; Yin et al.,
2021), though they are more widely used in build
dynamic graphs due to their fast-changing nature.
For instance, Cheng and Li (2021) infer the latent
stock relation from the sequential embedding at
each timestep. Since the static graphs and dynamic
graphs model the stock relationships from differ-
ent views, researchers has began to explore the
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combination of them. For example, Wang et al.
(2022) use a static graph which is predefined based
on domain knowledge and a latent dynamic graph
which is learned end-to-end. The output feature
vectors from the two separate graph convolutions
are summed together to create a single fused repre-
sentation.

LLMs in Finance Recent researches begin to ex-
plore the potential of using information extracted
by LLMs to construct and analyze knowledge
graphs in the financial sector. Notably, Trajanoska
et al. (2023) used LLMs to generate knowledge
graphs from ESG (Environmental, Social, and Gov-
ernance) reports, creating node-edge-node triples to
represent relationships between entities, including
companies. Similarly, Cheng et al. (2022) devel-
oped a Semantic-Entity Interaction Module with
LLMs and CREF to construct financial knowledge
graphs from brokerage reports, demonstrating the
potential of zero-shot techniques for relationship
extraction without manual rule-setting. However,
these works all rely on additional external tex-
tual information, while we aim to extract the prior
knowledge within the LLMs to build company re-
lationship graphs.

3 Methodology

3.1 Framework Overview

In our framework, we first employ an LLM to
perform zero-shot extraction of structured com-
pany relationship graphs without any textual in-
put or external data sources, thereby allowing
us to directly probe the LLM’s prior knowledge
about inter-company relationships. The extracted
graph encodes multiple types of relations, includ-
ing supply chain dependencies, competitive dy-
namics, and strategic partnerships, represented as
multi-relational edges. The initial node features
are constructed from historical stock price data.
To model the structural and semantic information
embedded in these graphs, we adopt two repre-
sentative graph neural network (GNN) architec-
tures: the Relational Graph Convolutional Network
(RGCN) (Schlichtkrull et al., 2017) and the Re-
lational Graph Attention Network (RGAT) (Bus-
bridge et al., 2019). The learned node represen-
tations are subsequently used for stock ranking
prediction. In summary, the framework enables
us to evaluate the efficacy of the LLM-extracted
relationship graphs by comparing their predictive
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performance against models trained on other pre-
defined relationship graphs.

3.2 LLM-prompted Static Graph
Construction Module

The foundation of our model is a static, multi-
relational graph, G g, designed to capture the mul-
tifaceted, long-term economic ties between com-
panies. These fundamental relationships, such as
supply chains and competitive positions, provide a
structural backbone that is less susceptible to the
daily noise of market news. Instead of relying on
manually curated databases, which can be incom-
plete or outdated, we introduce a novel methodol-
ogy to construct this graph by leveraging a Large
Language Model (LLM) as a zero-shot knowledge
extractor.

The first step is to systematically query the LLM
to identify relationships between every pair of com-
panies (s;, s;) in our stock universe .S. To ensure
the LLM provides structured and relevant output,
we employ carefully designed prompt engineering.

Based on the S&P Global Business Relation-
ship Dataset !, we define a comprehensive multi-
relational taxonomy, R, that covers key economic
interactions:  is_Customer_of, is_Supplier_of,
is_Distributor_of, is_Competitor_of, is_Peer_of,
is_Investor_of, is_Invested_by, is_Subsidiary_of,
is_Parent_of, is_Cross_owned_with, is_Joint-
Venture_partner_of, is_R&D_partner_of, is_Mar-
keting_partner_of, is_Strategic_partner_of, is_Li-
censor_of, is_Licensee_of, is_Franchisor_of, is_
Franchisee_of, is_Creditor_of, is_Borrower_of, is_
Acquirer _of, is_Target_of_acquisition, is_Merger_
partner_with, has_Interlocking_directors_with.

For each pair of companies, we use a structured
prompt that forces the LLM to classify their pri-
mary relationship into one of these predefined cate-
gories and to provide a confidence score. An exam-
ple prompt is shown in Figure 1.

However, LLM-generated graphs can be sparse
or noisy for certain relation types. To ensure
that each relational graph used by our model pos-
sesses a meaningful level of connectivity, we ap-
ply a connectivity-based pruning step. Specif-
ically, for each relation type r, we calculate the
total number of edges in its initial graph, given by
1AL [11 = >, ; ALd, 5]. If this edge count falls be-
low a predefined connectivity threshold x (set to

"https://www.marketplace.spglobal.com/en/datasets/business-
relationships-(5)



(
You are a financial analyst with expertise

in the US market. For each of the following
relationships, please help me find five
companies from the list of SP500
constituents which have that relationship
with the source company and sort them from
high to low by relevance. It's fine if you
can't find enough related companies. Please
make sure the relationship is existing and
real. The companies are represented by
ticker symbol.

~

Your response should be in the json format
without explanation: {{{Source company}:
{{Relation 1: [company 1,

company 2,...]}}}}.

{ticker}
{Relation 1,

Source company:
Relationships:

Relation 2,...}

Figure 1: The structured prompt used to query the LLM
for zero-shot relationship extraction between company
pairs.

200 in our experiments), we deem the relation type
too sparse to be reliable and discard it entirely.

This pruning step yields a final, refined set of
adjacency matrices { Ay }reR ;0> Where R pina C
R. Collectively, the set of nodes S and these fil-
tered adjacency matrices constitute our static multi-
relational graph, Gs = (S, {Ar}rery,,,, ) Which
serves as a stable and robust input to the dual-
component GNN encoder.

3.3 Graph Neural Networks

We employ two representative multi-relational
graph neural networks to model the extracted com-
pany relationship graphs: the Relational Graph
Convolutional Network (RGCN) (Schlichtkrull
et al., 2017) and the Relational Graph Attention
Network (RGAT) (Busbridge et al., 2019). RGCN
extends standard graph convolutions to multi-
relational settings by applying relation-specific
transformations with parameter-efficient basis de-
composition, enabling effective aggregation of
neighborhood information across different relation
types. RGAT, in contrast, incorporates relation-
aware attention mechanisms that adaptively weight
the influence of neighboring nodes, allowing the
model to focus on more informative relations. Both
architectures operate on initial node features de-
rived from historical price data, and their learned
representations are used for stock ranking predic-
tion.
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RGAT The Relational Graph Attention Net-
work (RGAT) (Busbridge et al., 2019) general-
izes the conventional graph attention mechanism
(Velickovié et al., 2018) to accommodate multi-
relational graphs by introducing relation-specific
transformations and attention computations. For
each relation type 7, a relation-specific linear trans-
formation W is applied to the input node features,
producing

ey
Multi-head attention coefficients are then computed
as

h: = WTXZ'.

h h)T
e = LeakyReLU (a<’“ T [hy | h;]) )
where a(™") denotes a learnable attention vector as-
sociated with relation 7 and attention head h, and ||
represents vector concatenation. These coefficients

are normalized via the softmax function:
exp (el(;,h)>
(rh)\ "
D okeN (:) XP (‘%‘k )

The relation-specific aggregated representation is
then obtained as

/(r) _ (r )y
h'” = 3" a;"h].
JEN (i)

(T7h) —
o =

3)

“

Finally, the outputs across all relations are com-
bined through an aggregation function (e.g., sum,
mean, max, or learned attention-based weighting)
to yield the final node representation:
R

h) = AGG (h;(’”))tl . )
RGCN The Relational Graph Convolutional Net-
work (RGCN) (Schlichtkrull et al., 2017) extends
the standard graph convolution operation to multi-
relational graphs by incorporating relation-specific
transformations and a basis decomposition scheme
for parameter efficiency. For each node ¢ and re-
lation type 7, the model applies degree-based nor-
malization with

1

(6)

Cir VV7‘7

7
where N denotes the set of neighbors of node
1 connected via relation r. The relation-specific
transformation matrices W' are parameterized us-
ing a basis decomposition:

B
W™ =Y anpVe, )
b=1



where {Vb}l]?:1 are shared basis matrices and a,,
are learned relation-specific coefficients. This re-
duces the number of parameters from R X diy, X doyt
to B X diy X dout + R X B. The forward propagation
rule combines self-loop and neighbor messages as

R+ h(l

—o (WO LY Y el
r=1jeN]

®)

where W(()l) handles self-connections and o(-) is

a non-linear activation function. This formulation

enables efficient learning over knowledge graphs

while preserving relation-specific inductive biases

through the decomposed weight matrices.

3.4 Training Objective

Following previous works (Feng et al., 2019; Li
et al., 2024), we formulate the next-day stock re-
turn prediction as a learning to rank problem. We
optimize a hybrid objective combining regression
and ranking terms:

L= Ereg + Qb : Eranky (9)

where ¢ is a hyperparameter controlling the contri-
bution of ranking supervision. We set it to be 0.5
here. The regression loss is defined as:

N
At+1 .

= (3!

N 4
=1

_ t+1\2
Lreg = L )

,  (10)

where NV is the number of stocks, yt“ is the pre-
dicted score, and rtH is the ground truth return.
The ranking loss is formulated as:

) M (NULI
=1 j=1
, (r§+1 _ T§+1)>7
(11)

which penalizes cases where the predicted ordering
contradicts the ground truth ordering. For imple-
mentation, we compute all pairwise differences
in predictions and ground truth, multiply them
element-wise, and apply a ReLU to retain only
positive ranking violations.

4 Experiments

4.1 Experimental Setup

Datasets We evaluate on S&P 500 constituents
using daily OHLCYV data enriched with technical

)

indicators (MA, RSI, MACD). Our chronological
split spans training (2012/07-2022/06), validation
(2022/07-2023/09), and testing (2023/10-2024/12).
We filter out the companies which do not have full
trading records during this period, resulting in 452
tickers in total. Critically, our static graph uses
GPT-40-mini (knowledge cutoff: October 2023) 2,
with testing beginning October 2023 - ensuring true
out-of-sample evaluation where LLM-extracted re-
lationships are tested on genuinely unseen future
data. See Appendix A for detailed feature descrip-
tions and data splits.

Evaluation Metrics We evaluate our model us-
ing three complementary metric categories: rank-
ing quality using Mean Reciprocal Rank (MRR),
prediction accuracy with Mean Squared Error
(MSE), and trading performance with the cumu-
lative Investment Return Ratio (IRR) and Sharpe
Ratio (SR). Specifically, We construct two long-
only strategies by selecting the top-1 and top-10
stocks based on predicted rankings. At the start of
the test period, we invest one unit of capital in each
strategy and compute their cumulative profit and
Sharpe ratio over the evaluation horizon.

Baselines We compare the proposed method
against two commonly used predefined stock rela-
tionship graphs: (1) Wikidata-based relationships
extracted from a structured knowledge base, and (2)
the GICS industry-sector classification reflecting
economic sector groupings. These baselines enable
evaluation of the efficacy of the LLM-extracted
relationship graph relative to established graph con-
structions. We follow the same process as Feng
et al. (2019), the details are in Appendix B.

4.2 Relation Extraction Analysis

Before evaluating the performance on downstream
tasks, it is crucial to verify that the LLM-extracted
company relationship graph is structurally richer
and more diverse than existing alternatives. We
quantitatively compare the number and distribution
of relations against two commonly used predefined
graphs (GICS industry-sector hierarchy and Wiki-
data corporate relations). As shown in Table 2,
compared to the baselines, our LLM-extracted
graph exhibits clear advantages in relational diver-
sity, coverage, and structural realism. It contains 13
distinct relation types, far exceeding the 4 in both
Wikidata and GICS, enabling richer semantic mod-

Zhttps://platform.openai.com/docs/models/gpt-4o-mini



Relations MSE (x10~%) ] MRR1 IRR(1)1T SR1)1 IRR(10)1 SR 10)7
RGAT

Wikidata 3.269 0.016 0.177 0.408 0.206 0.901
GICS 5.311 0.016 0.273 0.615 0.237 1.060
Ours (LLM) 3.196 0.035 0.421 0.835 0.262 1.185
RGCN

Wikidata 3.190 0.026 0.254 0.558 0.258 1.038
GICS 3.190 0.022 0.600 1.011 0.301 1.090
Ours (LLM) 3.189 0.027 0.820 1.176 0.350 1.246

Table 1: Performance comparison of RGCN and RGAT models on different relationship graphs. We report the
average performance across 40 runs. “(1)” and “(10)” mean the top-1 and top-10 strategy, respectively.

Graph R |[E|  Nodes Sym.
Wikidata 4 4723 358 v
GICS 4 19,732 452 v
Ours(LLM) 13 12,800 452 X

Table 2: Basic statistics of the relationship graphs. R de-
notes the number of distinct relation types, |E| denotes
the total number of edges, “Nodes” denotes the number
of unique companies covered, and “Sym.” indicates
whether the graph is symmetric.

eling. While its total number of edges (12,800) is
lower than GICS (20,636), it is substantially denser
than Wikidata (4,723), striking a balance between
diversity and connectivity. In terms of coverage,
it spans 452 companies, matching GICS and sur-
passing Wikidata’s 358, ensuring applicability to
the full stock universe. For both Wikidata and our
LLM-generated relations, we filtered out relation
types with fewer than 200 edges to maintain graph
connectivity, ensuring that the comparison focuses
on meaningful and well-connected relations. Im-
portantly, our graph incorporates directed edges,
capturing asymmetric corporate relationships (e.g.,
supplier—customer) that symmetric baselines can-
not represent, thereby offering a more realistic and
informative foundation for downstream stock rank-
ing tasks.

4.3 Stock Ranking Performance

As shown in Table 1, the LLM-extracted relations
consistently outperform Wikidata and GICS across
both RGAT and RGCN backbones. In terms of
prediction accuracy, our method achieves the low-
est MSE in all cases, showing that LLM-extracted
relations better capture stock dynamics. The gains
are even clearer in ranking quality: MRR nearly

doubles under RGAT (0.035 vs. 0.016) and re-
mains the strongest under RGCN, indicating that
our approach identifies top-performing stocks more
effectively.

The improvements translate into substantial trad-
ing benefits. For both top-1 and top-10 strate-
gies, our relations deliver markedly higher cumu-
lative returns and Sharpe ratios, with the RGCN
backbone achieving over 1.0 in top-1 Sharpe ratio
(1.176), demonstrating strong risk-adjusted prof-
itability. These consistent gains across two distinct
architectures highlight that the advantage comes
from the richer, directional relations themselves
rather than a specific model choice, validating our
claim that LLM-extracted structures bridge the gap
between generic knowledge graphs and actionable
financial insights.

5 Conclusions & Future Work

This work demonstrates that high-quality stock re-
lationship graphs extracted from large language
models can significantly enhance stock ranking
accuracy and trading performance compared to
widely used knowledge sources such as Wikidata
and GICS. By leveraging LLMs’ implicit knowl-
edge of corporate relationships, we achieve 37%
higher investment returns and improved Sharpe ra-
tios across multiple evaluation strategies. To the
best of our knowledge, we are the first to use zero-
shot LLM extraction for financial graphs, opening
a new research direction - using LL.Ms as knowl-
edge bases for finance. Future work will explore
temporal dynamics to capture evolving corporate
relationships while maintaining stability, and in-
vestigate multi-modal integration combining LL.M
knowledge with alternative data sources and market
sentiment.
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A Dataset Details

For each S&P 500 constituent, we collect daily
Open, High, Low, Close prices and Volume
(OHLCV)3. We compute standard technical indi-
cators including Moving Averages (MA), Relative
Strength Index (RSI), and Moving Average Con-
vergence Divergence (MACD). These raw values
are normalized to form time-series feature vectors
x! that initialize node representations in our model.

Table 3 details our chronological split, designed
to simulate realistic live trading conditions:

Split Period Days
Train 2012/07 - 2022/06 2517
Validation 2022/07 - 2023/09 313
Test 2023/10 - 2024/12 315

Table 3: Chronological split of the dataset for training,
validation, and testing.

The validation set is used for hyperparameter
tuning and early stopping. By aligning our test pe-
riod start with GPT-40-mini’s knowledge cutoff*,
we ensure the fundamental relationships extracted

3https://paperswithbacktest.com/datasets/stocks-daily-
price
*https://platform.openai.com/docs/models/gpt-4o-mini
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by the LLLM are evaluated on their ability to gen-
eralize to future, unseen market data, providing a
rigorous assessment of predictive power.

B Baseline Details

GICS The Global Industry Classification Stan-
dard, jointly developed by MSCI and Standard &
Poor’s, is a widely adopted taxonomy for categoriz-
ing companies into a four-tier hierarchical structure
consisting of sectors, industry groups, industries,
and sub-industries. This system facilitates consis-
tent classification and comparison of firms based on
their primary business activities, enabling investors
and analysts to construct sector-based investment
strategies and benchmark performance. In our ex-
periments, we utilize GICS four-level relationships
as one of the baseline graphs. The statistics of each
level are shown in Table 4.

Level |[E|  Categories
Sector 10,841 11
Industry Group 5,323 25
Industry 2,347 67
Sub-Industry 1,221 119

Table 4: Statistics of GICS relationships at different
levels.

Wikidata Wikidata is a collaboratively edited
knowledge base that provides structured informa-
tion across a wide range of domains, including
corporate entities and their interconnections. In our
work, we extract company—company relationships
from Wikidata by meta-paths defined by Feng et al.
(2019). To ensure the connectivity and robustness
of the resulting graph, we filter out relation types
whose total number of connections is below 200,
retaining only sufficiently frequent relations for
analysis.

Meta-path |E|
Industry - Industry 1,944
Member of - Member of 1,220
Owned by - Owned by 1,040
Product or material produced - 519

Table 5: Statistics of Wikidata relationships at different
meta-paths.
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Abstract

Accurate and reliable knowledge retrieval is
vital for financial question-answering, where
continually updated data sources and com-
plex, high-stakes contexts demand precision.
Traditional retrieval systems rely on a single
database and retriever, but financial applica-
tions require more sophisticated approaches
to handle intricate regulatory filings, market
analyses, and extensive multi-year reports. We
introduce a framework for financial Retrieval
Augmented Generation (RAG) that leverages
agentic Al and the Multi-HyDE system, an ap-
proach that generates multiple, nonequivalent
queries to boost the effectiveness and cover-
age of retrieval from large, structured financial
corpora. Our pipeline is optimized for token
efficiency and multi-step financial reasoning,
and we demonstrate that their combination im-
proves accuracy by 11.2% and reduces hallu-
cinations by 15%. Our method is evaluated
on standard financial QA benchmarks, show-
ing that integrating domain-specific retrieval
mechanisms such as Multi-HyDE with robust
toolsets, including keyword and table-based
retrieval, significantly enhances both the accu-
racy and reliability of answers. This research
not only delivers a modular, adaptable retrieval
framework for finance but also highlights the
importance of structured agent workflows and
multi-perspective retrieval for trustworthy de-
ployment of Al in high-stakes financial appli-

including healthcare diagnostics (Singhal et al.,
2023), legal document analysis (Henderson et al.,
2023), and financial services (Wu et al., 2023; Li
et al., 2023). Their ability to process and generate
domain-specific, human-like responses offers clear
potential benefits.

However, a persistent limitation of LLMs is hal-
lucination - the generation of factually incorrect
or fabricated content presented as truth (Ji et al.,
2023; Huang et al., 2023). This limitation poses
significant risks in domains where factual accu-
racy is paramount. In domains such as finance,
where decisions must be based on accurate and ver-
ifiable data, hallucinations can lead to significant
monetary losses, reputational harm, and regulatory
violations.

Retrieval-Augmented Generation (RAG) frame-
works (Lewis et al., 2020; Guu et al., 2020) address
this issue by grounding LLM outputs in external
knowledge sources. Conventional RAG pipelines
use a retriever to fetch relevant document chunks
from a database based on semantic similarity be-
tween vector embeddings (Karpukhin et al., 2020;
Xiong et al., 2020). Improvements in retrieval have
come from better embedding methods (Reimers
and Gurevych, 2019; Gao et al., 2021), hybrid
dense-sparse strategies, and hierarchical retrieval
(Khattab and Zaharia, 2020; Zhang et al., 2022).

One particularly effective method for improving

cations. retrieval is Hypothetical Document Embeddings
(HyDE) (Gao et al., 2023), where an LLM first gen-
1 Introduction erates a synthetic “hypothetical” answer to a query,

Large Language Models (LLMs) such as GPT-4
(OpenAl et al., 2024), LLaMA (Touvron et al.,
2023), and PalLM (Chowdhery et al., 2022) have
significantly advanced natural language process-
ing, demonstrating strong capabilities in contextual
reasoning and few-shot learning. These models
are increasingly applied in high-stakes domains,

“These authors contributed equally to this work
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embeds it, and then retrieves real documents most
similar to that synthetic answer. This approach
improves alignment between queries and relevant
passages, especially in cases where the original
query is underspecified or phrased differently than
the source content.

Recent work in Agentic RAG (Schick et al., 2023;
Qin et al., 2023; Yao et al., 2022; Liu et al., 2023)
extends the static “retrieve-then-generate” pipeline
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into a dynamic decision-making process. Here,
the LLM acts as an orchestrator, capable of de-
composing complex queries, selecting appropri-
ate tools or retrieval strategies, performing multi-
hop searches, and verifying intermediate results
before generating a final answer. Such systems
have shown particular promise in domains requir-
ing multi-step reasoning and evidence verification,
making them well-suited for financial question an-
swering, where queries may range from straight-
forward fact lookups to multi-document analyses
(Wang et al., 2025).

Financial QA systems must process vast repos-
itories of unstructured data, including annual re-
ports, regulatory filings, earnings call transcripts,
and market analyses (Wu et al., 2023; Li et al.,
2023). The retrieval strategy must be both accurate
and efficient, as inadequate retrieval can lead to
irrelevant or misleading context being passed to
the LLM. This is especially problematic for multi-
hop queries, where context mismanagement or ex-
cessive token usage can degrade performance de-
spite the availability of long-context models. Meth-
ods that involve processing information in the data
stores into structures like graphs result in increased
upfront token costs, albeit with better performance.
To address these challenges in financial question
answering, we present the following contributions:

e Multi-HyDE: A retrieval mechanism that
utilizes multi-perspective hypothetical docu-
ments bringing an improvement in retrieval
accuracy without an increase in token costs
over HyDE (Gao et al., 2023)

* A combination of dense and sparse retrieval
strategies to maintain performance on vector
stores with over 500,000 tokens.

* An Agentic system that is capable of handling
both straightforward queries and ones requir-
ing planning, multi-hop retrieval, tool calling
and verification.

Details of our system have been discussed in detail
in Section 3. Details about the evaluation set up
have been discussed in Section 4.

2 Related works
2.1 Retrieval Methods

The efficacy of Retrieval-Augmented Generation
(RAG) systems fundamentally depends on the qual-
ity of their retrieval component (Lewis et al., 2020;
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Guu et al., 2020). Traditional RAG implementa-
tions employ semantic similarity search over vector
databases, but this approach often suffers from a se-
mantic mismatch between concise queries and the
verbose, context-rich nature of source documents
(LangChain, 2023). To address this, recent research
has focused on enhancements in three main cate-
gories: pre-retrieval query transformations, hybrid
retrieval strategies, and post-retrieval processing.

Pre-retrieval Query Transformation Pre-
retrieval Query Transformation bridges the
semantic gap through sophisticated query manip-
ulation. A seminal advancement is Hypothetical
Document Embeddings (HyDE), which uses a
language model to generate a “pseudo-document”
representing an ideal answer. The embedding of
this richer document is then used for retrieval, shift-
ing the paradigm from a query-to-document to a
more effective answer-to-answer similarity search
(Gao et al., 2023). Parallel to this, multi-query
strategies improve recall by generating several
variations of a user’s query to capture different
facets of the information need (LangChain, 2023).
However, generating merely similar queries can
sometimes degrade precision (Eibich et al., 2024).
Recent advances include DMQR-RAG (Diverse
Multi-Query Rewriting) (Li et al., 2024), which
operates at different information granularity levels,
and MUGI (Multi-Text Generation Integration)
(Zhang et al., 2024), a training-free approach
that generates multiple pseudo-references to
enhance both sparse and dense retrieval. While
these approaches improve retrieval, they funda-
mentally rely on query similarity rather than the
complementary diversity we propose.

Hybrid Retrieval Strategies Hybrid Retrieval
Strategies combine sparse and dense methods to
leverage both keyword matching and semantic sim-
ilarity. Dense retrieval excels at capturing seman-
tic connections but can struggle with exact term
matching, while sparse methods like BM25 pro-
vide precise keyword matching. In the context of
large, structured financial reports, methods relying
on vector similarity alone often fail to retrieve all
relevant information and struggle to disambiguate
semantically similar sections that differ only in crit-
ical numerical or temporal details. Our framework
explicitly integrates Multi-HyDE with BM25 in
a unified pipeline optimized for these documents,
improving coverage and disambiguation.



Post-retrieval Processing Post-retrieval Process-
ing has evolved beyond simple re-ranking to incor-
porate sophisticated correction mechanisms. For
instance, CRAG introduces a retrieval evaluator
that assesses document quality and triggers cor-
rective actions, like web searches, when quality is
insufficient (Yan et al., 2024). Self-RAG trains lan-
guage models to adaptively retrieve passages and
self-critique through generated reflection tokens
(Asai et al., 2023). MAIN-RAG proposes a multi-
agent filtering framework where agents collabo-
ratively score retrieved documents (Chang et al.,
2024). While promising, these systems introduce
computational overhead to fix retrieval issues. Our
approach therefore also emphasizes improving re-
trieval quality from the outset to reduce the need
for extensive correction.

Our Multi-HyDE generates multiple non-
equivalent but contextually related queries. Unlike
methods that create semantically similar queries,
our approach creates distinct but complementary in-
formation needs—for instance, generating separate
queries about a company’s fraud investigations and
its criminal cases that might be answered within
the same document context.

2.2 Agentic RAG

The static retrieve and generate workflow of tradi-
tional RAG is insufficient for complex queries that
require multi-step reasoning and dynamic informa-
tion gathering. This has spurred the development of
Agentic RAG, which embeds autonomous agents
into RAG pipelines to create dynamic problem-
solving systems.

Finite State Machine Approaches Finite State
Machine Approaches structure agentic workflows
through formal state management. StateFlow mod-
els language model workflows as finite state ma-
chines, distinguishing between “process grounding”
via states and “sub-task solving” through actions
(Wu et al., 2024). This approach has achieved 13-
28% higher success rates than ReAct on bench-
marks while reducing costs by 3-5x. Our work
extends this paradigm. In contrast to prior work
applying state management primarily to retrieval
and generation, we extend it to govern all tool calls
issued by the language model, enabling coherent
reasoning across multiple modalities.

Multi-Agent Architectures Multi-Agent Archi-
tectures coordinate specialized agents for complex
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tasks. MAIN-RAG exemplifies this with its multi-
agent filtering system (Chang et al., 2024). How-
ever, such multi-agent systems can suffer from in-
creased complexity and failure points.

2.3 RAG in Finance

Financial RAG systems face unique challenges due
to complexity, precision, and regulation. These
include handling 100+ page multi-year reports,
disambiguating semantically similar sections, and
managing numerical precision where subtle differ-
ences have significant implications. Specialized
Financial Platforms have emerged to address these
challenges.

Specialized Financial Platforms FinRobot pro-
vides a four-layer architecture with Financial Al
Agents and Multi-source Foundation Models (Yang
et al., 2024). While comprehensive, it lacks the
specialized retrieval innovations for financial doc-
ument disambiguation that our Multi-HyDE ap-
proach directly addresses.

FinSage focuses on regulatory compliance
through a multi-aspect RAG framework, achieving
92.51% recall and a 24.06% accuracy improvement
over baselines (Wang et al., 2025). However, Fin-
Sage relies on standard HyDE rather than our multi-
perspective approach and uses curated questions
instead of a comprehensive benchmark evaluation.

Financial Knowledge Graph Integration Fi-
nancial Knowledge Graph Integration handles com-
plex relationships through structured representa-
tions. While promising, knowledge graph ap-
proaches require significant upfront processing
costs and may not adapt well to rapidly chang-
ing financial information. Our approach offers
greater flexibility and lower preprocessing over-
head while achieving comparable performance
through retrieval optimization.

Evaluation Challenges Evaluation challenges
in finance are complicated by the need for nu-
merical precision. FinanceBench reveals that
GPT-4-Turbo with retrieval systems incorrectly
answers or refuses 81% of its questions (Islam
et al., 2023). ConvFinQA highlights challenges
in conversational queries requiring extensive cal-
culations (Chen et al., 2022). These issues sug-
gest that many existing systems may report inflated
performance due to flawed evaluation methodolo-
gies. Our emphasis on human evaluation provides
more accurate assessments for high-stakes appli-



cations. Our framework’s modular design and
reliability-focused architecture directly address en-
terprise deployment concerns often overlooked in
academic research, demonstrating that retrieval op-
timization may provide greater returns than devel-
oping domain-specific language models alone.

In summary, existing RAG systems face key
challenges including retrieval issues with seman-
tic ambiguity in complex financial texts, limited
capacity for multi-step reasoning and calculations,
and inefficiencies due to complex architectures and
flawed evaluations. Our framework addresses these
by using Multi-HyDE with hybrid BM25 to im-
prove retrieval accuracy and disambiguation, inte-
grating an agentic tool usage system governed by
unified state management for advanced reasoning,
and reducing overhead by avoiding heavy knowl-
edge graphs while relying on human evaluation for
realistic performance assessment. This approach
enhances retrieval reliability, reasoning capabilities,
and system efficiency for financial RAG applica-
tions.

3 Methodology

To address the challenges outlined in Sections 1
and 2, we propose a retrieval-augmented genera-
tion (RAG) pipeline with the following key compo-
nents:

e Multi-HyDE: A multi-hypothesis document
expansion module that generates several hypo-
thetical documents based on diverse variants
of the input query. These documents are then
used to retrieve semantically relevant content
from the vector store.

e Keyword-based Retrieval: An auxiliary
keyword-based retriever (e.g., BM25) de-
signed to enhance retrieval performance for
structured data such as tables, as well as for
semantically similar documents (e.g., annual
reports across different years).

* Agentic Pipeline: A multi-stage reasoning
and retrieval process comprising:

1. Query Clarification: The system first
seeks to clarify the user’s question, ei-
ther through direct interaction with the
user or by leveraging web search.

2. Initial Retrieval: The clarified query is
used to perform retrieval from the vec-
tor store using the components described
above.

3. Iterative Refinement: If the retrieved con-
tent is unsatisfactory, the system formu-
lates a retrieval plan. This includes the
ability to perform multi-hop retrievals,
invoke external tools, and decompose the
query into sub-queries.

4. Final Response: Once the retrieved ev-
idence is deemed sufficient, the system
synthesizes and delivers the final answer
to the user.

This integrated design allows the pipeline to
combine the semantic strengths of vector-based
retrieval with the precision of keyword-based meth-
ods, while also enabling dynamic reasoning for
complex, multi-step information needs.

3.1 Multiple Hypothetical Dynamic
Embeddings (Multi-HyDE)

For our main retrieval tool, we employ a combina-
tion of multi-query based retrieval (Eibich et al.,
2024) and HyDE (Gao et al., 2023), which we call
Multi-HyDE, along with BM25 based retrieval for
tables and a re-ranker.

HyDE Gao et al. (2023) employ a generator g
to create multiple hypothetical documents from a
query ¢ and retrieves real documents d; from the
dataset D that are similar to the hypothetical ones.
N documents are sampled from g. An embedding
model f is used to generate “hypothetical docu-
ment embeddings” © for a query q as depicted in
Equation 1.

b=~ 3 ) ()

Multi-HyDE Multi-query approaches usually
generate similar queries to the user’s, but this has
been shown to reduce retrieval precision (Eibich
etal., 2024). Our approach instead uses an LLM g,
to generate queries [q1, g2, ..., x| that may have an-
swers present in the same context, following which
it generates a hypothetical document for each query.
These queries may take the form of similar queries,
related queries with distinct meanings (such as in-
cluding a query on fraud by a company A and
a query on criminal cases by company A) or it
may result in query decomposition. To the best
of our knowledge, this particular approach has not
been tried before. An embedding model f is used
to generate "hypothetical document embeddings"



; € Rdemved a5 depicted in Algorithm 1. Our re-
triever h retrieves k; documents from D, and we
further use a reranker to select the top ko docu-
ments.

Algorithm 1 Multi-HyDE Retrieval

Require: query ¢, database D, query and doc-
ument generators gq,g, embedding model
f, retriever h, reranker r, hyperparameters
N) kla k?

[q1,-- - an] < 94(q)
for each ¢; in [q, . ..
o < f(9(@))

end for

diotar < concat(Sy, Sa, ...
dfinal A T(dtotal)

return d

,qn] do

7SN)

AN A ST

3.2 Agentic RAG

To address both simple and complex multi-hop
queries, we employ an agentic system (Figure 1)
equipped with several tools, including edgar_tool,
Alpha Vantage Exchange Rate, web_search,
and a Python calculator, as well as a retriever based
on Multi-HyDE. Additional tools are listed in Ap-
pendix D.

The query processing begins with direct retrieval
using Multi-HyDE, ensuring the system remains
grounded in explicitly-included sources. Retrieved
documents are then passed to the LLM Agent for
reasoning and synthesis. If these documents are
insufficient to fully answer the query, the LLM
dynamically invokes available tools.

For improved performance, the LLM not only
generates tool calls but also produces intermedi-
ate reasoning steps, user-facing responses, decom-
posed sub-queries, and a structured execution plan,
inspired by Hao et al. (2023); Radhakrishnan et al.
(2023); Zhou et al. (2023); Wang et al. (2023);
Girhepuje et al. (2024). The full prompt is given in
Appendix B. Queries are broken down into atomic
steps, with each step resolved using the most suit-
able tool from the current toolset. The LLM eval-
uates intermediate results at each stage, adapting
the plan when necessary to ensure accuracy and
grounding.

This design supports highly dynamic workflows:
tools can be added or removed on demand, en-
abling integration of custom data sources, access
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to live information, and execution of complex se-
quential reasoning processes. While standard RAG
also grounds responses in retrieved documents,
it typically relies on a single retrieval step, leav-
ing the model prone to filling gaps with its la-
tent knowledge if the evidence is incomplete. In
contrast, Agentic RAG decomposes queries into
atomic steps, validates intermediate results, and
dynamically invokes additional tools or retrievals
as needed. This iterative, evidence-driven process
strengthens fidelity to verifiable sources, reduces
hallucination, and produces more reliable answers
across diverse and complex query types.

Algorithm 2 Agentic RAG System

Require: query ¢, database D, set of tools 7',
LLM agent A

: function PROCESS_QUERY(q, D, T, A)

dinitial < Multi-HyDE(q, D)

LLM Agent history H < [q, dinitiai]

loop

A analyzes H to determine if the query

can be answered

6: if A determines an answer exists then
7: Generate final answer from H
8: return Final answer
9: else
10 A generates a sub-query g, and

selectsatoolt € T'

11: tool_output < t(qsup)

12: H <« concat(H, tool_output) >
Add tool’s output to the LLM’s history

13: end if

14: end loop

15: end function

4 Experimental setup

We ran our experiments using subsets of datasets
(selection of subset is described in Appendix E)
due to limited resources. We employ GPT-40 mini
and the Mini-LM reranker for running the pipeline.
Additional implementation details are included in
Appendix G.

4.1 Evaluation datasets

We use a subset of questions from the Fi-
nanceBench (Islam et al., 2023) and ConvFinQA
(Chen et al., 2022) datasets. From FinanceBench,
we have selected from 150 human-annotated exam-
ples provided. These examples include evidence
designated as ground truth context, with additional
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Figure 1: Our proposed agentic framework for financial question-answering.

justification considered when necessary. Appendix
E provides details on the subsets used. Further-
more, we ensure that the entire PDF document
is added to the vector store in contrast to the
ConvFinQA and FinanceBench datasets, which
only pass the evidence pages. We believe this
better simulates real-world scenarios. This restricts
us from comparing other retrieval methods where
only evidence pages are passed as context. We
also include a subset of filings and questions from
financial-qa-10K! for a comparative study. An ex-
ample of a question-answer pair is provided in Ap-
pendix A.

4.2 Metrics

We evaluate experiments and optimizations using
ROUGE,? Cosine Similarity, as well as metrics
from RAGAS (Es et al., 2023) and human evalua-
tion. We use RAGAS with GPT-40 mini to calcu-
late Factual Correctness (similar to the F1 Score)
and Faithfulness. During human evaluation, accu-
racy and reliability are measured. The metrics are
defined in Appendix F.1.

S Experimental results and analyses

Method Accuracy (%) Reliability (%)
Multi-HyDE 344 37.91
Final Pipeline 45.6 52.91

Table 1: Human evaluation on subset of ConvFinQA
and FinanceBench.

lhttps ://huggingface.co/datasets/virattt/
financial-ga-10K

*Low ROUGE scores in some experiments are attributed to
the fact that the ground truth answers in the dataset consisted
of only a single number, whereas large models explained their
approaches.
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Performance against other methods We pro-
vide a comparison of our pipeline against a repre-
sentative method for retrieval optimization (HyDE),
graph based knowledge organization (LightRAG)
(Guo et al., 2024) and post-retrieval corrective mea-
sures (CRAG) (Yan et al., 2024). We include scores
for Multi-HyDE with access to tools against these
baselines.

Our results show improvement across all mea-
sures except Cosine Similarity: we achieve signifi-
cant improvements in Recall, Facutal accuracy and
Faithfulness (See table 2, 3) while having the same
token costs involved as HyDE (since both generate
the same number of hypothetical documents for a
given user query) and avoid the upfront costs as-
sociated with graph based methods to create the
graph.

Our approach supports dynamic vector stores -
documents can be added or removed from the vec-
tor store without incurring additional costs, graph
based approaches where removing information
from the graph would incur some costs.

The results show the advantages of Multi-HyDE
in the financial domain. We attribute the improved
performance to the fact that financial reports across
multiple years could have semantically similar con-
tent - pairing a dense retrieval method that identifies
relevant information from an increased variety of
potential sources and a sparse keyword based re-
triever to identify structured information improves
overall performance by being able to handle more
cases than any individual method.

Reliability Considerations: In verifying the
LLM as a judge procedure utilized by RAGAS,
we observe that in numerical examples, the LLM
judge might provide incorrect evaluations (see Ap-
pendix F.2). Further, cases where the wrong answer
is provided confidently has greater chance of ad-


https://huggingface.co/datasets/virattt/financial-qa-10K
https://huggingface.co/datasets/virattt/financial-qa-10K

Method Cosine Similarity Recall Factual Correctness Faithfulness ROUGE score*
Multi-HyDE 0.6269 0.3547 0.3849 0.8404 0.0594
HyDE 0.7660 0.1154 0.2890 0.8290 0.0498
CRAG 0.7939 0.1556 0.0855 0.2521 0.0443
LightRAG 0.7999 0.0000 0.2434 0.4629 0.1632

Table 2: Evaluation Metrics for Different Methods on subset of ConvFinQA + FinanceBench.

Method Cosine Similarity Recall Factual Correctness Faithfulness ROUGE score
Multi-HyDE 0.8976 0.8170 0.5205 0.9352 0.4871
HyDE 0.8883 0.6885 0.5585 0.8463 0.3726
CRAG 0.9347 0.8500 0.4708 0.7774 0.4290
LightRAG 0.7308 0.0000 0.0368 0.4629 0.3412

Table 3: Evaluation Metrics for Different Methods on subset on questions from financial-qa-10K .

verse impact that the system admitting to not hav-
ing the exact answer. To confirm the performance
of our proposed pipeline in light of the above chal-
lenges, we conduct a human evaluation of the re-
sponses with metrics reliabilty (fraction of confi-
dently given answers which are correct rather than
hallucinations) and accuracy (fraction of correct
answers). Detailed definitions are provided in F.1.

Ablation study: In Table 4, we show that
Multi-HyDE outperforms regular HyDE. We
also perform a comparison between 2 rerankers
ms-marco-MinilM-L-6-v2 (Cross Encoder) and
bge-reranker-v2-m3 (BGE) from huggingface.
Though BGE is more performant, it is significantly
more resource-intensive and slower. We also show
that hybrid retrieval with BM25 clearly outper-
forms dense retrieval methods for long-document
financial data. Tool calling does not improve ac-
curacy, however it provides resiliency when some
types of relevant data are not provided.

6 Future work

Agents and fine-tuning Small Language Models
finetuned using parameter efficient techniques like
LoRA(Hu et al., 2021) to be used as individual
agents instead of relying on large closed source
models, especially for tasks like query re-writing
or hypothetical document generation, particularly
to suit the language and format used in financial
reports.

Better metrics for financial RAG Currently,
LLM-based evaluation often incorrectly evaluates
responses, especially when an answer is primarily

numeric. Different evaluation systems may help
improve this. In addition, a more comprehensive
evaluation on complete datasets could be under-
taken given more resources.

7 Conclusion

This research presents a novel approach to financial
question answering, addressing key challenges in
hallucination reduction and accurate information
retrieval from complex financial documents. Our
framework introduces Multi-HyDE, an extension
of Hypothetical Document Embeddings that lever-
ages multiple non-equivalent queries to enhance re-
trieval effectiveness. When combined with BM25
for tables and appropriate rerankers, Multi-HyDE
demonstrates superior performance in capturing
relevant information from financial corpora. Ad-
ditionally, we developed and evaluated an agentic
pipeline offering improved performance, capable
of handling both simple queries, and ones requiring
complex multi-hop retrieval and reasoning.

Our evaluation highlights the importance of spe-
cialized retrieval techniques for domain-specific
applications and underscores the limitations of cur-
rent LLM-based assessment metrics in financial
contexts. Human evaluation proved crucial for ac-
curately measuring performance, revealing substan-
tial improvements with our ensembled approach.
The modular design of our framework facilitates
adaptation to other domains requiring precise in-
formation extraction. By addressing fundamental
challenges in financial RAG systems, our work con-
tributes to building more trustworthy Al systems
for high-stakes applications where factual accuracy



Method Cosine Similarity Recall Factual Correctness Faithfulness ROUGE score
1 0.8883 0.6885 0.5585 0.8463 0.3726
2 0.8932 0.7464 0.5539 0.8837 0.3575
3 0.8935 0.8484 0.5868 0.8768 0.3996
4 0.8976 0.8170 0.5205 0.9352 0.4871
5 0.9119 0.8033 0.5172 0.8298 0.4628
6 0.8935 0.8484 0.5867 0.8767 0.3996

Table 4: Effect of BM25, rerankers and tools on recall. (with financial-qa 10k dataset)

1. HyDE
2. Multi-HyDE + Cross Encoder Reranker
3. Multi-HyDE + BM25 + Cross Encoder Reranker

4. Multi-HyDE + BM25 + BGE Reranker

5. Multi-HyDE + BM25 + BGE Reranker without tools
6. Multi-HyDE + BM25 + Cross Encoder Reranker without tools

is paramount. Future research directions include
fine-tuning models for financial contexts and devel-
oping more nuanced evaluation metrics.

Limitations

Due to resource constraints, our evaluation is con-
ducted on a relatively small dataset, which may
limit the generalizability of the results.

Although our approach demonstrates improve-
ments over existing baselines, its practical deploy-
ment is still challenged by the presence of halluci-
nations in more complex and ambiguous datasets.
Consequently, the system currently requires human
oversight and verification to ensure reliability and
factual consistency.
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Question-answer example

"question”: "For American Water

<> Works, what was the rate of

— growth from 2013 to 2014 in the
« fair value per share”

"answer” : ""

"context"”: "~13.3%. Page 81,

— Table[The

weighted-average assumptions used in
< the

Monte Carlo simulation and the

< weighted-average

grant date fair values of RSUs

< granted

for the years ended December 31]

[45.45 -40.131/40.13 = 13.3%

AMERICAN WATER WORKS COMPANY, INC.",
"ticker”: "AWK",
"filed on”: "31 December 2015"

Meta-Plan JSON Instructions

"thought”: "...", # Thought process
< and reasoning of the bot for the
— current step
"tool_calls": [{"name":
— args": {...}},
{"name": "...", "args": {...}},

< ...], # List of tools to be

< called along with the

< appropriate arguments.

"audio”: "...", # Respond

— comprehensively to the query in
< a verbose way and output in

— formatted markdown string
"plan”: "...",

# The overall plan for calling
various tools and answering the

n ”n

o
< query. This needs to be updated
— dynamically based on the

— retrieved information from tool
— calls.

"queries”:

< [{"query":"...","answer":"..."},
{"query":"...","answer":"..."}]
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# The decomposed sub-queries.
Intially all the answers are

— empty strings, as answers from
— tool calls come in, update them
— accordingly

3

C Retrieval Challenges

In the financial domain, retrieval methods that rely
solely on vector similarity often fail to distinguish
between passages that are semantically similar but
differ in critical numerical details or temporal ref-
erences. These distinctions, although subtle, are
essential for producing accurate and trustworthy re-
sponses when answering questions about structured
financial reports.

Consider the following example from our evalu-
ation set:

"query"”: "For American Water Works, what
- was the growth in allowance for
other funds used during construction
— from 2013 to 2014?"

—

"retrieved_reference_1": "In 2014, we
spent $3.6 million, including $0.8

— million funded by research grants...
s (discussion on research and

— development spending)

« [awk_2015_10K.pdf]"

"retrieved_reference_2": "Cash flows
used in investing activities
increased in 2014 compared to 2013
primarily due to an increase in our
capital expenditures... (details on
capital expenditures)
Lawk_2015_10K.pdf]"

R A

"retrieved_reference_3": "Amortization
of contributions in aid of
construction was $23,913, $22,363,
and $20,979 for the years ended
December 31, 2014, 2013, and 2012...
(amortization details)
[awk_2015_10K.pdf]"

R
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"retrieved_reference_4": "Such grants
reduce the cost of research and
allow collaboration with leading
national and international
researchers... (discussion on
research grants and collaboration)
Lawk_2017_10K.pdf]"

R

"retrieved_reference_5": "Amortization
of contributions in aid of
construction was $27, $26, and $24
for the years ended December 31,
2016, 2015, and 2014... (further
amortization details)
[awk_2017_10K.pdf]"

e

As shown above, SEC filings from different
years (e.g., 2015 vs. 2017) often include passages
with similar or even nearly identical phrasing. How-
ever, for financial question-answering, distinctions
such as the reporting year or specific numerical
values are vital for correctness. Standard dense
retrieval models tend to conflate these passages due
to their semantic resemblance, leading to unreliable
results.

To mitigate this issue, we incorporate BM25
alongside dense vector retrieval. This hybrid
approach ensures that keyword and phrase-level
matches (e.g., exact years, financial figures, or
domain-specific terminology) complement seman-
tic similarity, resulting in more precise and contex-
tually appropriate retrievals.

D Tools

Our agentic pipeline has various tools to fetch data
from various data sources apart from the retrieved
context. The tools are divided into different types
based on their use cases give below. Having more
than one tools provide redundancy in case one or
more tools fail.

1. Web-search: The web search tool provides
real-time access to the web search queries pro-
viding access to news, web pages, and more
which might not be there in the retrieved con-
text. SERP API, Bing Web Search, and
DuckDuckGo Web Search are the tools used
by the agent to obtain the data from a web
search.

. Financial Data API: This is a collection of
tools that provide real-time as well as histori-



cal data about the prices of stocks, securities,
and cryptocurrencies. Yahoo Finance, Alpha
Vantage, EDGAR Tool(Electronic Data Gath-
ering, Analysis, and Retrieval system) and Fi-
nancial Modelling Prep tool providing real
time financial data from various exchanges.

. Mathematical tools: The WolframAlpha
API and Python Calculator are the tools
incorporated to provide the the data pro-
cessing ability to the agent. WolframAlpha
takes in the mathematical questions in natu-
ral language and provides us with the answer
whereas python calculator can be used to help
the agent with more menial calculations.

E Dataset

Owing to the inconsistent evaluation results often
observed in LLM-based methods and limited com-
putational resources, we conduct our experiments
on a focused subset of the FinanceBench and Con-
vFinQA datasets. Specifically, we select reports
with the highest density of associated questions to
ensure the relevance and informativeness of our
evaluation. The selected subset comprises SEC
10-K filings from the following companies:

* American Water Works: 2015, 2017, 2018
* AMD: 2022
* American Express: 2022
* Boeing: 2022
F Evaluation

F.1 Definitions of metrics

RAGAS defines metrics by comparing the facts in
a model’s answer to those in the retrieved context
or ground truth. The Faithfulness Score is RAG-
specific, measuring the proportion of claims in the
answer that are supported by the retrieved context.
Factual Correctness, based on the F1 score, can be
applied to any model.

Faithfulness:

Supported claims

Faithfulness = 2)

Total claims in answer

Factual Correctness: Let

TP = #{claims in answer present in reference}
FP = #{claims in answer not in reference}

FN = #{claims in reference not in answer}
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Then
TP
Precision = —, 3)
TP + FP
TP
Recall = —, 4
TP + FN
Fl — 2 o Precision o Recall 5)

Precision + Recall

For human evalution, we define accuracy (A) as
the fraction of correct answers> and reliability (R)
as the fraction of answers where the LLM was
confident about its answer being correct. This is
related to the hallucination rate (the fraction of
incorrect answers, denoted H R) as

A

HR = — — A, where

R (6)

U = Number of times LLM refused to answer

N = total number of answers

In Table 1, we rely on human evaluation to
show that the Agentic pipeline performs better than
Multi-HyDE with tools.

F.2 Examples in which RAGAS fails

In addition to errors in the LLM evaluation used
by RAGAS, we note that the evaluation often fails
when more precise numbers are given in the gen-
erated answer than available in the ground truth.
This is partly due to ambiguities in the dataset, but
also because, for instance, it often penalizes the
model for minor inaccuracies or rounding, and at
other times it gives a high score despite an outright
refusal to answer.

Listing 1: RAGAS incorrectly gives a factual correct-
ness of 0 though the response is simply more precise
than the reference.

Question: For American Water
Works, what was the rate of
growth from 2013 to 2014 in
the fair value per share

Response: """ json

{

"tool_calls ":

[]

3In cases when a question requires multiple independent
answers, we assign the score as the fraction of correct answers
for that question




Based on the provided text, the
fair value per share for
American Water Works was $37
.40 in 2012, $40.13 in 2013,
and $45.45 in 2014 (Document
8). Therefore, the growth
rate from 2013 to 2014 is:
($45.45 - $40.13) / $40.13
0.1325 or 13.25%

Reference: 13.30%

Semantic Similarity:
0.5918684811439618

Factual Correctness: 0.0

Faithfulness: 0.6666666666666666

Listing 2: RAGAS incorrectly scores the LLM’s refusal
to answer very highly

Question: For American Water
Works, what was the rate of
growth from 2013 to 2014 in
the fair value per share

Response: The provided text does
not contain information on the
fair value per share of
American Water Works for 2013
and 2014, nor does it provide
the means to calculate a
growth rate. Therefore, 1
cannot answer your question
using the given documents.
answer this question ,
additional information is
needed. I would need to
access financial statements
other reliable sources
containing this data.

To

or

Reference: 13.30%
Semantic Similarity:
0.5736175582900219
Factual Correctness:
Faithfulness: 1.0

0.91

G Additional Implementation Details

PDF Parsing We use a customised PDF parsing
system (Fig. 2) using the Docling library to extract
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and structure data from complex documents. It
handles text, tables, and images, exporting tables in
HTML format. Further, it utilizes recursive chunk
splitting as the text chunking strategy for context
preservation.

| >

l Pathway

Text
parsing

Chunking ——

Drive /
Input

3

Vector DB

Figure 2: PDF-Parser System: Documents can be added
to a Google Drive, which dynamically updates the Vec-
tor Store. Text is parsed using our parsing pipeline,
chunked recursively before populating the Vector Store.

Retrieval We employ HNSW for indexing and
in addition use BM25 for retrieving tables. Our
Vector Store is implemented using Pathway #. Row
and column aggregation is also performed on tables.
Keeping modularity in focus, retrieval methods
are represented as tools, alongside others like web
search and calculator. The Multi-HyDE retriever,
selects the top K1 = 10 chunks, while the BM25
retriever fetches the top Ko = 15 chunks.

Reranking A re-ranker’ is employed to pick the
top K = 8 relevant chunks. This was determined
after evaluating performance on various values of
K, as shown in Table 5.

Top K Value Accuracy (%)
1 57.5
2 75.3
8 79.6
10 80.1

Table 5: Accuracy for different values of 10 K retrieved
documents.

*https://github.com/pathwaycom/pathway

5https://huggingface.co/cross—encoder‘/
ms-marco-MinilM-L-6-v2 or https://huggingface.
co/yxzwayne/bge-reranker-v2-m3, specified in our
experiments


https://github.com/pathwaycom/pathway
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https://huggingface.co/cross-encoder/ms-marco-MiniLM-L-6-v2
https://huggingface.co/yxzwayne/bge-reranker-v2-m3
https://huggingface.co/yxzwayne/bge-reranker-v2-m3

H Other Ablations

Tables below depict other ablations performed as a
part of our experimentation and analysis.

Method Precision Recall Accuracy
Naive-RAG 0.912 0.592 0.616
HyDE TBD TBD TBD

Multi-HyDE 0.932 0.625 0.721

Table 6: Comparison of Naive-RAG, HyDE, and Multi-
HyDE on a subset of financial-qa-10K dataset

Method In-Tokens QOut-Tokens Time Spent
Naive-RAG - - 0.199s
HyDE 133.5 428.2 9.344s
Multi-HyDE 193.6 421.4 9.121s

Table 7: Resource usage comparison on Financial-qa-
10K Dataset.

Metric Method 1 Method 2
Cosine Similarity 0.5981 0.5765
Recall 0.2462 0.2910
Factual Correctness 0.1738 0.2291
Faithfulness 0.8103 0.8754
ROUGE score 0.0346 0.0349

Table 8: Evaluation metrics comparing different parsers,
showing the improvement of Docling over Open Parse
(with ConvFinQA and FinBench dataset subsets)

Method 1: Multi-HyDE + Re-ranker + Open
Parse (Llama-70b)

Method 2: Multi-HyDE + Re-ranker + Docling Parser
(Llama-70b)
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Abstract

Technical analysis in finance, which aims at
forecasting price movements in the future by
analyzing past market data, relies on the in-
sights that can be gained from the interpretation
of stock charts; therefore, non-expert investors
could greatly benefit from Al tools that can
assist with the captioning of such charts.

In our work, we introduce a new dataset Stock-
GenChaR to evaluate large vision-language
models in image captioning with stock charts.
The purpose of the proposed task is to generate
informative descriptions of the depicted charts
and help to read the sentiment of the market
regarding specific stocks, thus providing useful
information for investors'.

1 Introduction

In finance, technical analysis is the discipline that
aims to predict future price trends based on his-
torical data (Ponsi, 2016; Edwards et al., 2018).
Analysts usually anticipate price directions by in-
specting stock charts, where they are represented in
the form of wave patterns (see Figure 1). Such pat-
terns allow traders to identify potential entry or exit
positions and make informed investment decisions.

Reading those charts, however, requires specific
financial knowledge and expertise, and it can be
challenging for non-expert traders to extract use-
ful insights from merely visual cues. Therefore,
we would like to propose framing this problem as
an image captioning task where, given an image,
an automatic system has to produce a description
of its content (Vinyals et al., 2015). In our view,
automating the manual interpretation process and
producing descriptive texts for the charts would
open up a shortcut to understanding the market

!The data and code will be made available on https://
github.com/Lanigiu/GenChaR
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Figure 1: Future outlook for ARBUSD on the daily
time frame based on Elliott-wave Theory (Elliott Waves
Academy, 2024). The yellow line indicates the predic-
tive movements of the stock.

dynamics for various groups of users, including ex-
perienced traders, novices, and individuals seeking
support for their fast-paced trading activities.

Previous evaluation work on image captioning
largely revolved around general-domain data, with
relatively limited coverage of specialized domains
2; and it typically aimed at summarizing the image
content with just 1-2 concise sentences (Bernardi
et al., 2016), which might not be ideal for the goals
of technical analysis and financial decision-making.
The image captioning setting needs to be adapted
for stock chart reading: given an annotated chart
image I, a system should generate a multi-sentence
description C' that provides a holistic narrative of
the chart, covering the past movements and predic-
tive trends, and ideally with trading advice. The
generated text C is expected to be accurate and
informative to lead to a well-grounded conclusion
for the audience. Additionally, the text should re-
main as concise and comprehensible as possible,
in order to be easily understandable even by less
experienced traders.

To this purpose, we introduce StockGenChaR, a
new dataset for the re-formulated stock-chart cap-
tioning task. To establish baseline performance

%A summary of evaluation datasets for Image Captioning
can be found in Table 4 in the Appendix.

Proceedings of The 10th Workshop on Financial Technology and Natural Language. EMNLP-2025, Suzhou, China
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levels, we tested some representative LVLMs (i.e.,
LLMs with visual capabilities (Li et al., 2023b)) by
using metrics that focus on different aspects of the
generated texts, including n-gram overlap, seman-
tic similarity, sentiment alignment, and accuracy of
metadata information.

2 Related Work

Prior work around stock charts focused on utilizing
the numerical data for goals such as financial return
prediction and portfolio optimization (Hu et al.,
2018; Kusuma et al., 2019; Ho and Huang, 2021;
Norasaed and Siriborvornratanakul, 2024), while
other studies made use of the graphical component
in image or pattern recognition tasks (e.g., Velay
and Daniel, 2018; Zheng et al., 2021). However, to
our knowledge, the task of stock chart captioning
has received limited attention so far.

The most recent approach to the image cap-
tioning problem consists of the vision-language
pre-training approach (VLP). VLP models are pre-
trained on a large amount of image-text pairs, and
then fine-tuned for downstream tasks (Gan et al.,
2022; Chen et al., 2023). Popular VLP models that
can be applied to image captioning tasks include,
for example, SimVLM (Li et al., 2019), OSCAR
(Li et al., 2020b) and CLIP (Radford et al., 2021).
Large Vision Language Models (LVLMs) can be
considered as enhanced and ready-to-use versions
of VLP models: in recent research work, models
such as GPT-4 Vision (OpenAl, 2023), Gemini
(Gemini Team Google, 2024), BLIP-2 (Li et al.,
2023a) and LLaVa (Liu et al., 2024) proved their
ability of successfully carrying out several multi-
modal tasks, including image captioning and visual
reasoning (Li et al., 2023b; Zhang et al., 2024).

There have been examples of customized
LVLMs that have exhibited some chart reasoning
abilities. For example, Liu et al. (2023) developed
MMCA, a MultiModal Chart Assistant achieving
state-of-the-art performance on several chart ques-
tion answering benchmarks; they also introduced a
new and more challenging benchmark with nine dif-
ferent tasks evaluating reasoning capabilities over
charts and plots, and reported that even the most
sophisticated LVLMs have important limitations
in interpreting charts. The works of Bhatia et al.
(2024) and Xie et al. (2024) both introduced large
instruction datasets for tuning LVLMs for the fi-
nancial domain, together with two models, FinTral
and FinLLaVA, that excel in solving tasks related
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to the interpretation of financial tables and charts.

Although such works challenge models in visual
question answering on charts, we believe that fram-
ing stock chart understanding as an image caption-
ing task would be closer to the needs of investors
and practitioner in the financial industry, as im-
age captioning could provide trend interpretations
beyond the constrained setting of question-based
benchmarks. To our knowledge, this type of task is
not covered by any of the existing benchmarks for
financial chart understanding.

In our study, we aim at filling this gap by build-
ing a new dataset for stock chart captioning, Stock-
GenChaR. We will also present a systematic evalu-
ation of the most commonly used LVLMs on the
new benchmark.

3 Dataset Creation

Motive 5
(Numbered)

Corrective
(Lettered)
Phase

Figure 2: An EWP cycle.?

3.1 Sample Collection

We identified an ideal source for this chart cap-
tioning task: the ElliottWave-Forecast website .
ElliotWave-Forecast is a worldwide top-notch tech-
nical analysis company, providing a wide range of
coverage across about 80 markets, including Forex,
Commodities, World Indices, and U.S. stocks &
ETFs (ElliottWave-Forecast, 2024). The analyst
team uses Elliott Wave Principle (EWP) as a major
tool for chart analysis and offers forecasting and
instructive guidance to its clients. EWP is a popu-
lar technical analysis approach: it is based on the
belief that market prices have a tendency to move
infinitely in a cycle (see Figure 2) in all time frames,
exhibiting repetitive wave patterns (Poser, 2003).
EWP provides the theoretical foundations for chart
analysis and for the automatic completion of chart
patterns within a specific timescale. The use of
EWP also makes it easier to understand the charts
and the captions, as it annotates the waves with

3Source: https://www.investopedia.com/terms/e/
elliottwavetheory.asp
*https://elliottwave-forecast.com
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the so-called degrees (the alphabetical or numeral
indices along the wave patterns in Figure 2).

(b) Textual content

(a) Article

HIRRRE

(c) Chart image

Figure 3: A sample article from ElliottWave-Forecast
in Fig. 3a, with the image and text displayed sepa-
rately (EWFHendra, 2024). In the image captioning
task, Figure 3c is the image input 7, and Figure 3b the
gold caption C.

The analysts publish their analysis (in English)
together with chart images (see Figure 3a). For
our dataset, we downloaded the articles released
on the website by February, 2024. Each article was
split into images and texts. We removed images
that are not target charts, and texts and mark-up
that are unnecessary, such as authorship, HTML
tags, advertisements, and so on. So far, we only
kept the samples containing one single stock chart
(some articles may include two or more), to ensure
a collection of one-to-one rather than one-to-many
image-caption pairs. In addition, samples in which
the text body is too long (> 400 words) or too short
(<100 words) have been excluded, according to
the statistics on text length. The remaining stock
chart-text pairs are our final dataset items, for a
total of 1972 chart-caption pairs.

3.2 Chart Annotation

As shown in Figure 3c, stock charts map the price
on the Y-axis against the time on the X-axis, and
they typically come with several annotations. We
categorized such annotations in four main types:
Degree, Time, Price, and Add-on. Degree refers,
roughly speaking, to a price movement; Add-on in-
cludes the information that is additionally applied
to the charts, such as reminder messages and titles,
while Time and Price are self-explanatory. We also
annotated the endpoints of predictive patterns (cat-
egorized as Point) for further studies on automatic
pattern completion®. The taxonomy and descrip-

SWe did not annotate the endpoints for historical patterns,
because they can be automatically generated with price data.
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tions of the annotations are presented in Table 1.

Table 1: A taxonomy of charting annotations. Here
OHLC is used as a general term for OHLC, Adj. and
Volume data. OHLC stands for Opening, Highest, Low-
est, and Closing prices of a financial instrument during
a timeframe, while Adj. is the adjusted closing price
accounting for corporate actions, and Volume refers to
the transaction amount.

Category  Description

Degree EWP degrees

Time X-axis ticks, timestamp, time mark-
ers

Price Y-axis ticks, OHLC, price markers

Add-on Supplementary indicators, annota-
tions, and watermarks, etc.

Point Endpoints of the predictive patterns

4 Evaluation with LVLMs
4.1 Model Choice

We ran evaluations with five recent general-purpose
LVLMs that have showcased impressive capabil-
ities in image captioning and visual question an-
swering tasks (Li et al., 2023b; Zhang et al., 2024),
including GPT-4V (OpenAl, 2023), mPLUG-OwI2
(Ye et al., 2023), LLaVA (Liu et al., 2024), Instruct-
BLIP (Dai et al., 2024) and Gemini (Gemini Team
Google, 2024). Each LVLM was prompted with
the instruction below to produce candidate captions,
and evaluated in a zero-shot setting. ©

* Instruction: Based on the chart image, gener-
ate a text around 100 to 400 words, describ-
ing the historical price movements and pre-
dictions and concluding the opinion of the
chartist towards the stock trends.

4.2 Evaluation Metrics
4.2.1 Text Similarity Metrics

Regarding evaluation metrics, we have considered
the most popular ones, which are mainly based
on n-gram overlapping, including BLEU (Pap-
ineni et al., 2002), ROUGE (Lin, 2004), METEOR
(Banerjee and Lavie, 2005) and CIDEr (Vedan-
tam et al., 2015). We also included two semantic-
oriented metrics that are based on contextualized

®We had a pilot study with a few samples and some can-
didate instructions. The presented instruction achieved good
performance overall. We observed that the few-shot learning

setting is not applicable given the nature of the presented task,
and thus we did not conduct the few-shot experiments



embeddings: BERTScore (Zhang et al., 2020),
and paragraph-level cosine similarity, denoted as
COSr. After a pilot study, we selected the OpenAl
embedding model as the best one to measure COSp
(see section A in the Appendix for more details).

4.2.2 Fine-grained Examination

Additionally, observing that the metrics above mea-
sure textual similarity in general, we also attempted
to have a closer examination of the generated cap-
tions. To this purpose, we further analyzed the
results in terms of SA and /oU.
IoU (Intersection over Union). We borrowed this
metric from the field of object detection to mea-
sure how much important information has been
included in the candidates relative to the references.
In object detection, it measures the overlap over the
union of predicted and ground-truth objects (Ev-
eringham et al., 2010). Different from its original
formulation, an adaption has been made to fit into
the settings of our work. In object detection, not all
objects present in an image are annotated as ground
truth. Also, a predicted object is only considered
correct if it matches a labeled ground truth object.
In contrast, we assume that all metadata items
present in the image are potentially valid and rel-
evant for narration. Therefore, a candidate text
should be rewarded whenever it correctly mentions
an item from the image’s full annotation — even
if that item is not found in the reference text. Such
extra information is still accurate and should nei-
ther be penalized nor neglected. Meanwhile, we
attempt to bridge between the candidate and the
reference. For this, we measure how the candidate
text covers the objects compared to the reference
text, while using the annotations as a background
that has all possible metadata items. Let O, be all
metadata appeared in the image, and O, and O,. be
the metadata that is mentioned in the candidate and
reference texts respectively. For each candidate-
reference text pair (¢, r), we first count how many
objects they mention that also appear in O,:

Hit, = |0sN Oy, Hit, = |0y N O,

Then the relative coverage of c to r can be a ratio:

Hit, /Hzt
|0al " 04|

To further account for the impact of text length
and large values, we redefine the IoU formula as:

formulate IoU as:

|O:NO |
IoU = log (1 |Om(§|+> (1)

where L. and Lr is the text length of ¢ and 7 re-
spectively, € is a constant value to prevent division
by zero and a logarithm could smooth the results.’
The dataset contains three categories of meta-
data i.e., the metadata, including Degree, Time and
Price. For each sample, the IoU score is an aggre-
gated result across these three categories. The IoU
value would always be non-negative. A higher
value may suggest that a more fine-grained de-
scription has been given, with more important in-
formation or meta information has been referred
to. Conversely, lower scores may indicate under-
description, omission of key elements.
SA (Sentiment Alignment). The reference text
states the historical movement of price, then out-
lines a prediction for future trends, indicating the
existence of opinions, i.e., sentiment. An appro-
priate candidate is expected to express a similar
sentiment in general. Accordingly, sentiment anal-
ysis can be performed on the reference and candi-
date texts to evaluate whether their sentiments were
aligned. The assessment of sentiment alignment is
presented as a text classification problem on three
polarity categories, including positive, negative and
neutral. The SA score of each reference-candidate
pair is formulated as below:

) {1, if r =

SA(z,z) = .
0, otherwise

where x and Z denote the reference and candidate
text, and y and ¢ denote their respective sentiments,
which can be obtained using a BERT model fine-
tuned for financial sentiment analysis 8, 1 indicates
a correct sentiment alignment between = and & and
0 a mismatch.

Importantly, we don’t perform sentiment anal-
ysis over the entire text. What is valued the most
is the portion that contains opinions towards the
future, which are typically located in the final part
of the text. Therefore, our analysis only focus
on the last a few sentences of a text. Given that
this is an open-ended generation task and sentence-
level alignment between reference and candidate

"¢ takes the value of 1 x 10~° during calculation.
8https: //huggingface.co/ahmedrachid/
FinancialBERT-Sentiment-Analysis
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texts seems infeasible, we measure aggregated sen-
timents: The sentiment of each text segment is
computed from the predicted labels of its individ-
ual sentences through a weighted voting approach,
in which sentences closer to the end are assigned
higher weights.

METEOR

ROUGE

BLEU

BERTScore

sA

Figure 4: Radar chart of all evaluation scores. All values
are presented on a 100% scale.

5 Results and Discussion

Table 2 presents the zero-shot evaluation results.

The instant observation is that all the LVLMs,
despite their excellence in image understanding
tasks, have achieved very low values for the evalua-
tion metrics based on n-gram overlap (roughly the
upper part of Table 2). The radar chart in Figure
4 presents the extremely unbalanced distribution
between these common metrics and those intro-
duced by us. Standard evaluation metrics for image
captioning tasks — BLEU, ROUGE, CIDE, and
METEOR — consistently report low scores for
all models, even for the top ones like Gemini and
GPT-4V. This is actually not unexpected: given the
domain specificity and the length of the reference
texts, it would have been surprising - and possibly
an index of data contamination - to observe high
values for such metrics.

For SA and IoU, GPT-4V and Gemini outper-
form the other models. It should be noticed that
Gemini scores are much better on the IoU met-
ric, meaning that its responses are more likely to
contain more of the correct chart metadata, and
has better coverage. In general, LVLMs achieve
higher scores in BERTScore and COS f, showing
that even if they do not use the same words (i.e.
low n-gram overlap), the texts generated by some
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of the models have high conceptual similarity with
the reference. On the other hand, the SA scores, re-
flecting the alignment between model outputs and
opinions of the analysts, have only around 40% in
the best models. Higher values would be desirable,
as this metric might be the most relevant in affect-
ing the stock buying decisions of the investors and
we would like LVLMs to be as much aligned as
possible with human experts’ insights, in order for
them to be deployed in real-world applications.

Examples are provided in Table 6 (in the Ap-
pendix). From them, we can find that the reference
text and model output appear to differ in narration.
In this sense, the low scores are quite understand-
able, as these metrics in nature rely on lexical over-
lapping. While these methods may perform well on
regular datasets, where texts are in short forms and
show limited possibilities for paraphrasing, their ef-
fectiveness can be predictably compromised in this
context which presents a open-ended long text gen-
eration task. The extremely low values of BLEU
or CIDEr suggest they could be inappropriate for
the evaluation of this task. Nonetheless, despite
their variance in wording and constructions, some
model outputs — such as those from Gemini and
GPT-4V as listed — remain faithful to the given
chart and provide meaningful interpretations for
readers. Therefore, relying solely on traditional
metrics would seem unfair. In this sense, the use
of alternative metrics — BERTScore and COSp
seem inevitable. BERTScore, according to its for-
mulation (please refer to Zhang et al. (2020) for
details), measures lexical similarity using contex-
tualized embeddings from Transformers, which is
more flexible and effective compared to its prece-
dents. COSf, on the other hand, encodes the entire
text as vectors and then measures semantic similar-
ity in a more blunt manner.

Additionally, we observe that the reference texts
which are produced by professional analysts not
only uncover the future price trends, but also try to
disclose the full picture of the movement, i.e., to
provide detailed context and justification for their
description or analysis, making it more reliable.
During the process, EWP markers (i.e., the nu-
merical and alphabetical annotations around the
waves) are frequently referred to, which in some
way enhances the accessibility of the text. In con-
trast, the performance of LLMs varies significantly.
Strong models like Gemini and GPT-4V appear to
be aware of the EWP theory and able to recognize
the visual elements such as markers and labels on



Table 2: A summary of the evaluation results on the dataset (1972 instances). Several images are rejected by
GPT-4V, due to sensitivity concerns or other reasons such as image quality, according to the feedback from the
model. The Valid column contains scores for valid captions only (1915 instances). Out of 1972 GPT-4V responses,
57 are found invalid. 4-gram scores are reported for BLEU and CIDEr, and F-score for BERTScore and for SA.
The best scores are indicated in bold among all samples or underlined among valid samples. For all metrics, scores
are reported in percentage (%) and rounded half up to two decimal precision and higher values indicate better

performance.
GPT4V | \PLUG-OWI2 LLaVA InstructBLIP Gemini
Overall Valid
BLEU .65 .66 44 49 25 0.73
CIDEr .58 .60 .26 24 .05 0.62
METEOR 15.32  15.36 11.05 11.24 7.14 15.05
ROUGE;, 11.74 11.78 11.39 11.28 10.07 12.20
BERTScore 8191 8194 80.22 79.51 77.63 81.71
COSr 71.10 71.46 49.56 41.16 36.77 73.32
SA 38.04 37.74 35.04 31.73 32.89 35.58
IoU 30.88 31.31 14.94 5.19 43 38.15

the chart. In contrast, weak models could even fail
in recognition. For example, the red-highlighted
sentence in Table 6 indicates that the LLAVA model
could not recognize the time frame of the chart.
From its generated textual description, nor can we
find traces that the model understands the EWP
theory or master the skills of giving suggestions
for investment. Text-similarity metrics such as
BERTScore, ROUGE, may fail to capture these
subtle distinction in their measurement, and that is
the reason that IoU is introduced in the evaluation.

Table 3: A breakdown of the IoU scores. The reported
values (in %) represent the metadata coverage within
different categories. For instance, suppose n Time mark-
ers are included in the full annotation and m found in
the reference text, the Time coverage of the reference is
then calculated as .

Degree Time Price
Reference 26.83 20.09 4.65
GPT-4V 3.72 7.07 5.83
GPT-4V (valid) 3.69 7.16 5.86
mPLUG-OwI2 .26 4.79 22
LLaVA .01 1.58 .05
InstructBLIP .00° 13 01
Gemini 547 1201 5.79

Besides from the overall scores presented in Ta-
ble 2, Table 3 provides more statistics around IoU.
These objective and quantitative results support our
observation that human chartists tend to favor in-

°The actual value is above zero, but it is displayed as zero
due to standard rounding.
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cluding metadata especially wave degrees, while
LLMs are less attentive in their generation.

Regarding SA, we reported its F1-scores in Ta-
ble 2. The confusion matrices of sentiment align-
ment are revealed in Figure 6 in the Appendix. A
majority of errors occur between the neutral class
and the others. Although the sentiment analysis
model could be to blame, we noticed that sub-
tle mismatches between the narrative tones could
have contributed to the low scores. For instance,
as shown in Table 5 (in Appendix), the reference
text expresses a positive outlook towards the stock,
while Gemini, although agrees, adopts a more cau-
tious and restrained tone.

Based on these findings, it is evident that the
some LLMs could have posed the capability of
stock chart interpretation and demonstrate a certain
level of financial domain knowledge, even in cases
where their overall performance is not satisfying.

In the future, we believe that the performance
can be further improved via a more systematic
search for optimal prompt instructions, and pos-
sibly by introducing customized architectures for
the task.

6 Conclusion

In this work, we have introduced StockGenChaR,
a dataset for stock chart captioning, and we have
reported the preliminary work on the captioning
task, including the creation of the benchmark and a
preliminary evaluation with some popular LVLMs.
By first exploring these LVLMs, we hope to find
out their capacity in this stock chart captioning



without additional fine-tuning, and also to identify
proper evaluation methods for the task.

The current findings suggest that these LVLMs
could have possessed limited capabilities of stock
chart captioning. However, for practical deploy-
ment in financial scenarios, task-specific fine-
tuning is still required. Also, given the sensitive na-
ture of financial data, directly using open-sourced
models may pose risks related to confidentiality or
information breach. Also, despite our efforts on
evaluation metrics, automatic evaluation metrics
alone may be insufficient to capture all aspects of
the text quality, especially in our setting, where
the task involves generating long-form texts in-
tended for human readers, including amateurs to
finance and stocking. In this sense, further explo-
rations with customized approaches and the inclu-
sion of human evaluation seem necessary. On the
bright side, we have seen that these LVLMs, close-
sourced or open-sourced, are equipped with the
visual recognition and textual generation ability. It
is therefore safe to assume that the performance
on the presented task can be further improved via
a more systematic search for optimal prompt in-
structions, and possibly by introducing customized
architectures.

Limitations

Our work has some limitations that have to be ac-
knowledged. First, the paper presents only pre-
liminary evaluation results with general-purpose
LVLMs. For future work, we plan to experiment
with more customized LVLM architectures (e.g.,
those mentioned in Section 2) to further push the
boundaries of model performance on the proposed
chart captioning task.

Also, the present work only adopts automatic
metrics for evaluation. From Table 2, we can find
that metrics that are based on word overlapping
such as BLEU and CIDEr, are insufficient in evalu-
ating long texts; the two embedding-based methods,
BERTScore and COS -, despite capturing seman-
tic similarity, demand further examination because
they could fail to measure the user accessibility of
the generated texts, as the task requires. In the fu-
ture, we plan to explore more sophisticated prompt-
ing strategies to explicitly target accessibility and
other desiderata aspects of the generated captions,
and to include human annotators for evaluating the
generated texts.
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A Embedding Model Selection

Following Li et al. (2020a), we designed a similar-
ity experiment to find the ideal embedding model:

* First, we collected generated texts from GPT-
4V using randomly-picked samples and de-
signed instructions, and then created gold la-
bel similarities between pairs of gold truth
captions and generated texts (The gold la-
bel similarity is actually a pseudo similarity.
Currently, we haven’t conducted a standard-
ized human evaluation of the generated texts.
But GPT-4V sometimes produces invalid re-
sponses due to sensitivity concerns or other
reasons, so we take the extreme values by as-
signing a similarity score of 0 between the
caption and invalid response pair, and a score
of 1 for other cases.);

We obtained text embeddings from each can-
didate embedding model;

We computed COSp scores between each
paired embeddings as the model-wise pre-
dicted similarities, and then calculate the
Spearman’s correlation coefficients between
them. We experimented with BERT,
RoBERTA and the OpenAl embedding mod-
els, and reported the COSyr and Spearman
scores in Figure 5. An ideal model is sup-
posed to exhibit strong correlation with the
gold labels. Additionally, it should be able
to differentiate between different instructions,
meaning that the predicted similarities should
vary upon the provided instructions. Based on
these criteria, the OpenAl embedding model
outperformed the others. Besides, considering
its larger token window (1536 tokens), we de-
cided to select the OpenAl embedding model
as the embedding source for the COS  metric.

B Supplementary Tables and Figures

'9The number of captions per image.



(a) BERT (b) RoBERTa
rg.=27.48 rs. =44.82
Avg. =90.97 Avg. =99.74

-80

(c) OpenAI model
rs. =47.23
Avg. =61.79

Figure 5: COSFr scores are presented in heatmaps, where the X-labels indicate different instructions and Y-labels
different samples. The Spearman’s correlation coefficients are denoted as r,., with p-value < 0.1% in all cases,
while Avg. indicates the average COS r score (notice that the OpenAl model is the one with the highest correlation
while having at the same time a lower average cosine score. The other two models seem to have a high level of
anisotropy of the vector space, cf. Ethayarajh (2019); Feng et al. (2025), assigning similarities close to 1 to most
text pairs). Regarding model versions, we chose bert-base-uncased for BERT, rflike berta-base for RoOBERTa, and
text-embedding-3-small for the OpenAl model. All scores are reported in percentage.
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Dataset Domain Total Caps.'” Source
Conceptual Caption (Sharma et al., 2018) Generic 3.3M 5 Web

MS COCO (Lin et al., 2014) Generic 328K 5 Web

Flickr30k (Young et al., 2014) Generic (people, animals) 31K 5 Flickr.com
Flick 8K (Hodosh et al., 2013) Generic 8K 1-5 Flickr.com
FlickrStyle10K (Gan et al., 2017) Generic 10K 2 Flickr.com
SBU Captions (Ordonez et al., 2011) Generic M 5 Web

Visual Genome (Krishna et al., 2017) Generic 108K Web

VizWiz Captions (Gurari et al., 2020) Assistive 39K 5 VizWiz APP
CUB-200 (Welinder et al., 2010) Birds 12K 10 Web
Oxford-102 (Nilsback and Zisserman, 2008)  Flowers 8K 10 Web

Fashion Captions (Yang et al., 2020) Fashion 52K 5 Web
BreakingNews (Ramisa et al., 2017) News(sports, arts, etc.) 100K 5 Web
GoodNews (Biten et al., 2019) News 466K 1 New York Times
SentiCap (Mathew et al., 2022) Generic 3.2K 6 MS COCO
TextCaps (Sidorov et al., 2020) OCR 28.4K 5-6 Web

nocaps (Agrawal et al., 2019) Generic 15.1K 11 Web

IAPR TC-12 (Grubinger et al., 2006) Generic 20K 1-5 Viventura
PASCAL 1K (Rashtchian et al., 2010) Generic (people, animals) 1K 5 PASCAL VOC

Table 4: A general
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Table 5: An example of the false neutral case from Gemini (i.e., a positive sample is classified as a neutral). Only

the last a few sentences are presented.

* CL #F, LIGHT CRUDE OIL FUTURES, 60 (Dynamic) (delayed 10)

(& Elliott Wave Forecast

Invalidation Level

52.07

EWF Asia Updated 12.30.2016 3.00 GMT

5
52.50

52.00

51.50

51.00

50.00

Reference:

Gemini:

"... The internal structure of wave Z is unfolding as a double three structure where wave (w) of
Z ended at $53.79 and wave (x) of Z has ended at $52.08. Near term, the rally from wave (x)
low ended at $54.37 as 5 waves, and CL_F is expected to do a wave b pullback to correct the
rally from $52.08 low in 3, 7, or 11 swing before the rally resumes towards $55.93 — $56.83.
We don’t like selling the proposed pullback and expect buyers to appear again once wave b
pullback is complete in 3, 7, or 11 swing as far as pivot at $52.07 remains intact in the first
degree. If pivot at $52.07 fails, then CL_F has ended cycle from $49.95 low and will do a larger
correction and still expected to turn higher while second degree pivot at $49.95 stays intact.”

... The identified wave structure combined with critical support levels provides a framework for
possible upward momentum. Traders and investors are advised to watch for a rebound from the
defined support levels, which could signify a continuation of the bullish trend established earlier
in the cycle. This analysis reinforces a strategic approach, encouraging trades in alignment with
the identified Elliott wave patterns and Fibonacci levels for optimal risk management.
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Reference:

Gemini:

GPT-4V:

LLAVA:

“ T,AT&T INC, 60 (Dynamic) ¢ Elliott Wave Forecast

38.00
o N
s Invalidation Level 37.81 I
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EWF 1H Group, 3 Updated 4.6.2018 12.30 GMT

i 21 2 2 Ao 5

AT&T ticker symbol: ($T) short-term AT&T Elliott Wave view suggests that the bounce to 313 high (37.81) ended Intermediate wave (X) bounce.
Below from there, intermediate Y leg lower remains in progress as a Zigzag correction. Where initial decline unfolded in 5 waves Elliott Wave
Impulse Sequence with extension in Minor wave A. Which can be seen in the Chart below, with the internal distribution of each leg consisted of 5
waves structure thus it favored being impulse. Now let’s take a quick look at the short-term price action in the stock from 313 peak (37.81). The
decline from there can be seen in 5 waves impulse sequence, where internals of each leg is consist of 5 waves structure. Where Minute wave ((i))
ended at 36.97, Minute wave ((ii)) ended at 37.34 and Minute wave ((iii)) ended at 34.55. Then from there, Minute wave ((iv)) ended at 35.29 and
Minute wave ((v)) of A ended at 34.44 low. Up from there, the stock is correcting the 313 cycle (37.81) in Minor wave B bounce. And expected to
find seller’s in 3, 7 or 11 swings as far as the pivot from 313 peak (37.81) stays intact. So far the bounce looks to be in 3 swings as a Flat structure,
where Minute wave ((a)) ended at 35.89, Minute wave ((b)) ended at 34.84 and Minute wave ((c)) of B remains in progress towards 36.24-36.57
100%-123.6% Fibonacci extension area of ((a))-((b)). Before finding seller’s again for another extension lower ideally provided the pivot from 37.81
high remains intact. We don’t like buying it and intraday traders can look to sell it from an above-mentioned 100%-123.6% ext area for 3 wave
reaction lower at least. Keep in mind that the market is dynamic and the FTSE Elliott Wave view could change in the meantime...

This Elliott Wave Forecast chart for AT&T INC (60-minute timeframe) depicts historical price movements and projects future trends using Elliott
Wave principles. The chart shows a complex pattern, marked by distinct impulsive and corrective waves labeled with Roman and lowercase letters
respectively. The analysis identifies two completed corrective patterns labeled A’ and "B’. *A’ shows a corrective three-wave structure, followed by
an impulsive five-wave structure labeled *B’. The "B’ wave appears to have reached a potential termination point, suggesting a significant price
reversal is imminent. A dashed line indicates a potential invalidation level at approximately 37.81. If the price breaks above this level, the bearish
projection would be invalidated. The chart’s creator has drawn blue boxes around specific wave structures, suggesting these areas represent significant
price swings suitable for trading. Red and green arrows indicate the predicted direction of price movement; dotted lines, however, should be avoided
for trading signals. The analyst recommends trading only charts displaying clear bullish or bearish sequence stamps and focusing on 3, 7, or 11
swings within the blue box areas. The chartist’s overall opinion is bearish. The structure of wave ’B” and its potential termination point suggest that a
downward trend is likely to follow. The invalidation level at 37.81 provides a clear benchmark for assessing the validity of this bearish prediction. A
break above this level would signal a significant shift in the underlying price trend and invalidate the current bearish outlook. The analyst emphasizes
the importance of adhering to the specified trading rules, particularly avoiding trades counter to the direction of the solid and directional arrows.

The chart displaying the historical price movements of AT&T Inc. (Ticker: T) utilizes the Elliott Wave theory to forecast future trends based on
observed patterns in the price movements. The analysis reveals the stock has experienced significant volatility, characterized by both upward and
downward movements delineated by specific wave formations. Initially, the stock faced a bearish trend, denoted by the downward movements
labeled as waves (i), (ii), and (iii). This initial decline appears to have established a low point around 34.41, suggesting potential support levels.
Subsequently, the price exhibited a corrective wave structure wherein it managed to regain some value, as indicated by the formations tagged as
((ii1)), ((iv)), and subsequent retracements represented by (a) and (b). The chart depicts key Fibonacci retracement levels, illustrating potential areas
of resistance and support. For instance, the (1) level at 35.51 indicates a notable area where the price experienced fluctuations, while the 1.236 and
1.618 levels offer insights into possible price targets for the next wave movements. The areas shaded in blue emphasize critical zones for potential
trading decisions, guiding market participants on optimal entry and exit points. Moving forward, the chartist’s...

The chart image displays a historical price movement of a stock, with a red line indicating a downward trend. The stock has been experiencing a
decline since the beginning of the year, with a notable drop in January. The chartist’s opinion on the stock trends is that the stock is likely to continue
its downward trajectory, as the current trend is not showing any signs of reversal. The chart also features a forecast for the stock’s future performance,
with a red line indicating a potential decline. The chartist believes that the stock’s current downward trend is likely to continue, and the forecast
suggests that the stock may reach a lower low in the near future. The chartist’s conclusion is that the stock is not a good investment at the moment, as
the current trend is not favorable for long-term investors. The stock’s historical price movements and the forecast indicate that it may continue to
decline, making it a risky investment option.

Table 6: We selected a chart image and presented it with its reference description and several model output for
comparison. The chart presents a 1-hour short term movement of AT&T ticker.
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Abstract

Large Language Models (LLMs) demonstrate
significant potential but face challenges in com-
plex financial reasoning tasks requiring both
domain knowledge and sophisticated reason-
ing. Current evaluation benchmarks often fall
short by not decoupling these capabilities indi-
cators from single task performance and lack
root cause analysis for task failure. To address
this, we introduce FinEval-KR, a novel evalua-
tion framework for decoupling and quantifying
LLMs’ knowledge and reasoning abilities inde-
pendently, proposing distinct knowledge score
and reasoning score metrics. Inspired by cog-
nitive science, we further propose a cognitive
score based on Bloom’s taxonomy to analyze
capabilities in reasoning tasks across different
cognitive levels. We also release a new open-
source Chinese financial reasoning dataset cov-
ering 22 subfields to support reproducible re-
search and further advancements in financial
reasoning. Our experimental results reveal that
LLM reasoning ability and higher-order cog-
nitive ability are the core factors influencing
reasoning accuracy. We also specifically find
that even top models still face a bottleneck with
knowledge application. Furthermore, our anal-
ysis shows that specialized financial LLMs gen-
erally lag behind the top general large models
across multiple metrics.

1 Introduction

In recent years, rapid LLM development has led
the transformation of artificial intelligence. LLMs
demonstrate strong natural language processing ca-
pabilities and inspire application innovations across
various fields, including scientific research (Zhang
et al., 2024), financial services (Nie et al., 2024b),
content creation (Betker et al., 2023), etc. However,
achieving satisfactory performance for complex
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tasks, such as financial decision making, proves dif-
ficult when relying solely on knowledge introduced
during training or instructions (Wang and Brorsson,
2025; Liu et al., 2025; Wang et al., 2024). Rea-
soning ability, that is, the ability of logical deduc-
tion, problem solving, and abstract thought, stands
as a core hallmark of advanced intelligence and
becomes crucial for assessing LLM intelligibility
and applicability (Wang and Song, 2024; Li et al.,
2024b; Valmeekam et al., 2023). Therefore, it is
critical to accurately assess the knowledge and rea-
soning abilities of LLMs. This helps to understand
the shortcomings of the model to support targeted
optimization.

Although several LLM evaluation benchmarks
have been proposed, they still have several limita-
tions in evaluating reasoning capabilities.

Insufficient capability decoupling. Mainstream
benchmarks typically evaluate a model’s capabili-
ties based on its performance across various tasks.
Their performance represents either the model’s
knowledge capacity (Nie et al., 2024a; Liu and
Jin, 2024) or its reasoning ability (Saparov and He,
2023; Gevaet al., 2021). However, our experiments
demonstrate that LLM performance in reasoning
tasks is influenced by both knowledge and reason-
ing ability. Therefore, it is essential to decouple
and quantify them separately to achieve a more
accurate capability characterization.

Lack of root cause analysis. Current reasoning
evaluation frameworks mostly focus on the correct-
ness of the reasoning processes and results, while
neglecting the diagnosis of the erroneous result.
Specifically, there is not yet an effective way to
distinguish whether a reasoning failure stems from
knowledge gaps, such as unclear concept compre-
hension, or from flaws in the reasoning processes,
like missing reasoning steps. This limits the poten-
tial for specifically optimizing the model.

Neglect of the cognitive science perspective in fi-
nancial LLM benchmark. While some benchmarks
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have begun to assess reasoning ability, they gener-
ally lack a design grounded in cognitive science—a
critical omission for the financial domain. Unlike
the deductive reasoning of law or the diagnostic
processes of medicine, the essence of financial
decision-making is a quantitative game against
future uncertainty. This requires a spectrum of
higher-order cognitive abilities that extend far be-
yond simple knowledge application (Zhang et al.,
2025). For instance, evaluating the impact of a
central bank’s interest rate policy requires not only
applying knowledge of rate-to-exchange dynamics
but also evaluating the complex interplay between
market sentiment and strategic policy expectations.
This distinction underscores the need for a frame-
work like Bloom’s Taxonomy as an essential diag-
nostic tool to pinpoint the specific cognitive defi-
ciencies that hinder advanced financial reasoning
in LLMs.

The above limitations motivate us to explore the
following questions:

Q1: How do knowledge and reasoning ability
jointly determine the performance of LLMs in do-
main reasoning tasks?

Q2: Can we develop an evaluation framework
that decouples and independently quantifies knowl-
edge and reasoning ability from task performance?

We begin by empirically verifying the fundamen-
tal role of knowledge in domain-specific reasoning
through a preliminary experiment in the finance
sector. Building on these initial findings, we make
the following contributions:

* A novel evaluation framework. We propose
anovel LLM evaluation framework that disen-
tangles the assessment of domain knowledge
and reasoning ability from task performance
metrics. This allows us to introduce two dis-
tinct metrics: a Knowledge Score and a Rea-
soning Score. Furthermore, inspired by cog-
nitive science, we posit that complex reason-
ing relies on a hierarchy of cognitive abilities.
This motivates our third metric, the Cognitive
Score, which leverages Bloom’s Taxonomy
to provide a fine-grained analysis of the cog-
nitive processes employed by LLMs during
reasoning.

* A new open-source Chinese-language
dataset for financial reasoning'. The re-
leased dataset encompasses 22 key financial

"hitps://github.com/SUFE- AIFLM-Lab/FinEval-KR
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subfields, its primary contribution lies in its
multi-layered annotations, where each sample
includes knowledge point labels, step-by-step
reasoning chains, and the required cognitive
skills. As a comprehensive and deeply an-
notated resource, it is designed to serve as a
specialized benchmark to advance research in
both financial and cognitive reasoning.

* Evaluation results of mainstream LLMs.
Based on the proposed framework and dataset,
we conduct a comprehensive evaluation of
the current mainstream LLMs, which verifies
the effectiveness of the proposed evaluation
methodology and yields a series of insightful
conclusions (see Section 5.3 and Appendix I
for details).

2 Related Work

Recent studies highlight a paradigm shift in LLM
evaluation, moving from task-specific benchmarks
to capability-based assessments of core compe-
tencies like knowledge and reasoning (Cao et al.,
2025). Financial LLM benchmarks have fol-
lowed a similar trajectory, evolving through three
main phases. Early benchmarks adapted gen-
eral NLP tasks to the financial domain (e.g., Fin-
GPT (Wang et al., 2023), CFBenchmark (Lei et al.,
2023)). As tasks grew more complex, the focus
shifted to specialized knowledge evaluation (e.g.,
FinEval (Zhang et al., 2023), FinTruthQA (Xu
et al., 2024)). Contemporary benchmarks now in-
corporate complex decision-making tasks requir-
ing integrative reasoning, such as market analysis
and risk assessment (e.g., InvestorBench (Li et al.,
2024a), FinBen (Xie et al., 2024)).

Despite this progress, financial reasoning poses
unique challenges that current evaluation methods
struggle to address. It demands (1) comprehension
of complex, multi-modal data (e.g., time-series and
unstructured text), (2) deep domain-specific knowl-
edge, and (3) advanced computational and deduc-
tive skills. This complexity creates a critical limita-
tion in existing benchmarks: overall performance
metrics entangle knowledge mastery with reason-
ing ability, making it impossible to diagnose the
true source of a model’s failure. This fundamen-
tal challenge motivates our primary contribution:
a decoupled assessment framework. Furthermore,
these unique demands directly guided the design
of our financial reasoning dataset (see Section 4.1).


https://github.com/SUFE-AIFLM-Lab/FinEval-KR

Beyond the issue of entangled evaluation, a sec-
ond key limitation exists: the lack of fine-grained
cognitive analysis. While cognitive science per-
spectives offer crucial insights for LLM optimiza-
tion (Huber and Niklaus, 2025; Adams, 2015), they
are largely overlooked in financial benchmarks.
This gap hinders targeted model improvement, as
engineers cannot pinpoint specific cognitive defi-
ciencies (e.g., analysis vs. evaluation) to address
during fine-tuning. Our work fills this gap by intro-
ducing a cognitive evaluation dimension, enabling
a more diagnostic approach to model development.

3 Preliminary Experiment

To further illustrate our research motivation, we
design a set of preliminary experiments focusing
on a simple reasoning task in the financial domain
— a financial calculation problem that requires only
a single formula. For the dataset and prompts used
in this experiments, please refer to Appendix A.

3.1 Experiment Settings

In order to correctly solve such problems, LLMs
need to complete the following three sub-tasks: (1)
Recall the calculation formula for the variable to
be solved. (2) Identify the variable names and their
values from the problem statement. (3) Substitute
the variable values into the formula and calculate
the target variable. According to Bloom’s Taxon-
omy, these three sub-tasks correspond to remember-
ing, understanding and applying/analyzing respec-
tively. Obviously, the model can only answer the
questions correctly if all these subtasks are done
correctly.

We design the following three comparative ex-
periments to evaluate the impact of knowledge on
reasoning task: Experiment 1 (E1). The LLM is
directly prompted with the original question and
asked to complete the entire reasoning process in-
dependently. Experiment 2 (E2). Based on ex-
periment 1, inject variables and their values into
the prompt. Experiment 3 (E3). Further provide
formulas for calculation based on experiment 2.

To ensure the fairness, we add an equal amount
of irrelevant information as distractors to the con-
trol groups, while providing the key knowledge
in the experimental groups. The experiments are
first conducted on the Qwen2.5-7B_Instruct, and
the generalizability of the findings is verified using
GPT-40. The experimental results are presented in
Table 1.
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Model/Settings El E2 E3
Qwen2.5-7B_Instruct 58.0% 72.4% 85.9%
GPT-40 64.5% 80.5% 92.5%

Table 1: Cumulative correctness rate of reasoning task
in three experimental settings.

3.2 Results Analysis

Experiment 3 to 1 can be regarded as knowledge
stripping experiments. As key knowledge is pro-
gressively removed, the problem-solving rate de-
creases significantly, suggesting that the lack of
knowledge is often the root cause of reasoning fail-
ure in reasoning tasks. This leads to the following
conclusion.

In complex domain reasoning tasks, knowledge
is necessary for successful reasoning.

On the contrary, Experiments 1 to 3 can be re-
garded as knowledge enhancement experiments,
and the results show that the reasoning success rate
of LLM is significantly improved after the introduc-
tion of key knowledge in the prompts. However,
even knowledge is sufficiently injected into the
prompt, GPT-40 still persists with an error rate of
about 7.5%, suggesting that reasoning ability may
become a performance bottleneck for such tasks.
Combined with the previous conclusion, we infer
that:

Knowledge is a necessary but not sufficient con-
dition for successful reasoning.

It is noteworthy that both models exhibit sig-
nificant knowledge dependence in all experimen-
tal settings, while the performance gap between
them persists. This performance discrepancy sug-
gests that there may be significant differences in
the knowledge and reasoning capabilities of differ-
ent models. Therefore, the decoupled evaluation
framework can help us identify more clearly the
shortcomings of the models in terms of knowledge
and reasoning capabilities.

From a cognitive science perspective, knowl-
edge stripping experiments revealed the damaging
effects of lower-order cognitive deficits on higher-
order reasoning, as evidenced by a 27.94% and
28% decrease in reasoning accuracy in qwen2.5-
7b and GPT-4o, respectively. This change also
supports the progressive dependence between cog-
nitive levels. Furthermore, the performance differ-
ence between the two models in the same experi-
ment settings suggests that there is a significant gap
between them, at least in the remembering layer.



4 FinEval-KR

In this section, we present a Financial domain
Evaluation framework for assessing Knowledge
and Reasoning abilities (FinEval-KR). We first de-
scribe the methodology used to construct the evalu-
ation dataset. Next, we introduce a multi-stage eval-
uation framework that performs root cause analysis
of reasoning errors via knowledge-augmented ques-
tion answering, enabling a decoupled assessment of
a model’s knowledge mastery and reasoning ability.
Finally, we define a series of evaluation metrics:
a knowledge score based on domain knowledge
coverage; a reasoning score and a cognitive score
which is based on Bloom’s taxonomy. This ap-
proach improves the interpretability of LLM eval-
uations in financial scenarios and provides clear
directions for targeted model improvement.

4.1 Benchmark Dataset Construction

The FinEval-KR benchmark dataset is constructed
through four steps: data collection and processing,
automated question generation, answer generation,
and dataset annotation. This framework ensures
comprehensive coverage of financial knowledge
domains while maintaining academic rigor. All
prompt templates for the dataset generation are
detailed in Appendix B.

Corpus Collection To ensure the dataset is both
authoritative and relevant, we selected nine canon-
ical textbooks from major financial disciplines.
These sources provide a comprehensive and up-
to-date overview of modern finance. This process
yielded a financial corpus totaling 8,460 pages. A
detailed list of the textbooks and the rationale for
their selection is available in Appendix C.

Question Generation We generate financial
problems from the obtained corpus using a two-
stage process. First, we use a custom-designed
prompt to instruct OpenAl ol, a state-of-the-art
model at the time of our research that was spe-
cially enhanced for reasoning capabilities, to create
a computational question based on a given text seg-
ment. The prompt’s design ensures the question
meets predefined standards (see Figure 6 in the ap-
pendix for details). Second, we subject each candi-
date question to a three-step automated validation:
it is checked for logical coherence, consistency
with the source material, and overall quality. Ques-
tions that fail any check are discarded, ensuring
the high fidelity of the final dataset. The details of

validation please refer to Appendix D.

Answer Generation We generate and validate
the ground-truth answers using a structured three-
stage pipeline: (1) Unconstrained generation: We
first prompt OpenAl ol to solve each problem,
guided by the prompt shown in Figure 7. Crucially,
we impose no initial format constraints on the out-
put, a strategy designed to capture the model’s
most natural and diverse problem-solving path-
ways. (2) Standardized formatting: The resulting
raw solutions are then systematically parsed and
reformatted according to a predefined template to
ensure consistent and uniform presentation across
the dataset. (3) Rigorous validation: Finally, each
formatted answer undergoes a triple-validation pro-
tocol, which mirrors the question validation process
(see Appendix D for details).

Dataset Annotation For each question, we use
OpenAl ol guided by the prompt in Figure 8 to
identify all requisite knowledge points. These in-
clude, but are not limited to, core financial con-
cepts, regulatory frameworks and mathematical op-
erations.

For each step in the answer, we annotate the
corresponding cognitive level using Bloom’s Tax-
onomy. To mitigate the inherent subjectivity of this
task, we developed a constrained, keyword-driven
methodology. We guide the OpenAl o1 using a pre-
defined set of keywords strongly associated with
each cognitive level, derived from Anderson and
Krathwohl (2001) (see Figure 9 for prompt tem-
plate). This process maps each reasoning step to
one or more levels: Remembering, Understanding,
Applying, Analyzing, and Evaluating. We inten-
tionally exclude the Creating level. This decision
ensures objectivity, as our dataset comprises prob-
lems with determinate solutions, a principle that
aligns with standardized financial certification ex-
ams.

Dataset Characteristics and Exemplary Samples
The final evaluation set contains a total of 9,782
question-answer pairs and their associated anno-
tations. The questions and answers in the dataset
are verified by human experts, and a sample check
showed that the accuracy of the dataset is above
90%. Further details on the human annotators, the
quality control mechanisms, and the validation pro-
cess are provided in the Appendix J. An exemplary
sample from the constructed dataset is given in
Figure 1 on a yellow background. (see Figure 10



for the complete example). The complete statis-
tical characterization of the dataset is detailed in
Appendix E.

4.2 Evaluation Framework

As shown in Figure 1, the FinEval-KR framework
comprises three evaluation stages. First, a model
attempts a problem, and an LL.M-as-a-judge identi-
fies any errors, extracting the specific knowledge
points needed for a correct solution. In the sec-
ond stage, we provide the model with this miss-
ing knowledge and have it re-answer the question.
The final stage performs a comparative analysis
for attributing the initial error to knowledge defi-
ciency or reasoning ability deficiency. This mecha-
nism allows for the independent quantification of a
model’s knowledge and reasoning capabilities.

4.2.1 Stage 1: Question Answering

Unconstrained Solution Generation In this ini-
tial stage, the model under evaluation generates a
solution without any format constraints. This de-
sign is crucial for preventing judgment errors based
on superficial format-matching. It ensures, for ex-
ample, that a logically sound reasoning path is not
unfairly penalized simply for deviating from the
step-order of the reference answer. The prompt for
this stage is detailed in Appendix F, Figure 15.

Structured Judgment and Error Analysis
Next, we employ an LLLM-as-a-judge to analyze the
generated solution against a reference answer. To
ensure the judgment is objective and reproducible,
the judge is guided by a highly structured, Chain-
of-Thought (CoT) prompt that enforces a rigorous
step-by-step analysis (see Figure 14). Additionally,
we address the potential bias challenge of the judge
model in Appendix G.

If an error is detected, the judge’s output, termed
the review result, pinpoints the first incorrect step,
identifies its root cause, and lists the corresponding
knowledge deficiencies (an example is shown in
Figure 2). If the final answer is correct, we consider
the entire reasoning process valid. This assumption
is grounded in the novelty and multi-step complex-
ity of our dataset, which makes correct answers via
guessing or exploiting artifacts (the “Clever Hans”
effect) highly improbable.

4.2.2 Stage 2: Knowledge-augmented
Answering

If the evaluated model makes a error in Stage 1,
the framework proceeds to this second stage. Here,

we provide the model with the exact knowledge
points that the judge identified as missing in Stage
1. This knowledge is integrated into a new prompt
(see Appendix F, Figure 16), instructing the model
to re-attempt the problem. The core purpose of
this stage is to isolate the reasoning variable. By
explicitly providing the necessary knowledge — a
prerequisite for correct reasoning as validated in
our preliminary study — we can now assess if the
model can reason correctly when its knowledge
gaps are filled. The judge then re-evaluates the
new solution using the same protocol as in Stage
1. The outcome of this assessment is termed the
augmented review result.

4.2.3 Stage 3: Error Diagnosis

The final stage performs a comparative analysis
between the outcomes of Stage 1 and Stage 2 to
determine the root cause of the initial error. Our
approach is grounded in the principle that LLM’s
preference to external information reveals its inter-
nal knowledge gaps (Wu et al., 2024). Specifically,
the judge model compares the review result with
the augmented review result, following the princi-
ples below to determine the root cause of reasoning
errors:

* Knowledge Deficiency. If the augmented re-
view result shows that the model reasons cor-
rectly in Stage 2, or the erroneous step oc-
curs later than in Stage 1. This indicates that
the evaluated model preferred the augmented
knowledge in the second stage. This proves
that the initial error is caused by knowledge
deficiency.

* Reasoning Ability Deficiency. If the evaluated
model still makes a reasoning error in Stage 2,
and the erroneous step is consistent with Stage
1, this indicates that the evaluated model still
preferred its internal prior knowledge. This
proves that the initial error is rooted in poor
reasoning ability.

Through this attribution method, our framework
successfully decouples a model’s knowledge and
reasoning abilities from its overall task perfor-
mance.

4.2.4 Evaluation Metrics

We propose three core metrics: knowledge score,
reasoning score, and cognitive score, while also
retaining accuracy to measure the model’s overall
task performance.



An English multinational company...

Please calculate the converted
pound sterling earnings from the Canadian subsidiary for Oceanic Ltd in 2021
and 2022 and discuss how exchange rate fluctuations have impacted...

Stage 3: Error Diagnosis

[augmented review resu\t] [ review result }
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~ .
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Knowledge Deficiency Reasoning Ability Deficiency

Step 1: Calculate for 2021 and 2022...; Step 2: Analyze...; Step

3: Assess the impact of...; Final Answer: Due to the exchange rate declining
from £0.58/CAD to £0.52/CAD, the growth in pound sterling earnings was
weakened, decreasing from 20% to approximately 7.59%, with a reduction of

£720,000. ..

Step 1: Apply, Step
2: Analyze, Step 3:
Analyze, Final
Answer: Evaluate

Exchange Rate
Translation, Functional
Currency and Reporting
Currency ...

Figure 1: Three-stage evaluation framework of FinEval-KR, and an exemplary sample of the dataset. Note that the
original dataset is in Chinese, the figure provides an English translation for readability.

Review Result

The annual interest rate of 6%
should be converted to a monthly interest rate, i.e.
0.5% (6%/12).

Step 1

The calculation of fixed monthly
payments requires using the monthly interest rate,
not the annual interest rate.

Incorrect

Figure 2: Example of review result generated by the
judge model (original in Chinese, with English transla-
tion).

Knowledge Score (KS) This metric quantifies
the evaluated model’s knowledge coverage in the
financial domain.

M
U, K

N
‘Ui:l K;

KS=1- , (1

where M is the number of errors attributed to
knowledge deficiency during evaluation. K] de-
notes the set of knowledge points involved in the er-
roneous reasoning steps for the i-th question whose
error was attributed to a knowledge deficiency. N
is the total number of evaluation samples. K; de-
notes the set of knowledge points involved in the
t-th evaluation question. The denominator in the
Eq. (1) is the total number of knowledge points
across all evaluation questions in the dataset.

Reasoning Score (RS) This metric measures the
evaluated model’s reasoning ability in the financial

domain.

S Ia; = o)

RS = ~
N =50 I(a; # a?ef Ar(a;) =K)

I

2
where a; is the answer of the evaluated model for
the i-th question, and a!*' is the corresponding ref-
erence answer. Thus, the numerator of Eq. (2) is the
total number of questions with correct reasoning.
r(a;) represents the root cause for the erroneous
result a;, which can be either K or R, representing
knowledge and reasoning ability deficiency, respec-
tively. In addition, since each reasoning step in the
dataset is annotated with a cognitive label, the rea-
soning ability deficit can be further subdivided into
the ability deficit at a certain cognitive level, i.e.,
R/, j e {1,2,3,4,5}, where j is the index of the
level in Bloom’s taxonomy, and 1, 2, 3,4, 5 denote
remembering, understanding, applying, analyzing,
and evaluating respectively. The denominator in
Eq. (2) is the total number of questions whose rea-
soning errors are not attributed to knowledge defi-
ciencies.

Cognitive Score (CS) Furthermore, to explore
the level of cognition exhibited by LLMs when
solving reasoning tasks, we expanded a series of
fine-grained metrics drawing on RS. The j-th cog-
nitive level score of the LLM is defined as,

CS; = RS x (1—

N i) = R)
N — Zf\il I(a; # aéef Ar(a;)

3

Qi B )

K)

a; € (0,1) is a penalty coefficient, and it is de-
signed to have negative correlation with the cogni-
tive level j. This weighting scheme is designed to



heavily penalize errors made by the model during
lower-level cognitive reasoning steps. In our exper-
iments, we empirically set a1, - - - , a5 to a linearly
decreasing sequence 0.9, 0.8, 0.7, 0.6 and 0.5.

Accuracy (Acc) Finally, the success rate for all
reasoning tasks is defined as,

N
_ i - _ref
Acc = N ;H(al =a;). 4)

5 Experiments

This section first validates the FinEval-KR frame-
work’s effectiveness in identifying potential knowl-
edge weaknesses and performing root cause anal-
ysis. Subsequently, we selected a range of LLMs,
and evaluated them using the proposed FinEval-KR
framework and our open-sourced dataset.

5.1 Alignment Analysis of Judge Model in
FinEval-KR

The core of FinEval-KR lies in the design of the
judge model for identifying initial reasoning step,
recalling potential knowledge weaknesses and pin-
pointing root causes, which is fundamental for
achieving decoupled evaluation. To this end, we
design a set of comparative experiments to assess
the alignment between the judge model and human
evaluation.

The methods participating in the comparison in-
clude: (a) Direct Prompting: We use advanced
models like OpenAl ol, directly prompting them
to execute knowledge identification and root cause
localization tasks. (b) Task Decomposition: De-
compose the above two tasks into multiple sub-
tasks and clearly define the logical dependencies
between these subtasks (c) Ours: Based on task de-
composition, this method requires the model to self-
reflect and explicitly output reasoning processes
step-by-step before generating the final conclusion
(i.e., adding the <Inner Thought> as shown in
Figure 14).

Given that our benchmark dataset is composed in
Chinese, we select Qwen2.5-72B_Instruct, which
is specifically optimized through extensive pre-
training on Chinese corpora, as backbone LLM
in the latter two methods. We use the following
three metrics to evaluate the performance of these
methods: (a) Accuracy of error identification: This
refers to the proportion of correctly localized ini-
tial reasoning step in the Stage 1. (b) Accuracy of
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Methods Error Knowledge Error
) Identification Recall Attribution
Dlrec.t 0.56 094 020
Prompting
Task s 0.85 0.60 0.53
Decomposition
Ours 0.92 0.94 0.93

Table 2: Accuracy for three evaluation tasks.

recalled knowledge points: The percentage of miss-
ing knowledge correctly recalled in Stage 1. (c)
Accuracy of error attribution : The proportion of
correctly attributed reasoning errors to knowledge
or reasoning ability deficits.

All metrics are calculated after a manual review
of the model outputs by financial domain experts.
Experimental results are presented in Table 2. It
can be observed that FinEval-KR outperforms the
comparison methods across all metrics, demonstrat-
ing its superior performance in error attribution and
knowledge identification tasks.

Additionally, we discuss the limitations of adopt-
ing Qwen2.5-72B_Instruct as the judge model in
the Limitations section.

5.2 Evaluation

For our evaluation, we select 18 leading and rep-
resentative LL.Ms, referencing prominent leader-
boards like the Chatbot Arena’. This selection
spans a diverse range of models, including open-
source and closed-source systems, models of vary-
ing parameter scales, and different architectures
such as dense and Mixture-of-Experts (MoE) (see
Appendix H for details).

In our analysis, we focus on the relative perfor-
mance rankings (i.e., performance tiers) of these
models rather than their absolute scores. This ap-
proach is designed to ensure the robustness of our
findings. While an LL.M-as-a-judge may have in-
herent systematic biases, such biases have a smaller
impact on the relative ordering of models than on
their absolute scores.

5.3 Results and Core Findings

Table 3 lists the average metrics for all 18 mod-
els from three independent runs, conducted with
a model temperature of 1. The complete results,
including standard deviations, are presented in Ta-
ble 7.

Zhttps://openlm.ai/chatbot-arena/
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. CS; CSs2 CSs3 CSy CS;

Model/Metrics Ace KS RS (remember) (understand) (apply) (analyze) (evaluate)
Qwen2.5-14B_Instruct  0.5473 0.8490 0.6863 0.6547 0.6603 0.3893  0.6863 0.6820
QwQ-32B-preview 0.7380 0.9073 0.8627 0.8450 0.8503 0.6987  0.8510 0.8597
DeepSeek-v3 0.8270 0.9427 0.9077 0.8963 0.8993 0.7963  0.8943 0.9057
DeepSeek-R1 0.8700 0.9517 0.9347 0.9377 0.9397 0.8810  0.9380 0.9433
Doubao-pro-32k 0.7825 0.9195 0.8750 0.8560 0.8600 0.7340  0.8565 0.8720
Moonshot-v1-128k 0.4533 0.8340 0.6020 0.5620 0.5670 0.2763  0.5653 0.5973
Ernie-bot-4.0 0.5733 0.8627 0.7053 0.6680 0.6753 0.4383  0.6847 0.6927
Qwen-max-latest 0.6467 0.8797 0.7733 0.7507 0.7547 0.5340  0.7440 0.7703
GPT-3.5-turbo 0.2830 0.7527 0.3973 0.3527 0.3603 0.0900  0.3893 0.3970
GPT-40 0.6853 0.9020 0.8067 0.7847 0.7890 0.5930  0.7870 0.8030
GPT-4.1 0.8263 0.9520 0.9063 0.8957 0.8977 0.7890  0.8927 0.9050
ol-mini 0.7503 0.8997 0.8453 0.8340 0.8363 0.6983  0.8477 0.8450
03-mini 0.8207 0.9260 0.9070 0.9047 0.9073 0.8127  0.9023 0.9120
Gemini-2.5-pro 0.8750 0.9627 0.9233 0.9123 0.9163 0.8403  0.9050 0.9120
Gemini-2.5-flash 0.8440 0.9540 0.9203 0.9103 0.9133 0.8307  0.9100 0.9177
Claude-3.7-sonnet 0.7923 0.9390 0.8823 0.8663 0.8703 0.7433  0.8653 0.8803
Xuanyuan-FinX1-preview 0.5890 0.8687 0.7323 0.7063 0.7130 0.4610  0.7323 0.7300
Fin-R1-7B 0.4153 0.7510 0.5570 0.5190 0.5277 0.2170  0.5570 0.5527

Table 3: Reasoning Accuracy (Acc), Knowledge Score (KS), Reasoning Score (RS), and Cognitive Score (CS) of
evaluated LLMs on the FinEval-KR. The complete results please refer to Table 7 in the appendix.

The analysis of the model performance eche-
lons and discussion of the results are detailed in in
Appendix 1. In summary, the comprehensive anal-
ysis of all evaluation metrics identifies the current
Tier 1 models as DeepSeek-R1, Gemini-2.5-pro
and Gemini-2.5-flash. These models typically have
parameters in excess of a hundred billion and use
the MoE architecture to optimize computational
resources. Furthermore, they specifically optimize
reasoning capabilities through methods like rein-
forcement learning, and demonstrate outstanding
performance in knowledge coverage and the com-
pleteness of reasoning paths.

Bottleneck in Knowledge Applying Abilities
Our analysis reveals that it is reasoning and spe-
cific cognitive skills, not merely knowledge, that
truly drive performance in advanced LLMs. While
the Knowledge Score (KS) and Reasoning Score
(RS) are positively correlated, KS scores converge
among top-tier models, indicating that sheer knowl-
edge is no longer the primary performance bottle-
neck. Instead, RS shows a strong correlation with
accuracy, establishing reasoning ability as crucial
for success. A deeper cognitive analysis pinpoints
the ability to apply knowledge (CS3) as the critical
differentiator, evidenced by a sharp drop in this
metric, which directly degrades their reasoning and
accuracy.

Crucially, this weakness is not confined to lower-

tier models. Even top-tier LLMs exhibit a signifi-
cant deficit in applying knowledge (CS3) compared
to their abilities in analyzing (CS,) or evaluating
(CS5). For instance, GPT-4.1 scores 0.7890 in CS3
versus 0.8927 in CS,. This universal shortcoming
underscores a fundamental limitation of current
models: a profound difficulty in transferring theo-
retical knowledge to practical, real-world applica-
tion.

The Dilemma of Financial LLMs Our evalua-
tion establishes Xuanyuan-FinX1-preview as the
leading specialized financial LLM, consistently out-
performing counterparts like Fin-R1-7B. However,
a more critical finding emerges when comparing
it to state-of-the-art general LLMs. Despite its
domain leadership, Xuanyuan-FinX1-preview ex-
hibits a significant performance gap of above 20%,
a deficit that spans across financial complex rea-
soning, and higher-order cognitive skills. We at-
tribute this gap to the superior generalization capa-
bilities of leading general LLMs, which are devel-
oped through pre-training on vast, multi-domain
datasets and benefit from more rapid iteration cy-
cles. This advantage allows them to achieve strong
performance even in financial fields, highlighting
the limitations of current financial LLMs in terms
of data diversity and development velocity.

Consequently, we predict a dual-track future for
developing high-performance financial LLMs. The



first track involves building upon state-of-the-art
general foundation models to leverage their vast
world knowledge and robust generalization. The
second requires employing advanced fine-tuning
techniques to distill and align these models for
specialized financial reasoning, moving beyond a
simple reliance on domain data.

6 Conclusion

This paper introduces FinEval-KR, a novel evalua-
tion framework designed to decouple and assess the
knowledge and reasoning abilities of LLMs in the
financial domain, supplemented by a cognitive per-
spective and a new dataset. Our evaluation results
indicate that reasoning and higher-order cognitive
abilities are crucial for reasoning accuracy. Even
top models encounter a bottleneck in knowledge
application, and specialized financial models gen-
erally lag behind top general LLMs.

Limitations

A potential limitation of this study lies in the choice
of the judge model. Our primary experiments were
conducted using Qwen-2.5-72B_Instruct, which
represented the state-of-the-art among publicly
available models with strong Chinese support dur-
ing our experimental phase in late 2024. With
the rapid evolution of large language models, even
more capable reasoning models like DeepSeek-R1
have since emerged.

To investigate the impact of this evolution,
we performed a small-scale evaluation using
DeepSeek-R1 as the judge model. The results
revealed a clear performance-efficiency trade-off:
while DeepSeek-R1 yielded a marginal accuracy
improvement of approximately 3%, it nearly dou-
bled the inference time, posing significant chal-
lenges for large-scale evaluation. Crucially, we
found that although the absolute scores of the eval-
uated models slightly increased, their relative rank-
ings and the performance gaps between them re-
mained highly consistent. Since our research fo-
cuses on the comparative performance of different
methods, this consistency confirms the robustness
of our conclusions.

Our future work will focus on enhancing the
framework’s robustness by incorporating reason-
ing LLMs and more diverse evaluation paradigms.
Specifically, we plan to employ multiple, heteroge-
neous models for dataset generation and implement
a cross-validated, multi-judge evaluation pipeline
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to minimize potential biases, raise the evaluation
ceiling, and bolster the benchmark’s overall relia-
bility.
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A The Dataset and Prompts Used in
Preliminary Experiments

We manually construct a dataset consisting of 200
samples. Each sample in this dataset includes the
question, the financial formula being examined, the
mapping between the formula’s variables and the
specific numerical values, and the ground truth to
the question. Figure 3, 4, and 5 show the prompt
templates and example samples used in experi-
ments 1, 2, and 3, respectively. In these figures,
the content of the prompt template is shown in
blue text, while the test samples are shown in black
text. The ground truth for this problem is 0.1024
or 10.24%.
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FR—BSMFER, WEFRERATXEELITEE.
You are a finance expert and now you need to answer the following
question in Chinese.

EH: FREFET02FIMANT—RRRES, YIRIREHN/50,0005T. ZES
ESENFRIHE, #E2025F487H, EENERKE67,0005T. R, &
TEHHT, FERBESNTINREN18ME, REKN2%, MZESHTERIH
12, FREIXLER, EHHEREEEXRNEARNESAFIRKE,
Question: An investor purchased a stock fund at the beginning of
2022 with an initial investment of 50,000 yuan. The fund has
performed well in recent years, and as of April 7, 2025, the fund's
value has grown to 67,000 yuan. Meanwhile, according to market
analysis, the average P/E ratio for similar funds is 18 times, the
dividend yield is 2%, and the beta coefficient of this fund is 1.2.
Considering these factors, please calculate the investor's Compound
Annual Growth Rate during this period.

H—S—HRE, AEREEHIRNREER.

Please think step by step and give your final answer at the end.

Figure 3: The prompt for experiment 1 and an exem-
plary sample (original in Chinese, with English transla-
tion).

FR—EERMFER, IEFHERPIREIUATER,
You are a finance expert and now you need to answer the following
question in Chinese.

HE: BREETF02FIUANT —RREES, ...
Question: An investor purchased a stock fund at the beginning of
2022...

XEUHHARBFHEERRNERREE: ¥E (PV) " '50000.0, #E (FV) -
'67000.0', ‘& (n) :'3.0"

Here are the variables and their values you will need to calculate
‘Initial Value (PV)': '50000.0', 'Final Value (FV)':
‘Number of Years (n)': '3.0°

this problem:
'67000.0",

H—S—RE, HERERHIRIREER.

Please think step by step and give your final answer at the end.

Figure 4: The prompt for experiment 2 and an exem-
plary sample (original in Chinese, with English transla-
tion).

FR—EBEMFER, WEFHERPREIUATER.
You are a finance expert and now you need to answer the following
question in Chinese.

E: EREETF02FMUANT —RREES, ...
Question: An investor purchased a stock fund at the beginning of
2022...

XRITHARBFHEERERRERREE: ¥E (PV) "t '50000.0, #E (FV) -
'67000.0", "F£1 (n) " '3.0'

Here are the variables and their values you will need to calculate
‘Initial Value (PV)': '50000.0', 'Final Value (FV)':
‘Number of Years (n)': '3.0°

this problem:
'67000.0",

IXEAMEZEZEINT: CAGR = (FV / PV)~(1/n) - 1
This is the main formula examined in this problem:
PV)~(1/n) - 1

CAGR = (FV /

B —SRE, HERGRHRREER.

Please think step by step and give your final answer at the end.

Figure 5: The prompt for experiment 3 and an exem-
plary sample (original in Chinese, with English transla-
tion).

B The Prompt Templates for the Dataset
Generation

Figure 6 shows a prompt template for generating
questions for a given subfield based on a given
piece of corpus. Figure 7 shows a prompt template
that generates an solution to a given question. Fig-

ST

ures 8 and 9 show the prompt templates for labeling
knowledge points and step-level cognitive abilities,
respectively.

C Data Sources for the FinEval-KR
Dataset

To ensure our benchmark is both authoritative and
comprehensive, we constructed the source corpus
from nine classic textbooks in modern finance. This
selection provides extensive coverage across key
subfields, including corporate finance, investments,
financial markets, risk management, and monetary
policy. These foundational texts supply a rich com-
bination of core theoretical principles and practical
case studies, forming a robust basis for evaluating
financial knowledge and reasoning.

We processed the corpus using a three-stage
pipeline: extraction, cleaning, and standardization.
(1) Extraction: We used OCR to convert all text
and mathematical equations from the source ma-
terials into a machine-readable Markdown format.
(2) Cleaning: We then manually curated the ex-
tracted content, removing non-essential sections
(e.g., prefaces, appendices) and performing quality
assurance checks. (3) Standardization: Finally, we
transformed the cleaned content into a structured
format suitable for automated processing. This rig-
orous process ensures the final dataset is of high
quality, integrity, and utility.

Corporate Finance

* Selected Textbook: Corporate Finance (13th
edition, 2021) by Stephen A. Ross, Randolph
W. Westerfield, Jeffrey Jaffe, and Bradford D.
Jordan.

» Rationale: This textbook is widely used in
MBA and undergraduate finance courses. It
systematically explains core concepts of mod-
ern corporate finance, such as arbitrage theory,
net present value (NPV), the efficient market
hypothesis, agency theory, and the risk-return
tradeoff.

* Covered Financial Subfields: Corporate fi-
nancing, capital structure, investment deci-
sions, dividend policy, firm valuation, etc.

* Role in the Benchmark Dataset: Provides
a solid theoretical foundation and abundant
practical examples for reasoning and compu-
tational questions in corporate finance.



BREL TR — M AR 2R F FRIB R,
{NBAIREEISCA}
{Text Extracted From the Book}

ABERHERIUTER:

The problem should meet the following requirements:

3. LFREN: BRI N ARES ERAR].
4. B—RR: MBREPTF—MIEGE, TEOESNFIEO, BRERER.

ensure a clear focus.
5. gl BB NIERIEERAEN, BRERO YRR,

6. 1BEEK: MEXAUFRER.

Language requirement: The problem must be presented in Chinese.

Please design a {Subfield Name} problem presented in paragraph form based on the following materials:

1 RMEFRIOSIRNE RES: HENGAEREXRER), WRFEEBETXEEEHTERINTESHT.
Provide detailed data and background information: The problem should include necessary information such as {Some Key Information}, ensuring
students can perform accurate calculations and analysis based on this information.

2. ERHERE : EMEERNESARIERERMKT, BERFEH TR =SHE ST EAEARSEHEERI AT R,
Basic difficulty: The problem's difficulty should be suitable for undergraduate basic level, requiring students to perform simple
calculations and basic logical reasoning in no more than three steps

Practical significance: The problem design should be closely linked to {Some Practical Scenarios}.

Single question: The problem should focus on a single calculation question and strictly prohibit the inclusion of multiple sub-questions to

Paragraph form: The entire problem should be presented as a continuous paragraph, avoiding the use of bullet points or headings.

Figure 6: Prompt template for generating questions for a given subfield based on a given piece of corpus (original in

Chinese, with English translation).

BE-SHMBELTEE, AESMSRIRNESIIRE, BRBEERTR. X
FE—MIESR, REGHANOREE, FIRRBIEEN. HE™E,

Please think step-by-step about the following problem, showing the
derivation process in each step to ensure the solution is accurate.
For each calculation step, provide a detailed explanation and
ensure the logic is clear and the reasoning is rigorous.

[EIRRfEIA : {ERAS RS HERRT)

Problem Description: {Generated Financial Reasoning Problem}

Figure 7: Prompt template that generates an solution
to a given question (original in Chinese, with English
translation).

BIRELTRE, RRSEHZRBSRNEBRR. BIRARRERESEI
ZI8), FEEERT.

Based on the following problem, summarize the main knowledge points
involved. Ensure the number of knowledge points is between 3 and 4
and that they are concise and clear.

E: ERISRIFEHET)

Problem: {Generated Financial Reasoning Problem}

Figure 8: Prompt template for labeling knowledge
points for a given question (original in Chinese, with
English translation).

Investments

* Selected Textbook: Investments (13th edition,
2023) by Zvi Bodie, Alex Kane, and Alan J.
Marcus.

» Rationale: This book deeply explores secu-
rities market efficiency, risk-return relation-
ships, and asset allocation strategies. Its con-
tent is highly aligned with the CFA (Chartered
Financial Analyst) exam syllabus.

¢ Covered Financial Subfields: Securities mar-
kets, asset pricing, portfolio theory, behavioral
finance, derivatives, etc.
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* Role in the Benchmark Dataset: Offers author-
itative theoretical support and practical guid-
ance for reasoning and computational ques-
tions in investments.

Financial Institutions and Markets

e Selected Textbook: Financial Markets & In-
stitutions (13th edition, 2020) by Jeff Madura.

» Rationale: This book comprehensively ana-
lyzes the operational mechanisms and regula-
tory frameworks of financial institutions like
commercial and investment banks. It also pro-
vides empirical and case analyses on contem-
porary hot topics such as stock valuation and
market microstructure.

¢ Covered Financial Subfields: Financial institu-
tions, financial markets, central banking, mon-
etary policy, market regulation, etc.

* Role in the Benchmark Dataset: Supplies a
systematic theoretical framework and practi-
cal examples for reasoning and computational
questions concerning financial institutions and
markets.

Money and Banking

* Selected Textbook: The Economics of Money,
Banking, and Financial Markets (13th edition,
2021) by Frederic S. Mishkin.

» Rationale: This book offers an in-depth anal-

ysis, from both theoretical and empirical per-
spectives, of money demand and supply, com-
mercial banking operations and regulation,



BREREES RETANRRAR S NRRRAIEE, B TRESRMRE Based on the Bloom's Taxonomy and the corresponding verbs for each
KM —NHEZNSERGANLRER, BEG MBS LEZ TR EMsT level, map the following problem-solving steps and the final answer
HIER, FSEREEH, to one or more appropriate cognitive levels. Please clearly
indicate the mapped level(s) below each step and the final answer,
and briefly explain the reasoning.

HEBIEDANER BRI :

1.i812 Bloom's Taxonomy Cognitive Levels and Related Verbs:
_eay . an y S5 Ef hEEEEAL )\ e & 1. Remember
BN BBEICIGIRPRRION, EEMEARS. - Definition: Ability to recall and recognize formulas, theorems,
—pam . ey P
- 1BXRgma): EX. FUEE. BHZ. REl. and basic concepts needed in the problem.
2. 1R - Related verbs: Define, list, recall, recognize.
- BREEANATIIESIEY, SRR RPN, 2+ Understand . . .
[, N i P ragt - Definition: Understanding the meaning of various formulas and
- AEKEMA: WRRE. WA, MENT. ERE. MR, R4S, concepts, and being able to explain how they are applied in
3. A different situations.
- BY: BB RR AR A FIR RIS ANOM, RREINIE, ppnetated verbs: Explain, describe, infer, interpret, understand,
= e ul ize.
- HERAmA: HT. ER. 3. Apply
4. - Definition: Ability to correctly apply learned formulas and
- X BEBSBEROEE, RBFHBRE N ZIMXFALEN, Wisle | | methods to specific problems to solve practical issues.
e - Related verbs: Execute, use.
RO, 4. Analyze
- S N EPAY PAN3 JAY .
fBXama: o, oK. Wik [E. - Definition: Ability to decompose the complex problems, identify
5. N and understand the relationships and structure between different
- X BETEATESIERNEREAIAIEE, RETRRSRET M, parts, and thus formulate a solution strategy. =
FEEEAE TSR . . -Eszlz:;:ie verbs: Analyze, classify, verify, attribute.
- EXENA: FUMT. . - Definition: Ability to assess the correctness and
reasonableness of the obtained result, check the accuracy of the
EBER: steps in the process, and consider if there are more efficient
solution methods.
VAT /N LETERR S 4R A 2o it B B |7 4 N3 A — ANBE 52 AN =N & B
gziﬁwuﬁz@mﬁaw%uma@nxam NS MAIER, FHEERI M Rerated verbe: Judge, evaluate.

Task Requirements:

Rl Map each step and the final answer to one or more cognitive levels

HEN of Bloom's Taxonomy, and briefly explain the reason for the mapping.
Al

SE—: (BB 1XEE) IR 1) Example:
(PR 2K (RRLTRE 2} # Input
Step 1: {Keywords of Step 1} {Process 1}

------ Step 2: {Keywords of Step 2} {Process 2}
RAEE: (BEER

Final Answer: {Final Answer}

# P
. utput:

S B 1XRIE) Step 1: {Keywords of Step 1}

- HE: (RENITE 1) - Content: {Process 1}

CBEEPARER: GARIRRIREST), EH: (HFEEE1) - Mapped Cognitive Level(s): {Cognitive Label 1}, Reason: {Reason

: 1}, : P 1, ...

ST (BT 25KRE) Step 2: {Keywords of Step 2}

- WA (REUTTE 2} - Content: {Process 2}

BRSO GAEREREST), R (SHET) - Mapped Cognitive Level(s): {Cognitive Label 1}, Reason: {Reason
=V R}, : P 13, ...

SHEE (RKRESR) Final Answer: {Final Answer}

ox. (2 . e - Content: {Content of Final Answer}
- RE (REERNE) _ - Mapped Cognitive Level(s): {Cognitive Label 1}, Reason: {Reason
- BESRTARIER: CARIRRIRG), . (DHEE1, ... 13}, ...

Figure 9: Prompt template for labeling step-level cognitive labels for a given answer (original in Chinese, with
English translation).

and the interaction mechanisms between mon- strategies. It uses numerous case studies to ex-
etary policy tools and financial markets. amine practical operations in the international

financial environment.
* Covered Financial Subfields: Monetary the-

ory, banking systems, monetary policy, finan-
cial markets, etc.

* Covered Financial Subfields: International
capital flows, exchange rate theory, foreign
exchange markets, international investment,

» Role in the Benchmark Dataset: Delivers in- multinational corporate financial management,
depth theoretical analysis and empirical sup- ete.
port for reasoning and computational ques-
tions in money and banking.

* Role in the Benchmark Dataset: Provides a
global perspective and practical examples for
reasoning and computational questions in in-

International Finance )
ternational finance.

* Selected Textbook: International Financial  Financial Risk Management
Management (6th edition, 2023) by Jeff

* Selected Textbook: Risk Management and
Madura and Roland Fox.

Financial Institutions (6th edition, 2022) by

hn C. Hull.
* Rationale: In the context of globalization, this John C. Hu

textbook discusses cross-border capital flows, * Rationale: This book comprehensively re-
exchange rate volatility, and risk management views methods for measuring and hedging
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market risk, credit risk, and operational risk. It
places particular emphasis on the application
of financial derivatives in risk management.

* Covered Financial Subfields: Risk manage-
ment, financial derivatives, financial institu-
tion regulation, risk measurement and hedg-
ing, etc.

* Role in the Benchmark Dataset: Offers a sys-
tematic risk analysis framework and practi-
cal guidance for reasoning and computational
questions in financial risk management.

Fixed Income Securities

* Selected Textbook: Fixed Income Securities:
Tools for Today’s Markets (4th edition, 2022)
by Bruce Tuckman and Angel Serrat.

» Rationale: This book provides detailed dis-
cussions on the pricing principles and trading
strategies for fixed income products such as
government bonds, interest rate swaps, and
credit default swaps.

¢ Covered Financial Subfields: Fixed income
securities, bond pricing, interest rate deriva-
tives, credit risk, etc.

* Role in the Benchmark Dataset: Provides au-
thoritative pricing models and practical exam-
ples for reasoning and computational ques-
tions related to fixed income securities.

Financial Engineering and Derivatives

» Selected Textbook: Options, Futures, and
Other Derivatives (10th edition, 2018) by
John C. Hull and Basu Sankarshan.

» Rationale: This textbook comprehensively
covers core topics in financial engineering,
including option pricing models, futures con-
tract structures, and the pricing of interest rate
and credit derivatives.

¢ Covered Financial Subfields: Derivatives mar-
kets, option pricing, futures contracts, interest
rate derivatives, credit derivatives, etc.

* Role in the Benchmark Dataset: Offers in-
depth theoretical analysis and practical guid-
ance for reasoning and computational ques-
tions in financial engineering and derivatives.
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Monetary Theory and Policy

* Selected Textbook: Monetary Theory and Pol-
icy (4th edition, 2017) by Carl E. Walsh.

* Rationale: This book systematically explains
the framework of modern monetary theory,
focusing on the transmission mechanisms of
various monetary policy tools and their effec-
tiveness in low-interest-rate environments.

* Covered Financial Subfields: Monetary the-
ory, monetary policy, macroeconomic models,
policy transmission mechanisms, etc.

* Role in the Benchmark Dataset: Provides a
macroeconomic perspective and policy anal-
ysis framework for reasoning and computa-
tional questions in monetary theory and pol-

icy.

In summary, these nine textbooks are not only
authoritative and reliable but also closely aligned
with current academic frontiers. They lay a compre-
hensive and in-depth academic foundation for the
financial reasoning and computation benchmark
dataset constructed in this study. This ensures that
the test questions possess both professional depth
and practical relevance.

D Validation in Question and Answer
Generation

For both the question and answer generation phases,
we adopted a three-stage verification process. The
verification focus for each stage is detailed in Ta-
ble 4 and Table 5, respectively.

E Statistical Characterization of the

FinEval-KR Dataset

A complete sample from the constructed dataset
is shown in Figure 10. The sample size and its
distribution for each subdiscipline in FinEval-KR
Dataset is shown in Figure 11, where the subdisci-
pline categorization methodology refers to Zhang
et al. (2023). The top-50 knowledge points in the
dataset are shown in Figure 12. In each subdisci-
pline, the distribution of cognitive labels is shown
in Figure 13.

F Prompt Template Adopted by the
FinEval-KR Evaluation Framework

Figure 15 shows the prompt template used in Stage
1 where the evaluated model answers the questions



Stage Aspect

Criteria

Clarity and Completeness Check
Logical Validation

(1) Is the question description clear and unambiguous? (2)
Is there any misuse of terminology? (3) Are all necessary
conditions and data for calculation provided?

Plausibility Check

(1) Are numerical values (e.g., interest rates, returns,
prices) within a plausible range? (2) Is the scenario self-
contradictory or unrealistic?

Solvability Check

Assuming the data is complete and plausible, does the ques-
tion have a deterministic solution that can be calculated
using financial models?

Consistency Assessment Relevance Check

Do the core concepts in the question align with the title or
keywords of the corresponding textbook chapter?

Final Validation

Samples that fail any of the above checks are marked as
"unqualified" and removed from the final dataset.

Table 4: Validation in question generation stage.

Stages Aspect

Criteria

Formula/Model Selection Check
Logical Validation

(1) Is the selected formula a standard method for this type
of problem? (2) Does the variable required by the question
match the variable solved for in the answer?

Parameter Substitution Check

Do the numerical values from the question correctly corre-
spond to the variables in the formula during calculation?

Consistency Assessment Calculation Validation

Execute the calculation code output by OpenAl o] to verify
the answer’s correctness.

Final Validation

Samples that fail any of the above checks are marked as
"unqualified" and removed from the final dataset.

Table 5: Validation in answer generation stage.

in a free-form format. Figure 16 shows the prompt
template used in Stage 2, in which the evaluated
model re-answer the question with knowledge point
augmented. Figure 14 shows the prompt templates
for the judge model to generate review results and
augmented review results based on the reference
answers in Stage 1 and 2.

G Bias Challenges in Judge Model

Previous research has shown that using LLMs as
judges to evaluate the output of other models in-
evitably introduces certain evaluation biases, which
may lead to unfair comparison results. Therefore,
this section will discuss the main evaluation biases
discovered during the experimental process of this
study and their corresponding mitigation methods.

» Style Bias: This bias refers to the tendency
of the judge LLM to give higher scores to
content with a more appealing text style (e.g.,
clear structure, moderate length), even if the
answers contain reasoning errors (Wu and Aji,
2025). To reduce the impact of this type of
bias, we did not restrict the output format of
the models being evaluated in Stage 1 and
Stage 2, encouraging them to reason freely.
Subsequently, we used methods such as reg-
ular expressions to unify the original output
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of each model into a format consistent with
the reference answer. This processing method
effectively reduced evaluation biases caused
by differences in text style.

Cognitive Bias: This bias refers to the self-
bias that LLMs may exhibit during the eval-
uation, i.e., a tendency to give higher scores
to content they generated themselves, thereby
affecting the fairness of the evaluation (Koo
et al., 2024). To avoid this type of cognitive
bias, we excluded OpenAl ol from the scope
of evaluated models in our experiment, as it
had already been used in the dataset construc-
tion and validation. Furthermore, during the
preliminary experiment, we tested whether
Qwen2.5-72B_Instruct, used as the judging
model, exhibited significant cognitive bias in
the root cause localization and knowledge gap
identification tasks. The experimental results
showed that this model did not exhibit a signif-
icant self-bias tendency in the aforementioned
two tasks. We believe this may be because
these two tasks are more specific and objec-
tive compared to result comparison tasks with-
out sub-task decomposition, and are further
aided by the model introspection prompting
shown in Figure 14, which helps enhance the
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—REEBEE AT Oceanic LdFEMERRE—RARFNT, ZFATHE20215
F2022FMABERT (IN7T) WeEssBl910,000,000405T4112,000,000407T. &

182021 FIITTAI TN TR 9£0.58, MTCMERERIRRRE, M20224HF
KA, MTX BRI ESTER T EEL0.52, RIBERRTHENIAS 216

MR, Oceanic LtdESHMBIREIFEESMEA T AR METIIREET (10
7T) BERAIREEETE (35) .

#BiTEOceanic Ltd7E2021 612022 R EMNEAF AT ESENES, FHitie
TR RAMAR I S FH RS RRPAIERN.,

ERSiEELE

S HHEH2021FF12022F MNEAF A BRI,

- 20214z : CAD 10,000,000 x £0.58/CAD = £5,800,000
- 20224z : CAD 12,000,000 x £0.52/CAD = £6,240,000

SE DRGSR AR,

- hnoiEtEER: ((CAD 12,000,000 - CAD 10,000,000) / CAD 10,000,000) x
100% = 20%

- DUEIERIBICER  ((£6,240,000 - £5,800,000) / £5,800,000) x 100% =~ 7.59%

SE= TE TR EBEEAIRA.

- BIRICEAEE, 20225 53WEER/9: CAD 12,000,000 x £0.58/CAD =
£6,960,000

- SEPRSIRIZEER: £6,960,000 - £6,240,000 = £720,000

SREZ: BTTERME0.58/CADTIEZEL0.52/CAD, SEEHIEILIKHISE,
M20%MEZELI7.59%, FHIENE720,000, XM TICRRHNIMSIREENEE
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HE—: R

ST, DI

ST|=: DI

BREER: M

Question

A British multinational corporation, Oceanic Ltd, has a large
subsidiary in Canada. This subsidiary's earnings in its local currency
(Canadian dollars) were CAD 10,000,000 in 2021 and CAD 12,000,000 in
2022. Assume the weighted average exchange rate of CAD to GBP was £0.58
in 2021, with the Canadian dollar's value being relatively stable. In
2022, due to exchange rate fluctuations, the weighted average exchange
rate of CAD to GBP decreased to £0.52. According to International
Accounting Standard (IAS) 21, Oceanic Ltd needs to translate the
Canadian subsidiary's earnings from its functional currency (CAD) to
its presentation currency (GBP) when preparing its consolidated
financial statements.

Please calculate Oceanic Ltd's translated GBP earnings from its
Canadian subsidiary for 2021 and 20822, and discuss how the exchange
rate changes affected the earnings in the consolidated financial
statements.

Answer and Reasoning Process:

Step 1: Calculate the GBP earnings of the Canadian subsidiary for 2021
and 2022.

- 2021 Earnings: CAD 10,000,000 x £0.58/CAD = £5,800,000

- 2022 Earnings: CAD 12,000,000 x £0.52/CAD = £6,240,000

Step 2: Analyze the earnings growth and the impact of exchange rate
changes.

- Canadian Dollar Earnings Growth Rate: ((CAD 12,000,000 - CAD
10,000,000) / CAD 10,000,000) x 100% = 20%

- Pound Sterling Earnings Growth Rate: ((£6,240,000 -
£5,800,000) x 100% = 7.59%

£5,800,000) /

Step 3: Evaluate the impact of the exchange rate on GBP earnings.

- Assuming the exchange rate remained constant, the 2022 GBP earnings
would have been: CAD 12,000,000 x £0.58/CAD = £6,960,000

- Difference between actual and hypothetical earnings: £6,960,000 -
£6,240,000 = £720,000

Final Answer: Due to the decrease in the exchange rate from £0.58/CAD
to £0.52/CAD, the growth in GBP earnings was weakened, falling from 20%
to approximately 7.59%, a reduction of £720,000. This reflects the
significant impact that exchange rate fluctuations can have on
financial statements.

Knowledge Points:

Multinational Corporation, Exchange Rate Translation, IAS 21,
Functional Currency and Presentation Currency, Impact of Exchange Rate
Fluctuations

Cognitive Tags:

Step 1: Apply

Step 2: Analyze

Step 3: Analyze

Final Answer: Evaluate

Figure 10: A complete sample from FinEval-KR dataset (original in Chinese, with English translation).

International Economics,

Financial Management, 117,1%

215,2%

Financial Markets,

361, 4% i i
Microeconomics, 114, 1%

Central Banking, 173, 2%

Financial Engineering,
1879, 19%

Commercial Bank
Finance, 433, 4%

Figure 11: The number of samples in each subdiscipline
in the FinEval-KR dataset and their percentage, and
“others” in the pie chart includes: econometrics, public
finance, insurance, monetary economics, managerial
accounting, intermediate financial accounting, corporate
strategy and risk management, auditing, cost accounting,
taxation and advanced financial accounting.
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objectivity of Qwen2.5-72B_Instruct during
the evaluation.

* To prevent the judge model from the distur-
bance of “simple deception” (Thakur et al.,
2024), we filter out meaningless content in the
generated answers, such as isolated affirma-
tive words like “yes” or “of course”, ensuring
that the evaluation focuses on the substantive
reasoning process rather than superficial lin-
guistic features.

H Details of Experiment

Evaluated Open-source Models We select sev-
eral popular LLMs, including DeepSeek-R1,
DeepSeek-V3, and QwQ-32B-preview. To study
the effect of model size on performance, we
also include smaller models, such as Qwen2.5-
14B_Instruct. In total, this study includes four
open-source LLMs.

Evaluated Close-source Models We include a
selection of prominent models. This selection cov-
ers the latest reasoning models, such as Claude-3.7-
sonnet, Gemini-2.5-flash, Gemini-2.5-pro, 03-mini,
and ol-mini. We also include the current top non-



Top 50 Knowledge Points

Interest Rate Swap 183
4

Market Risk Measurement
Capital Asset Pricing Model (CAPM) 184
Asset Structure 85
Inflation 85
Binomial Model 6

Open Market Operations
Ex Ante Value
Effective Interest Rate
Required Rate of Return
Risk Premium
Black-Scholes Model
Expected Return Calculation {101
Normal Distribution {103
Money Multiplier 1106
Risk Management 106
Continuous Compounding
Probability of Default
Exchange Rate Fluctuation
Net Return Calculation
Forward Contract
Strike Price
Call Option
Nominal Interest Rate
Volatility 127
Standard Deviation 132
Output Gap 132
Investment Decision 132
Zero-Coupon Bond 140
Futures Contract 141
Capital Asset Pricing Model (CAPM) 143
Inflation Rate 145
Market Interest Rate 146
Foreign Exchange Risk Management 147
Discount Rate 155
Expected Return 167
Monetary Policy 172
European Call Option 180
Credit Rating 182
Interest Rate Risk 183
Correlation Coefficient
Spot Exchange Rate
Yield to Maturity
Beta Coefficient
Option Pricing
Coupon Rate
Present Value Calculation
Foreign Exchange Risk

111
111
111
112
116
117
117
122

Knowledge Point

199
203

Bond Pricing
Risk-Free Rate

reasoning models: GPT-4.1, GPT-40, and Qwen-
max-latest. Furthermore, we add some models re-
leased in 2024 and 2023, including Moonshot-v1-

128k, Doubao-pro-32k, Ernie-Bot-4.0, and GPT-
3.5-turbo.

Financial LLMs Furthermore, we specifically
select two financial reasoning LLMs for evaluation.
The first is Xuanyuan-FinX1-preview from Duxi-
aoman Al-Lab, a Chinese financial dialogue and
reasoning model designed specifically for the finan-
cial domain. It is also the first ol-like model in the
financial industry. The second is Fin-R1, a finan-
cial reasoning LLM jointly developed by Shanghai
University of Finance and Economics and StepFun

476
770
0 100 200 300 400 500 600 700 800
Frequency
Figure 12: Top 50 knowledge points in the dataset.
Model Version

Qwen2.5-14B_Instruct ~ 2024-09-19
QwQ-32B-preview 2025-03-06
DeepSeek-V3 2025-03-24
DeepSeek-R1 2025-01-20

Doubao-pro-32k 2024-06-15

Moonshot-v1-128k 2024-01-31

Ernie-Bot-4.0 2023-11-17

Qwen-max-latest 2025-01-25

GPT-3.5-turbo 2024-01-25

GPT-40 2024-11-20

GPT-4.1 2025-04-14

Gemini-2.5-pro 2025-05-06

Claude-3.7-sonnet 2025-02-19

ol-mini 2024-09-12

03-mini 2025-01-31

Gemini-2.5-flash 2025-04-17

Xuanyuan-FinX1-preview 2024-12-27

Fin-R1 2025-03-22

Technology. This model is trained on Qwen2.5-
7B_Instruct and designed for complex financial
reasoning tasks, balancing high performance with
low deployment cost.

Implement During evaluation, all closed-source
models are accessed through the official APIs pro-
vided by their respective developers. In contrast,
open-source models are accessed using the service
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Table 6: Version of the model being evaluated.

provided by either Bailian?or ModelScope®.

3https://bailian.console.aliyun.com

“https://www.modelscope.cn


https://bailian.console.aliyun.com
https://www.modelscope.cn

International Economics
Apply
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Central Banking
Apply
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International Finance
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Financial Markets
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Macroeconomics
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Corporate Finance
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Investment
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Financial Management
Apply

Microeconomics
Apply

Understand Evaluate Understand

Apply

Understand Understand

Financial Engineering
Apply

Understand Evaluate Understand

Others
Apply

Understand Understand

Figure 13: The distribution of cognitive labels in each subdiscipline.

I Discussion of Experimental Results

We evaluate 18 LLMs listed in Appendix H using
our proposed financial reasoning dataset. Table 7
presents the complete evaluation results across sev-
eral metrics: Knowledge Score (KS), Reasoning
Score (RS), Cognitive Scores (CS; to CS5), and
Task Accuracy (Acc). Results in the table are from
three runs of each model. The CS; to CS5 corre-
spond to remembering, understanding, applying,
analyzing, and evaluating in Bloom’s taxonomy,
respectively.

For all subsequent analyses, our focus is on per-
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formance tiers instead of absolute scores, which
helps alleviate assessment errors caused by the sys-
tematic bias and randomness of the judge model.
Additionally, we set the distribution of models
across the tiers to 3:4:5:6.

I.1 Analysis of Knowledge Score

The KS measures the breadth of a LLM’s knowl-
edge coverage in the financial domain. Based on
the evaluation results, models fall into four tiers, as
Figure 17 shows.

Tier 1 is exclusively composed of closed-source
models that exhibit exceptionally high financial
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You are a senior finance expert and now you need to review the
answers of {a subfield}. Then you will receive <question>
<reference answer>, and <answer to be reviewed>.

The following requirements should be applied strictly during
reviewing:
1. You need to compare <answer to be reviewed> with <reference
answer> to determine if <answer to be reviewed> is correct.

- If <answer to be reviewed> is wrong, output the reason for the
first wrong reasoning step to <cause of error>

- If <answer to be reviewed> is correct, <cause of error> left
blank.
2. When determining <location>, analyze the <reference answer> step
by step and think carefully to determine which step in <cause of
error> is most similar to the one in <reference answer>.
3. When determining <missing knowledge>, analyze the knowledge point
corresponding to the cause of the error based on <cause of error>
and <location>.
4. When determining the <result>, you need only determine whether
the final result of the <answer to be reviewed> is correct or not.
If the reasoning process is wrong, but the answer is correct, it is
also judged as “correct”.
5. Before you review the answers, strictly follow <Inner Thoughts>
for introspection and then give the review result.

Output Format:

<Inner Thoughts>

1. Comparing answer to be corrected with reference answer

2. Identify errors

3. Locate the cause of the error

4. Determine what knowledge points are missing

5. Analyze the final result

</Inner Thoughts>

<cause of error>

Causes for the error in the first incorrect reasoning step in
<answer to be reviewed>

</cause of error>

<location>

Directly output the steps in <reference Answer> that are most
relevant to the <cause of error>

</location>

<missing knowledge>

Output concepts, definitions and formulas involved in the <cause of
error>

</missing knowledge>

<result>
Direct output
</result>

correct” or “incorrect”

Please format the output strictly according to the above tags and do
not add additional text.

Figure 14: Prompt templates for the judge model

FR—EEMFER, FREATXEEUTEE, FHAHTRRMIRE,

You are a financial expert, and you need to answer the following
question in Chinese and provide the complete solution process.
BH—S—HR, RAIEPEEEETOESR, FTEIMIRES.

Please think step-by-step, and only consider the scenario described
in the problem during the solution process; do not add extra
information.

FE: (RENSRHEETR)

Question: {Given Financial Reasoning Problem}

Figure 15: Prompt template for Stage 1 where the evalu-
ated model answers the questions in a free-form format
(original in Chinese, with English translation).

FR—EERMFER, FREATXEEUTEE, HAHTRNRMIRE,

You are a financial expert, and you need to answer the following
question in Chinese and provide the complete solution process.
MRRUI R BRI E RS
R, TEIMFER.

Please think step-by-step, fully consider and correctly apply the
given tips, and only consider the scenario described in the problem
during the solution process; do not add extra information.

E: (AENSREEHERE)

Question: {Given financial reasoning problem}

27 {review result FRHHrHATEEERISATIRA)

Tips: {Knowledge point identified from the review result that might
be lacking}

Figure 16: Prompt template for Stage 2 where the evalu-
ated model re-answer the question with knowledge point
augmented (original in Chinese, with English transla-
tion).

(original in Chinese, with English translation).

knowledge coverage. Tier 2 is dominated by the
top-performing open-source models. Although
they rank just below Tier 1, the absolute score dif-
ference is marginal, indicating that their financial
knowledge coverage is nearly on par with the lead-
ing closed-source models.

A significant performance drop-off occurs in the
lower tiers. In Tiers 3 and 4, the older GPT-3.5-
turbo notably outperforms other models within this
bracket. At the bottom of the ranking is the spe-
cialized financial model, Fin-R1-7B, whose lower
performance is primarily attributed to its signifi-
cantly smaller parameter scale.

In summary, leading closed-source and top
open-source reasoning models demonstrate the
strongest performance in financial knowledge cov-
erage, which is significantly influenced by model
scale. While financial knowledge is a mature ca-
pability in most mainstream LL.Ms and no longer
the primary differentiator among top models, it re-
mains a fundamental prerequisite for high-quality
reasoning.



CSy

CSy CS3 CSy CS5

Model/Metrics Acc Acc.std KS KS.std RS RS.std (remember) CSy.std (understand) CSy.std (apply) CS3.std (analyze) CSy.std (evalu‘ate) CS;.std
Open-source lightweight LLMs without reasoning
Qwen2.5-14B_Instruct ~ 0.5473  0.0006 0.8490 0.0010 0.6863 0.0038 0.6547 0.0015 0.6603 0.0023  0.3893  0.0064  0.6863  0.0038 0.6820  0.0046
Open-source lightweight LLMs with reasoning
QwQ-32B-preview 0.7380  0.0061 0.9073 0.0057 0.8627 0.0136 0.8450 0.0141 0.8503 0.0143  0.6987 0.0267  0.8510  0.0075 0.8597 0.0136
Open-source LLMs without reasoning
DeepSeek-v3 0.8270  0.0062 0.9427 0.0050 0.9077 0.0050 0.8963 0.0059 0.8993 0.0059 0.7963 0.0125  0.8943  0.0075 0.9057 0.0057
Open-source LLMs with reasoning
DeepSeek-R1 0.8700 0.0165 0.9517 0.0171 0.9347 0.0153 0.9377 0.0186 0.9397 0.0179 0.8810 0.0358  0.9380  0.0190  0.9433 0.0158
Closed-source LLMs without reasoning
Doubao-pro-32k 0.7825 0.0007 0.9195 0.0007 0.8750 0.0057 0.8560 0.0071 0.8600 0.0085 0.7340 0.0113  0.8565 0.0064  0.8720  0.0057
Moonshot-v1-128k 0.4533  0.0015 0.8340 0.0061 0.6020 0.0082 0.5620 0.0108 0.5670 0.0087 0.2763  0.0064  0.5653  0.0074  0.5973 0.0074
Ernie-bot-4.0 0.5733  0.0025 0.8627 0.0081 0.7053 0.0091 0.6680 0.0089 0.6753 0.0091 0.4383 0.0146  0.6847  0.0074  0.6927 0.0251
Qwen-max-latest 0.6467 0.0015 0.8797 0.0050 0.7733 0.0042 0.7507 0.0050 0.7547 0.0057 0.5340 0.0040  0.7440  0.0026  0.7703 0.0042
GPT-3.5-turbo 0.2830  0.0040 0.7527 0.0038 0.3973 0.0040 0.3527 0.0021 0.3603 0.0021  0.0900 0.0036  0.3893  0.0081 0.3970  0.0036
GPT-40 0.6853 0.0142 0.9020 0.0159 0.8067 0.0080 0.7847 0.0081 0.7890 0.0090 0.5930 0.0145 0.7870  0.0110  0.8030  0.0085
GPT-4.1 0.8263  0.0025 0.9520 0.0040 0.9063 0.0015 0.8957 0.0021 0.8977 0.0025 0.7890 0.0036  0.8927  0.0015 0.9050  0.0017
Closed-source LLMs with reasoning
ol-mini 0.7503  0.0031 0.8997 0.0076 0.8453 0.0067 0.8340 0.0066 0.8363 0.0031  0.6983  0.0081 0.8477  0.0070  0.8450  0.0060
03-mini 0.8207 0.0095 0.9260 0.0106 0.9070 0.0052 0.9047 0.0102 0.9073 0.0099 0.8127 0.0110  0.9023  0.0107 0.9120  0.0113
Gemini-2.5-pro 0.8750  0.0079 0.9627 0.0134 0.9233 0.0238 0.9123 0.0272 0.9163 0.0290  0.8403  0.0291 0.9050  0.0260 09120  0.0243
Gemini-2.5-flash 0.8440  0.0061  0.9540 0.0020 0.9203 0.0091 0.9103 0.0100 0.9133 0.0108  0.8307  0.0061 0.9100  0.0104 09177 0.0110
Claude-3.7-sonnet 0.7923  0.0040 0.9390 0.0030 0.8823 0.0086 0.8663 0.0100 0.8703 0.0096 0.7433  0.0120  0.8653  0.0093 0.8803 0.0086
Financial LLMs with reasoning
Xuanyuan-FinX1-preview 0.5890 0.0026 0.8687 0.0032 0.7323 0.0042 0.7063 0.0032 0.7130 0.0044  0.4610 0.0066  0.7323  0.0042 0.7300  0.0035
Fin-R1-7B 04153 0.0031 0.7510 0.0346 0.5570 0.0040 0.5190 0.0046 0.5277 0.0065 02170 0.0036  0.5570  0.0040  0.5527 0.0045

Table 7: The complete evaluation results across several metrics: Knowledge Score (KS), Reasoning Score (RS),
Cognitive Scores (CS; to CSs), and Task Accuracy (Acc).

Knowledge Scores (KS)

Gemini-2.5-pro 0963

Gemini-2.5-flash 0.954
GPT-4.1 0952
DeepSeek-R1 0952
DeepSeck-V3 0943
Claude-3.7-sonnet 0.939
©03-mini 0.926
Doubao-pro-32k 0919

QuQ-328-preview 0.907

Model

GPT-40 0.902

o1-mini 0.900
Qwen-max-latest 0880
Xuanyuan-FinX1-preview 0869
Ermie-bot-4.0 0.863
Qwen2.5-14B_Instruct 0849
Moonshot-v1-128k 0.834
GPT-3.5-turbo 0.753

Fin-R1-78 0751

04
Score

Figure 17: The knowledge score of the models.

I.2 Analysis of Reasoning Score

The RS is inversely related to the proportion of
failures caused by incorrect reasoning steps. It
reflects a model’s reasoning ability. Based on this
metric, the evaluated models are also divided into
four tiers, as Figure 18 shows.

Tier 1 represents the pinnacle of perfor-
mance, comprising reasoning-optimized models
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that demonstrate outstanding accuracy and log-
ical completeness. Tier 2 includes some high-
performing, non-reasoning models like GPT-4.1
and DeepSeek-V3. A significant performance gap
separates the top two tiers from the bottom two.
This clear stratification underscores the need for
future model development to prioritize the design
and optimization of the reasoning pipeline, which
is crucial for enhancing the reliability and stability
of complex reasoning tasks.

L.3 Analysis of Cognitive Score

The CS provides a systematic evaluation of models’
cognitive abilities based on Bloom’s Taxonomy,
across five dimensions, that is remembering (CS1),
understanding (CS»), applying (CS3), analyzing
(CS4), and evaluating (CSs). As Table 7 shows, CS
scores generally exhibit a positive correlation with
the KS and the RS.

While most models achieve high scores at lower
cognitive levels (CS;: Remembering, CS,: Under-
standing), their performance diverges significantly
on higher-order tasks. These more demanding abil-
ities—Applying (CS3), Analyzing (CS4), and Eval-
uating (CS5)—reveal clear distinctions among the
models. Consequently, our analysis focuses on
these three dimensions. We define a primary met-
ric, CSayg, as the average score across these higher-
order skills, and stratify the models into four per-
formance tiers based on this metric (see Figure 19).
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Figure 18: The reasoning score of the models.

Tier 1 models excel across all cognitive levels,
demonstrating a distinct advantage in higher-order
abilities. This tier is led by DeepSeek-R1, followed
by Gemini-2.5-flash and pro. Tier 2 models also
exhibit strong higher-order cognitive skills, with
performance slightly below that of Tier 1. This tier
includes most general-purpose reasoning models as
well as the top-performing non-reasoning models,
DeepSeek-V3 and GPT-4.1. Tiers 3 and 4 primarily
consist of non-reasoning or smaller-scale models.

1.4 Analysis of Task Accuracy

Task Accuracy measures a model’s direct success
rate in executing reasoning tasks. Achieving high
accuracy requires a synthesis of a broad knowledge
base, robust reasoning capabilities, and advanced
cognitive skills—particularly in application and
analysis. Consequently, the performance gradient
observed in Task Accuracy closely mirrors those of
the RS and CS. The tiers of models based on this
metric are shown in Figure 20.

LI.5 Variance Analysis

We evaluate a model’s performance stability by
the standard deviation of its scores across multiple
test runs. We classify stability into two categories:
High Stability (a standard deviation on the order
of 10~* to 1073), indicating highly consistent and
reproducible outputs, and Low Stability (an order
of 1072 to 10~1), which suggests significant per-
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Average Higher-order Cognitive Scores

DeepSeek-R1

Gemini-2.5-flash
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Figure 19: The average higher-order cognitive scores
(CS3 to CS5) for the model.

Accuracy
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Figure 20: The accuracy of the models.

formance fluctuations.

Our key findings are as follows:

* Knowledge Retrieval is More Stable Than
Reasoning. For most models, the KS is con-
sistently more stable than the RS. This is in-
tuitive, as retrieving a stored fact is a more
deterministic process for a well-trained model
than performing a complex, multi-step logical



deduction, which allows for greater variabil-
ity.

* GPT-40 is a Unique Outlier. GPT-40 de-
fies the general trend. Its reasoning process
is remarkably stable, with an RS standard de-
viation of 8 x 1073, which is significantly
more stable than its knowledge retrieval (KS
standard deviation of 2 x 10~2). We hypoth-
esize that GPT-40 may possess a highly con-
sistent, almost programmatic reasoning struc-
ture, while its knowledge function exhibits
greater variance to adapt to diverse queries.
This unusual stability profile warrants further
investigation.

J Details of Human Evaluators and
Validation Process

J.1 Evaluator Qualifications and Number

A total of 30 human experts participated in our vali-
dation effort. All experts are postgraduate students
with academic backgrounds in finance, economics,
or statistics, ensuring they possess an accurate un-
derstanding of the relevant professional terminol-
ogy, fundamental concepts, and practical scenarios.

The entire validation process was conducted on
a professional annotation platform provided by a
leading technology company to ensure procedural
standardization and data security.

J.2  Quality Control Mechanism

To guarantee the reliability of our validation re-
sults, we implemented a multi-stage quality control
process. First, we randomly sampled 10% of the
dataset. Each sample was independently validated
by 2 experts to ensure consistency. Following this
cross-validation, we organized a team of 3 senior
experts to conduct a final quality check on a ran-
dom 10% of the already-validated sample (amount-
ing to a final check on 1% of the total dataset).
This final step was designed to ensure the quality
and uniformity of the standards applied during the
cross-validation stage.

J.3 The Validation Process

The experts’ validation work was divided into three
strict, sequential stages:

Stage 1: Question and Knowledge Point Valida-
tion In this initial stage, experts were only shown
the question and its associated knowledge points.
They were tasked with the following checks:
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* Question Validity: Is the question relevant to
a realistic financial scenario? Is professional
terminology used correctly? Are the numer-
ical values within a reasonable range? Does
the question have a single, definitive answer?

* Knowledge Point Relevance: Are the tagged
knowledge points accurate and comprehen-
sive? Is the naming of the knowledge points
consistent with standard terminology in main-
stream textbooks?

Independent Answering After confirming the
quality of the question, experts were required to
solve the problem independently, without reference
to any provided solution. The goal of this step was
to obtain a high-quality, unbiased human answer to
serve as a benchmark for subsequent comparisons.

Stage 3: Reasoning Steps and Cognitive Labels
Validation Finally, the system presented the ex-
perts with the answer, the step-by-step solution,
and the Bloom’s Taxonomy cognitive label from
our dataset. The experts were required to perform
the following checks:

* Answer and Solution Process Verification:
First, they compared their own answer to the
one in the dataset. If the answers did not
match, the sample was immediately flagged
as “unqualified”. If the answers matched, they
proceeded to meticulously review the solu-
tion steps provided in the dataset, assessing
whether the logic was clear, the steps were
reasonable, and the calculations were correct.

* Cognitive Label Accuracy Check: Based on
the predefined verb list corresponding to each
cognitive level (as defined in Figure 9), the
experts had to judge whether the cognitive
label assigned to the question was accurate.

K License and Usage Constraints

The released dataset is distributed under the Cre-
ative Commons Attribution-NonCommercial 4.0
International License (CC BY-NC 4.0).

The dataset is only for for evaluating LLMs in
non-commercial academic research. The dataset
is explicitly not authorized for use in training or
fine-tuning machine learning models , including
pre-training, instruction-tuning, or reinforcement
learning stages. Access conditions ensure that all
derived data products remain confined to research



contexts, with no transfer or application permitted
in industrial, governmental, or other operational
domains.

L Al Assistants Usage Disclosure

This study did not employ any Al assistants during
the research design, data analysis, or coding phases.
During manuscript preparation, the authors exclu-
sively utilized Google Gemini for grammatical re-
finement and stylistic polishing. No Al-generated
content was incorporated into the methodology and
results, ensuring the work’s originality and human-
driven intellectual integrity.
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Towards Efficient FInBERT via Quantization and Coreset for Financial
Sentiment Analysis

Avinash Kumar Sharma, Aisha Hamad Hassan, Tushar Shinde
Indian Institute of Technology Madras, Zanzibar

Abstract

Real-time financial sentiment classification
from social media is critical for applications
in algorithmic trading, risk assessment, and
market surveillance. However, deploying large-
scale models like FinBERT on edge devices
remains impractical due to their high memory
and compute demands. Meanwhile, financial
text poses unique challenges such as class im-
balance, noisy syntax, and temporal drift. We
propose a unified framework that jointly ap-
plies coreset selection and post-training quanti-
zation to achieve scalable and efficient financial
NLP. Our method reduces training data by up to
90% through coreset selection and compresses
model size by up to 4x via 8-bit quantization,
while preserving over 90% of the original clas-
sification accuracy on benchmark financial sen-
timent datasets. This demonstrates the viability
of deploying domain-specific NLP models in
constrained environments, offering a principled
solution for low-latency, resource-efficient fi-
nancial text processing.

1 Introduction and Related Work

Financial sentiment analysis is a cornerstone of
modern quantitative finance, enabling predictive
insights for algorithmic trading, risk modeling,
and market surveillance (Smailovi¢ et al., 2014,
Cortis et al., 2017; Du et al., 2024). Unlike gen-
eral sentiment tasks, financial sentiment exhibits
domain-specific characteristics: formalized lan-
guage, market-sensitive expressions, and nonlin-
ear or latent connections to asset prices. As such,
this task poses unique linguistic and deployment
challenges.

We highlight three core bottlenecks that hinder
scalable financial sentiment classification. First,
the task is challenged by domain specificity and the
need for interpretability. Financial sentiment is of-
ten subtle, expressed through technical vocabulary
and domain-specific idioms. As a result, model
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predictions must not only be accurate but also in-
terpretable to satisfy both regulatory standards and
institutional trust requirements (Wang et al., 2025).
Second, deployment environments often impose
stringent resource constraints. Financial sentiment
models are expected to operate in latency-sensitive
and memory-limited contexts such as mobile trad-
ing applications or edge-based market monitoring
systems, where large-scale transformer models be-
come impractical (Shinde et al., 2025). Third, the
availability of high-quality labeled data is limited.
Financial text corpora are typically sparse, exhibit
temporal non-stationarity, and are expensive to an-
notate, which restricts the scalability of supervised
learning approaches (Wang et al., 2025).

Domain Adaptation in Financial NLP. To ad-
dress linguistic specificity, domain-adapted lan-
guage models such as FinBERT (Araci, 2019) and
BloombergGPT (Wu et al., 2024) have emerged.
These models are pre-trained on financial corpora,
achieving superior performance on downstream
tasks including entity recognition, sentiment tag-
ging, and financial QA (Yang et al., 2020). How-
ever, their training and fine-tuning require substan-
tial computational resources and data access, mak-
ing them inaccessible to many institutions.

Model Compression Techniques. Model com-
pression offers a viable route to scalable deploy-
ment. Quantization reduces memory and com-
pute requirements by constraining weights and ac-
tivations to lower-bit representations (Jacob et al.,
2018; Shinde, a; Shinde and Tukaram Naik, 2024),
while pruning removes redundant parameters with
minimal accuracy loss (Han et al., 2015). Let
W € R¥™" be the weight matrix of a transformer
layer; quantization maps W to a lower precision
space W = Q(W) such that:

Wij —
A) A+ p, (1

where A is the quantization step. Recent work in-

Wij = round (
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corporates mixed-precision and layer-wise adaptive
schemes for optimal compression without quality
degradation (Sun et al., 2022; Kuzmin et al., 2023).
Coreset Selection for Data Efficiency. To mit-
igate data scarcity, coreset selection identifies
informative training subsets that retain perfor-
mance while reducing training cost. Margin-based
(Sener and Savarese, 2017), information-theoretic
(Bachem et al., 2017), and forgetting-based strate-
gies (Toneva et al., 2018; Shinde, b) prioritize sam-
ples that influence decision boundaries. Given train-
ing data D, the coreset C C D is chosen such that:

B yyep [U(fo(2),y)] = Bz yyec [((fo(2),y)]
2
where / is the task loss and fj is the model. Recent
advances in zero-shot or training-free adaptation
offer alternatives to full fine-tuning. Proxy tuning
(Liu et al., 2024) enables logit-space adaptation
by aligning decision boundaries between expert
and base models. This is especially useful in fi-
nancial domains, where annotation is costly and
model update cycles must be rapid. Such methods
enable lightweight personalization without retrain-
ing. While model compression and data-efficient
learning have each advanced separately, their syn-
ergy in financial NLP remains underexplored. This
work introduces a unified framework that combines
coreset selection with quantization for real-time,
resource-aware financial sentiment classification.

2 Methodology

This section presents our integrated framework
for efficient financial sentiment classification us-
ing the Twitter Financial News Sentiment dataset.
The framework combines coreset selection and
quantization-based model compression to address
both computational cost and memory footprint in
resource-constrained scenarios, such as mobile and
edge deployment environments.

2.1 Framework Overview

Our framework comprises three sequential com-
ponents: class-balancing preprocessing, coreset-
based sample selection, and adaptive quantization-
aware model compression. Initially, we mitigate
class imbalance inherent in financial sentiment data
by preserving all samples from minority classes:
Bearish (1,442) and Bullish (1,923), and reduc-
ing the majority Neutral class to match the size of
the largest minority class, resulting in a balanced
dataset with 5,288 training samples distributed
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equally across the three sentiment classes. This
ensures unbiased model training while retaining
representative information from all categories.
Subsequently, we employ coreset selection to
extract informative subsets from the balanced
dataset, evaluating coreset fractions in the set
{1.0,0.5,0.25,0.1,0.05}. These fractions are
used to create reduced yet representative training
sets, thereby enabling systematic analysis of data
efficiency and computational cost reduction.

2.2 Fine-tuning Procedure

We fine-tune the pretrained FinBERT model on the
selected coreset using hyperparameters optimized
for the financial social media domain. Validation
is conducted at the end of each epoch to monitor
overfitting and performance stability.

2.3 Quantization-Aware Model Compression

To facilitate efficient inference, we compress the
fine-tuned FinBERT model through post-training
quantization. We evaluate uniform symmetric quan-
tization across bit-widths b € {8,7,6,5,4,3,2,1}
to study the trade-off between model size, accuracy,
and compute efficiency. For a given weight tensor
w; in layer ¢, we compute the quantization scale as:

_ max(w;) — min(w;)
20 —1

The weights are quantized using the following
transformation:

3)

scale;

(@)

0 — round (@U—mmw

> -scale; +min(w;)
scale;
“)
This linear mapping ensures that weights are
projected into a discrete set of 2 values, reducing
memory requirements and enabling faster inference
on low-power devices. We evaluate performance
degradation due to quantization at each bit level,
measuring accuracy, precision, recall, and F1-score

on the test set.

2.4 Joint Evaluation with Coreset Selection

We perform a comprehensive evaluation of the com-
bined effects of coreset size and quantization bit-
width. For each coreset fraction, we apply quan-
tization at all bit-widths from 8 to 1, creating a
grid of models. Each model is evaluated for clas-
sification performance and compression efficiency.
This systematic design allows us to jointly analyze



Table 1: Distribution of sentiment classes across train,
validation, and test sets.

Class Train  Validation Test

Bullish
Bearish
Neutral

358
269
1,097

358
269
1,097

1,670
1,253
5,118

the impact of training data reduction and quantiza-
tion granularity, providing insights into the optimal
trade-off between accuracy and computational effi-
ciency for real-world financial NLP deployment.

3 Experimental Setup

Dataset Description. We conduct our experiments
using the publicly available Twitter Financial News
Sentiment dataset (Zeroshot, 2022), which consists
of 11,932 annotated tweets related to financial news
and market discourse. Each tweet is categorized
into one of three sentiment classes: Bullish (posi-
tive market outlook), Bearish (negative market out-
look), and Neutral (no clear directional sentiment).
The dataset exhibits a pronounced class imbalance,
with approximately 65% of the samples labeled as
Neutral, 20% as Bullish, and 15% as Bearish.

To ensure robust model learning and unbiased
evaluation, we adopt a stratified data split strategy,
reserving 70% of the dataset for training, 15% for
validation, and 15% for testing. The class distri-
butions are preserved across the splits. Table 1
summarizes the class distribution in each subset.
Experimental Configuration. All models were
implemented using the PyTorch framework, and
experiments were conducted on the Kaggle cloud
platform equipped with an NVIDIA Tesla P100
GPU (16GB). To ensure reproducibility, we fixed
the random seed across runs and used deterministic
training settings wherever supported.

We fine-tuned the pretrained FinBERT model us-

ing the AdamW optimizer with a learning rate
of 2 x 1072, batch size of 16, and linear learn-
ing rate warmup. Each model was trained for 3
epochs. Early stopping based on validation F1-
score was used to prevent overfitting. Quantization
and compression experiments were performed post-
training.
Evaluation Protocol. We evaluate the models us-
ing standard classification metrics: Accuracy, Pre-
cision, Recall, and F1-score. In addition to clas-
sification performance, we measure the model’s
memory efficiency using the Compression Ratio
(CR):

2

Table 2: Fine-tuning progression on balanced validation
set.

Stage Accuracy F1 (Macro) F1 (Weighted)
Pre-trained Baseline 0.326 0.284 0.309
Epoch 1 0.594 0.549 0.577
Epoch 2 0.773 0.765 0.772
Epoch 3 (Final) 0.834 0.833 0.835
Original Model Size (in MB)
CR ®))

B Compressed Model Size (in MB)

This metric quantifies the storage reduction
achieved by quantization-based model compres-
sion. We also report inference time per batch to
assess real-time deployment feasibility.

4 Results and Analysis

4.1 Fine-tuning Performance Analysis

We first evaluate the impact of domain-specific fine-
tuning on the pre-trained FinBERT model using the
balanced validation set. As shown in Table 2, accu-
racy increases from 32.6% (pre-trained) to 83.4%
after three epochs of fine-tuning. This represents an
absolute improvement of +50.8 percentage points,
accompanied by similar gains in both macro and
weighted F1-scores. These results confirm the sub-
stantial benefit of adapting language models to
domain-specific financial discourse, particularly
in the context of noisy, sentiment-rich social media
text.

4.2 Coreset Selection Efficiency

We next assess the effect of coreset se-
lection by training on reduced fractions
{1.0,0.5,0.25,0.1,0.05} of the full balanced
training dataset. Table 3 reports performance
metrics and training speedups. Remarkably, using
only 10% of training data retains 90% of the
full-model accuracy (75.1% vs. 83.4%) while
yielding an 8.3 x reduction in training time. This
highlights the potential of representative subset
selection in high-dimensional, redundant financial
language datasets.

4.3 Quantization Performance

We evaluate post-training quantization of the fine-
tuned model across bit-widths b € {8,7,...,1}.
Table 4 summarizes the accuracy, macro F1-score,
and corresponding compression ratios. Notably,
6-bit quantization maintains 97.4% of the full-
precision accuracy (81.2% vs. 83.4%) with a 1.3x



Table 3: Coreset selection performance across data frac-
tions.

Table 5: Combined coreset selection and quantization
results.

Fraction Samples  Accuracy F1 (Macro)  Speedup
100% 1,297 0.834 0.833 1.0x
50% 648 0.825 0.822 1.9%
25% 324 0.798 0.795 3.6x
10% 129 0.751 0.748 8.3x
5% 64 0.687 0.684 14.3 x

Table 4: Quantization impact on model accuracy and
compression. CR - Compression Ratio

Bit-Width Accuracy F1 (Macro) CR
8-bit 0.834 0.833 1.0x
7-bit 0.829 0.826 1.1x
6-bit 0.812 0.809 1.3%
5-bit 0.785 0.782 1.6x
4-bit 0.743 0.740 2.0x
3-bit 0.687 0.684 2.7x
2-bit 0.542 0.539 4.0%
1-bit 0.334 0.331 8.0x

model size reduction, representing an effective
trade-off between model compactness and predic-
tive performance.

4.4 Integrated Efficiency Trade-offs

We investigate the combined effect of coreset selec-
tion and quantization to identify optimal operating
points for deployment. Table 5 presents the result-
ing accuracy and efficiency gain for selected con-
figurations. The results suggest a Pareto frontier:
configurations offering strong accuracy-efficiency
trade-offs for specific deployment scenarios such
as mobile inference or low-latency market monitor-

ing.
5 Discussion

Data Efficiency in Financial NLP. Our findings
indicate that financial sentiment classification bene-
fits significantly from intelligent data reduction. As
little as 10% of the original training data achieves
over 75% accuracy, supporting the hypothesis that
social-financial discourse contains high levels of
redundancy. This has practical implications for
reducing annotation costs, accelerating model de-
velopment cycles, and supporting rapid model de-
ployment in emerging financial events.

Quantization for Deployment-Grade Models.
Among the evaluated bit-widths, 6-bit quantization
offers a desirable trade-off, preserving over 97%
of full-precision model performance. This balance
is crucial in financial contexts, where inference la-
tency and memory constraints are critical, yet even
minor accuracy degradation may result in measur-
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Bit- Efficiency
Configuration Fraction  Width  Accuracy Gain
Baseline 100% 8 0.834 1.0x
High Efficiency 25% 6 0.776 3.1x
Balanced 50% 6 0.809 2.6X
Quality Focused 100% 6 0.812 1.3x
Maximum Compression 10% 4 0.658 5.0x

able trading loss or poor risk signal estimation.
Real-World Deployment Implications. The pro-
posed integrated framework offers significant ad-
vantages for a range of financial deployment sce-
narios. In mobile trading applications, low-latency
sentiment inference is critical for responsive user
experience, while in edge-based market monitoring
systems, the reduced model size alleviates band-
width and storage constraints. High-frequency trad-
ing (HFT) systems can benefit from real-time senti-
ment feeds with minimized inference delay, ensur-
ing rapid decision-making under stringent timing
requirements. Additionally, cloud-based financial
analytics platforms can leverage the compressed
models to lower infrastructure costs while main-
taining robust sentiment classification capabilities.
These deployment contexts all benefit from the dual
advantage of reduced memory footprint and faster
inference, without a substantial loss in accuracy.
Limitations. This study is focused on Twitter-
based financial sentiment. Extension to other
modalities, such as earnings call transcripts, SEC
filings, or institutional reports, remains to be ex-
plored. Furthermore, quantization is simulated
in software; actual deployment on hardware (e.g.,
INT4 inference on FPGAs or mobile NPUs) may
exhibit different characteristics. Finally, we do
not currently evaluate fairness or robustness un-
der domain shift, which are important concerns in
financial NLP.

6 Conclusion and Future Work

We propose an efficient framework for financial
sentiment analysis that combines coreset selection
with systematic model quantization. Our experi-
ments show that training on only 10% of the data
selected via coreset methods preserves approxi-
mately 90% of the original model’s accuracy. Cou-
pled with 6-bit quantization, this yields a model
that is significantly smaller and faster, yet remains
competitive in classification performance. The ap-
proach reduces training data by up to 90% and



achieves about a 4x compression factor in model
size, while maintaining accuracy within 10% of
the full-data, full-precision FinBERT baseline on
the Twitter Financial News Sentiment dataset. This
demonstrates the practical applicability of trans-
former models in latency-critical financial settings
such as real-time trading and mobile applications.

Future work will explore extending this frame-
work to other financial text sources, and integrating
additional compression techniques like structured
pruning, low-rank factorization, and knowledge
distillation.
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Abstract

Financial document validation in production—
such as payroll auditing, tax compliance, and
loan underwriting—demands exceptional ac-
curacy, consistency, and reproducibility un-
der strict enterprise constraints. In prac-
tice, documents arrive with heterogeneous lay-
outs and formats, semantically rich, context-
dependent content, and embedded business
rules that current pipelines struggle to pro-
cess reliably. We introduce LAVA (Logic-
Aware Validation and Augmentation)—a mod-
ular, backbone-agnostic pipeline built on multi-
modal large language models—that integrates
a four-stage design: document-rule retrieval,
layout-preserving information extraction, aux-
iliary metadata enrichment, and auditable sym-
bolic/arithmetic verification. LAVA supports
robust rule grounding, fine-grained error attri-
bution, and consistent, traceable end-to-end ex-
ecution—capabilities essential for high-stakes
deployment. Evaluated on a large real-world
benchmark with diverse financial documents
and dozens of expert-curated validation rules,
LAVA outperforms baselines in hallucination
control and edge-case handling while maintain-
ing efficient token usage, demonstrating practi-
cality for high-volume, time-critical validation.

1 Introduction

Regulatory penalties, financial losses, and repu-
tational damage can all result from a single er-
ror in financial document validation, making accu-
racy, consistency, and auditability non-negotiable.
Financial institutions process millions of docu-
ments daily across workflows such as loan un-
derwriting, payroll auditing, tax compliance, and
fraud detection. The challenge is acute for semi-
structured documents like statements, invoices, and
tax slips, which span multiple pages, exhibit irregu-
lar layouts, encode domain-specific business logic,
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and often arrive as noisy scans or non-standard
PDFs (Bhattacharyya et al., 2025; Ding et al.,
2024a; Xu et al., 2020; Chen et al., 2024).

Recent years have witnessed rapid progress in vi-
sually rich document understanding through layout-
and structure-aware pretraining of multimodal
large language models (MLLMs). LayoutLM (Xu
et al., 2020) pioneered spatial-textual joint encod-
ing, followed by DocFormer (Appalaraju et al.,
2021), DocLLM (Wang et al., 2024), mPLUG-
DocOwl2 (Hu et al., 2025), and ROP (Zhang
et al., 2024), advancing multimodal architectures
for structural representation. This shift moves
beyond pure text modelling to multimodal docu-
ment intelligence. However, evaluations remain
dominated by perceptual and question answering
(QA) tasks, probing reasoning in a narrow, task-
specific manner while rarely accessing validation—
reasoning that tests both interpretation and reliabil-
ity under structured and cross-field constraints.

Enterprise-grade document validation presents
requirements beyond those of perception or rea-
soning alone. It calls for symbolic rule enforce-
ment, cross-field consistency, and multi-step logi-
cal coherence—capabilities only partially reflected
in existing benchmarks (Wang et al., 2023b; Li
et al., 2025; Borchmann et al., 2021). Recent
datasets have expanded evaluation to layout-aware
perception and understanding (Zhu et al., 2024;
Wu et al., 2023; Mathew et al., 2021; Stanistawek
et al., 2021; Simsa et al., 2023), but compliance-
critical validation logic remains underexplored. In
practice, enterprises often patch the gap by pairing
general-purpose models with rigid rule-based mod-
ules (Shende et al., 2024). Yet even state-of-the-art
models that excel at extraction or understanding
exhibit ongoing limitations when directly applied
to validation: hallucinations remain common, and
reasoning traceability is limited. Adaptation across
regulatory schemas is fragile, and computational
costs escalate with token usage at enterprise scale.
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These shortcomings make validation not merely an
extension but a distinct and emerging frontier of
document intelligence—one that demands frame-
works where accuracy, efficiency, audit readiness,
and robustness are central requirements.

Our Work. To address these challenges, we
present LAVA (Logic-Aware Validation and
Augmentation), a modular and efficient frame-
work for verifiable reasoning over semi-structured,
layout-complex financial documents, designed for
real-world applicability, fine-grained error attri-
bution, and rapid adaptation and reproducibility
across structurally similar collections. Agnostic
to backbone models, LAVA extends beyond static
benchmarks by integrating (i) layout-informed
knowledge extraction preserving structural cues,
(i1) domain-aware augmentation with contextual
metadata, and (iii) arithmetic and symbolic verifica-
tion ensuring factual alignment with business rules,
orchestrated in a four-stage system of retrieval, ex-
traction, augmentation, and hybrid reasoning.

We evaluate LAVA on a real-world large-scale
industrial benchmark with validation rules curated
by senior industry experts reflecting real regulatory
conditions. Results show competitive gains in fac-
tual accuracy and symbolic correctness, together
with lower computational overhead than baseline
MLLM pipelines, demonstrating robustness and
cost-effectiveness in realistic financial validation
scenarios.

Our main contributions are:

* Task and System. We formalize financial
document validation as a multi-document rea-
soning task—Ilargely absent in existing bench-
marks—and instantiate it in LAVA, a novel
modular framework designed for accurate and
auditable validation of semi-structured finan-
cial documents.

* Reasoning Strategy & Auditability. We de-
sign a controllable hybrid reasoning frame-
work unifying factual/contextual templates
with symbolic and arithmetic tasks via explicit
formula generation, with an external checker
fallback ensuring correctness, thereby enhanc-
ing accuracy, interpretability, and operational
robustness.

» Evaluation. We propose a comprehensive
evaluation framework covering symbolic cor-
rectness, factual alignment, and hallucination
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control for fine-grained reasoning assessment
in realistic validation workflows.

2 Related Work

Visually Rich Document Understanding. Re-
cent work has shifted from extraction pipelines to-
ward LLM-centric modeling that integrates layout
and visual cues. DocLayLLM (Liao et al., 2025)
adds visual patches and 2D positional tokens, Vis-
DoM (Suri et al., 2025) combines multimodal re-
trieval with consistency constraints, 3SMVRD (Ding
et al., 2024b) aligns fine- and coarse-grained
signals via multi-task distillation, and Layout-
LLM (Fujitake, 2024) applies instruction tuning
for unified document tasks. These advances im-
prove representation and generalization; our work
is complementary, focusing on auditable valida-
tion—explicit symbolic checks, cross-field consis-
tency, and reproducible reasoning traces required
in compliance-critical workflows. Our framework
is model-agnostic, plugging into any MLLM back-
bone to introduce validation as a controllable layer.

Layout-Guided Document Encoding. Back-
bones such as LayoutLMv3 (Huang et al., 2022),
FormNet (Lee et al., 2022, 2023), and Doc-
Former (Appalaraju et al., 2021) combine textual,
spatial, and visual cues through large-scale pre-
training. These excel at form-style entity extraction
but remain embedding-level and not optimized for
symbolic validation. In contrast, our framework
leverages layout-derived structures to enable mod-
ular business rule checks and reproducible logic
tracing, addressing auditability without massive
training effort.

LLM Verification and Rule-based Valida-
tion. Progress in LLM factuality—via self-
checking (Dhuliawala et al., 2024), retrieval-
augmented prompting (Qin et al., 2025), symbolic
grounding (Hennigen et al., 2024), and rectifica-
tion (Kang et al., 2024)—has improved reliabil-
ity in clean text and formal reasoning (Liu et al.,
2025). Yet these methods falter on noisy, hetero-
geneous documents with long-range dependencies
and embedded business rules. Traditional rule en-
gines (e.g., Drools) provide transparency but fail
under layout variation, while hybrid LLM-rule
or knowledge graph systems (Vertsel and Rumi-
antsau, 2024; Sadowski and Chudziak, 2025) trade
flexibility for interpretability. Our framework in-
stead couples symbolic verification with layout-
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Figure 1: Overview of LAVA. The architecture comprises two parallel pipelines—document processing and rule
grounding—interacting via bidirectional constraints (solid arrows: main data flow; dashed arrows: auxiliary
exchange). The document-processing track performs retrieval, extraction, and augmentation to produce layout-
preserving structured content with enriched metadata. The rule-grounding track retrieves, classifies, and dispatches
applicable validation rules to either the Symbolic Reasoner or Arithmetic Processor, depending on reasoning type.

and metadata-informed prompting, merging rule
transparency with neural adaptability, making it fit
for compliance-critical validation.

3 Method

Problem Formalization. We define financial
document validation as a human-in-the-loop copi-
lot task, where the system assists users (e.g., un-
derwriters, compliance officers, fraud analysts) in
verifying whether a set of financial documents (e.g.,
from a mortgage application) satisfies certain busi-
ness rules under real-world conditions of layout
complexity, domain-specific logic, and noisy input.

Inputs. The system takes as input: (1) a docu-
ment set D = {dy,...,dy} in scanned PDF or
image format, where each d; is a semi-structured
financial document (e.g., bank statement, tax form),
and (2) a validation intent ¢, a user-specified veri-
fication goal in natural language (e.g., Does gross
income exceed loan threshold?).

Objective. The system maps (g, D) to a set of
validation outputs V = {v;}, where each vy, in-
cludes: a subset of supporting documents Dy, C D,
a set of retrieved business rules Ry C R from a
predefined rule library, a binary verification label
yr € {Pass,Fail}, and an explanation trace e
for auditability. This formulation supports multi-
document, logic-grounded reasoning while ensur-
ing modular, interpretable validation aligned with
enterprise workflows.

Architecture. Figure 1 illustrate LAVA architec-
ture, which employs a modular design paradigm
to address the complexity of enterprise-grade pro-
duction systems. Although this design involves
the integration of multiple components, it yields
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critical advantages for deployment. Decoupling
the workflow isolates potential points of failure
within individual modules, enabling targeted and
independent validation and thereby systematically
reducing the long-term verification cost and over-
all operational overhead. Furthermore, the ability
to debug, update, or replace modules without sys-
temic disruption enhances maintainability—a stark
contrast to the challenges of managing opaque, end-
to-end models. This design philosophy is therefore
foundational to building a robust, auditable, and
scalable system fit for the rigors of real-world fi-
nancial validation.

3.1 Document and Validation Retrieval

We jointly describe the first two modules, as they
operate in a tightly coupled fashion to determine
relevant document-rule pairs for downstream ex-
traction. Given a user-specified validation intent q
and a document set D = {dy, ..., dy}, the mod-
ules select a subset D,, C D that is temporally
valid and relevant to the task, along with a set of ex-
ecutable business rules R, = {r1,...,ry}. Both
subsets are tailored to the verification goal through
a bidirectional constraint mechanism, ensuring only
applicable document-rule pairs are forwarded for
knowledge extraction and augmentation.

Document Retrieval. Documents are first pre-
processed to normalize layout and correct visual ar-
tifacts (e.g., OCR errors, rotation, skew) (Boudraa
et al., 2020), preserving alignment and structural fi-
delity for downstream modules. Each document d;
is then classified into a predefined document type
using a lightweight image-based classifier such as
TinyViT (Wu et al., 2022), as financial documents
of the same type generally share consistent page-



level features. Recognized types are forwarded to
Validation Retrieval to constrain rule applicability.
Document-level metadata (e.g., date, coverage
period) is extracted using a template-guided NER
pipeline with regex patterns and rule-based heuris-
tics. Temporal constraints parsed from the val-
idation intent in the next module (e.g., “past 3
months”) are applied to filter out documents out-
side the relevant time window. In addition, applica-
ble document types extracted from retrieved rules
in Validation Retrieval are passed back to further
prune documents irrelevant to all candidate rules.

Validation Retrieval. Given ¢, this module re-
trieves a subset of rules R, from the predefined
library R, based on semantic relevance and docu-
ment compatibility. The rule library is enriched
with metadata specifying applicable document
types. Lightweight LLMs can parse ¢ to extract
temporal constraints, while a sentence encoder
(e.g., Sentence-BERT (Reimers and Gurevych,
2019)) encodes q to retrieve top-K semantically
relevant rules. Retrieved rules are then filtered
using document-type constraints from Document
Retrieval, and their own document-type metadata
is fed back to further refine D,,.

In conclusion, temporal and semantic cues from
q filter the document set, while recognized doc-
ument types and rule metadata eliminate inappli-
cable rules. This closed-loop filtering minimizes
irrelevant candidates on both sides, reduces reason-
ing load, and improves accuracy without sacrificing
interpretability, ensuring downstream processing
operates on the most relevant and valid document-
rule pairs.

3.2 Knowledge Extraction

This module transforms each filtered document
d; € D, into a compact, layout-aware hybrid repre-
sentation for downstream reasoning. Instead of flat
key—value pairs, we produce a structured markup
that encodes page layout, visual grouping, and field
dependencies, serving as a bridge between scanned
formats and language-model-friendly input.

Structured Modality Conversion. To capture
the rich visual and semi-structural semantics of
financial documents, we adopt an HTML-like
markup constructed from parsed layout and OCR
signals. Prior work shows that retaining tabu-
lar alignments, hierarchical sections, and field
groupings improves reasoning fidelity (Sui et al.,
2024), but raw markup is insufficient for noisy
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scans. We therefore augment it with: (1) structural
parsing via document analysis tools (e.g., Layout-
Parser (Shen et al., 2021), LayoutLMv3 (Huang
et al., 2022)), AWS Textract; (2) OCR-based re-
covery (e.g., Tesseract OCR (Smith, 2007)) for
free-form or scattered content, including recon-
struction of long paragraphs into coherent spans;
(3) proximity-based grouping to merge fragmented
tokens into coherent semantic units; and (4) vi-
sual region preservation for inherently non-textual
content (e.g., charts, stamps, signatures), where
candidate regions are identified from layout cues
(e.g., low text coverage or OCR confidence) and
retained as image patches for the MLLM input.

Content Filtering. The extracted representation
often contains much noise from headers, footers,
boilerplate blocks, or placeholders. We prune
such elements using DOM structure, field labels
(e.g., Name, Address), and positional cues, reduc-
ing token usage while improving attention focus
for model prompts.

By combining structure-preserving markup, se-
mantic recovery, selective visual preservation, and
noise reduction, this module delivers a high-fidelity
hybrid form that maintains interpretability while
enabling reliable downstream reasoning.

3.3 Information Augmentation

This module enriches downstream reasoning by
injecting auxiliary signals from both documents
and retrieved rules. It serves two purposes: routing
rules to the appropriate verification pathway and
augmenting prompts with rich metadata to improve
model understanding.

Each rule r, € R, is classified as symbolic
(context-dependent logic) or arithmetic (numeric
computation) via a lightweight LLM query, avoid-
ing brittle heuristics. In parallel, metadata is ad-
ditionally extracted from layout-preserving out-
puts: language (via token-based detection), doc-
ument types (from retrieval module), and domain-
specific terms (e.g., withholding or CPP ') detected
through lexical and structural heuristics targeting
low-frequency tokens, abbreviations, and left-hand-
side predicates in field labels or rule expressions.
This metadata is distilled into concise semantic clar-
ifications for interpretability and disambiguation.
The resulting signals are incorporated into prompt
headers or reference blocks, sharpening alignment

'CPP refers to the Canada Pension Plan, a mandatory
pension contribution in Canadian payroll systems.
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Figure 2: Arithmetic Processor. Given a validation rule, the system generates a formula and delegates evaluation to
an external calculator. A checker LLM validates alignment between the rule and result. Failures trigger a fallback

loop with negative feedback.

with rule semantics and improving precision in
complex validation scenarios, while keeping the
verification loop efficient.

3.4 Validation

To support diverse verification needs and enhance
the reliability, we adopt a bifurcated framework
with two sub-modules: Arithmetic Processor for
numerical tasks (e.g., verifying tax deductions, cal-
culating gross revenue), and Symbolic Reasoner
for all other general rules requiring semantic and
contextual reasoning.

Arithmetic Processor. As illustrated in Figure 2,
when rules involving arithmetic or numerical com-
putation are routed to this sub-module, instead of
relying on LLMs for direct computation—prone to
hallucinations and numeric instability, we adopt a
tool-use paradigm where the model is used solely
for generating a task-specific formula, which is
then executed by a deterministic external engine
such as a Python interpreter (Gao et al., 2023; Chen
et al., 2022). To ensure alignment between the for-
mula and the validation semantics, we introduce a
fallback auditing loop: the rule and generated for-
mula are reviewed by a secondary LLM "checker".
If a mismatch is detected, the formula is regener-
ated, conditioned on the previous (incorrect) ver-
sion as a negative example. This loop improves
robustness by systematically detecting and correct-
ing errors, mitigating hallucinated computations
and flawed reasoning pathways.

Symbolic Reasoner. This sub-module handles
semantic or structural reasoning. In contrast to
Arithmetic Processor, it directly delegates rules to
a general-purpose model, as such reasoning falls
within the model’s inherent strengths. This design
choice reduces integration overhead and inference
latency, while remaining sufficient for a wide range
of non-arithmetic verification scenarios.

)

Prompt Excerpt for Symbolic Reasoner

Excerpt: only key parts are shown below, simplified for illustration.

You are an assistant verifying {document_types} documents (in
{languages}), with extracted {knowledge_names} ...

Instructions:

1. Use {structured_representation} as references for identify-
ing the layout...

2. Use {semantic_fields} as references for explicit context...

n. Output as follows:
* Only output the fields requested in the validation rule...
* Format: empty =""; date = YYYYMMDD...
Example: {example_output}
Task Input:
{validation_rule}
e {term_1}: {definition_1}, ..., {term_n}: {definition_n}

Output: Return JSON only. No explanation or preamble...

Figure 3: Prompt excerpt for Symbolic Reasoner, dy-
namically built from the retrieved validation rule, ex-
tracted knowledge, and augmentation components. Full
versions for both Arithmetic Processor and Symbolic
Reasoner are provided in Appendix A.1.1 and A.1.2.

Prompts. We adopt our prompt construction
strategy in meta-prompting fashion (Zhang et al.,
2023) that presents task-relevant information in
a step-wise and zero-shot format rather than re-
lying on illustrative examples. Unlike chain-
of-thought (Wei et al., 2022), few-shot prompt-
ing (Brown et al., 2020), or self-consistency (Wang
et al., 2023a), our approach avoids brittle curated
examples, which struggle to generalize across het-
erogeneous financial documents (Zhou et al., 2023),
and removes high inference cost of example-heavy
prompting.

To ensure verification prompts are precisely tai-
lored to both the rules and associated documents,
we implement a dynamic, template-based prompt
construction system. It integrates supplemental in-
formation from upstream modules with the rule
to populate flexible prompt templates. By lever-
aging templating libraries like Jinja, we employ
programmatic, code-like logic to govern the inclu-
sion and granularity of metadata based on both
document layout and task semantics. As illustrated



in Figure 3, this mechanism produces prompts that
are maximally informative while remaining token-
efficient and robust to both arithmetic and symbolic
reasoning tasks. By structuring all inputs accord-
ing to rule logic, metadata, and knowledge, our
approach generalizes well across heterogeneous fi-
nancial documents. The resulting system remains
accurate, cost-efficient and context-aware, support-
ing scalable and reliable verification tasks.

4 Experiments

We evaluate LAVA on real-world Canadian mort-
gage application documents sampled from a propri-
etary database to assess the system within a consis-
tent validation scenario. The set includes multiple
document types and around 1,000 scanned PDFs or
images—such as tax forms, bank/investment state-
ments, and legal agreements—selected for their
semi-structured formats, diverse layouts, and rich
logical dependencies (see A.4). This focused yet
heterogeneous domain enables rigorous testing of
LAVA’s ability to produce accurate outputs and
avoid false positives, particularly where heuristic,
zero-shot, and few-shot LLM-based methods strug-
gle with layout variability or reasoning complexity.
To ensure rigorous and interpretable evaluation,
we adopt rule-level testing rather than intent-level,
with validation rules drawn from a curated library
provided by business stakeholders. Each rule cor-
responds to an atomic validation unit and is ap-
plied only to the document types for which it is
defined. For fairness and comparability, document
type metadata is included with the dataset, since
accurate validation cannot be assessed without first
matching each document to its correct rule set; this
ensures that all pipelines are evaluated under the
same conditions, without document and validation
retrieval. Ground-truth outcomes are manually an-
notated by domain experts, and automatic evalua-
tion is complemented by manual audits from busi-
ness collaborators, ensuring both accuracy and in-
stitutional credibility in line with production-grade
expectations for document validation.

4.1 Implementations

To ensure fairness, all baselines, LAVA, and
LAVA’s ablation variants use Claude 3.7 Son-
net (Anthropic, 2024) as the validation compo-
nent. We configure the model with a maximum re-
sponse length of 5120 tokens and enable reasoning
(thinking) with a budget of 1024 tokens, allowing
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the model to better understand complex validation
rules and generalize across documents with diverse
layouts and edge scenarios. For LAVA’s Arithmetic
Processor, the maximum retry number 7 in the fall-
back loop is set to 2, to ensure a practical trade-off
between error correction and computational effi-
ciency. And all other LLM parameters are kept
identical across evaluations.

For document analysis in experiments, we prior-
itized a methodology that ensures our findings are
portable, reproducible, and immediately accessible.
To this end, our experiment exclusively utilizes
oft-the-shelf tools that do not require custom train-
ing or dataset-specific fine-tuning. A foundational
layer of raw text and spatial information was es-
tablished for the experiment using the open-source
Tesseract OCR (Smith, 2007). For the processing
of structural semantics, such as tables and forms,
the publicly available AWS Textract service was
employed. This consistent and transparent tooling
strategy not only ensures that the comparative eval-
uation in Sections 4.4 and 4.5 fairly assesses the
core architectural and reasoning capabilities of the
different pipelines, but also directly supports other
researchers to easily replicate and build upon our
results.

4.2 Validation Rules

We group several dozen validation rules into five
categories, reflecting distinct reasoning and com-
putation demands. These categories assess the
pipeline’s ability to extract information, integrate
rules, and perform contextual reasoning. See A.2
for complete versions of some representative rules.

4.3 Evaluation Metrics

Our evaluation metrics comprehensively assess rea-
soning quality across all pipeline stages. Given the
distinct characteristics of our compliance-sensitive
validation task compared to common document
understanding settings, we design task-specific
metrics with particular emphasis on suppressing
false positives—a critical industrial concern caus-
ing costly investigations, delays, and loss of trust.
We evaluate baselines from three perspectives to
cover these aspects. Their formal definitions are
given in Appendix A.3, along with visual examples
showing how each metric manifests in an illustra-
tive sample document.

Hallucination Control. We report the percent-
age of responses with two failure types:



Metric Rule | VLM + Field-Level OCR | LLM + Field-Level OCR | LLM + Enhanced OCR LAVA
Group
Factual Ch 0.03 0.03 0.01 0.01
Hallucination Cso 0.08 0.10 0.04 0.03
Rate Cs 0.31 0.33 0.30 0.18
Cy 0.05 0.08 0.05 0.03
Cs 0.28 0.30 0.15 0.05
Numerical Cy N/A N/A N/A N/A
Infidelity Cs 0.08 0.04 0.03 0.01
Rate Cs 0.33 0.31 0.20 0.10
Cy 0.11 0.08 0.05 0.00
Cs 0.25 0.10 0.10 0.00
Edge Case Ch N/A N/A N/A N/A
Error Rate Cso 0.27 0.25 0.23 0.02
Cs 0.86 0.90 0.82 0.17
Cy 0.46 0.34 0.43 0.11
Cs 0.89 0.92 0.86 0.08

Table 1: Performance of baselines across three metrics and five validation rule categories (C1—C'5). C: content ex-
traction; Co: conditional logic reasoning; C's: multi-step logic reasoning; C'y: unconstrained arithmetic consistency
checking; Cs: constrained arithmetic consistency checking.

* Factual Hallucination Rate: Content not
grounded in the source document, such as fab-
ricated values or formulas, and unsupported
claims.

* Numerical Infidelity Rate: Incorrect quanti-
tative reasoning or numerical derivations, such
as incorrect formula execution results and con-
clusions inconsistent with the given numerical
evidence.

Edge Case Handling. This metric measures fail-
ure rate on complex or exception-driven scenar-
ios, about 10%—-25% of document-rule pairs. Such
cases require adaptive logic reasoning beyond fixed
rules and broader logic coverage for diverse edge
conditions. As these challenges often overlap, we
report a single rate to capture both, where higher
values indicate weaker generalization and reason-
ing flexibility.

Token Cost. We measure input and output to-
kens per rule check to assess computational effi-
ciency and deployment cost, highlighting trade-offs
between reasoning quality and efficiency across
pipelines. For each document-rule pair, token
counts are recorded and aggregated over the full
evaluation set.

4.4 Comparative Baselines

Here, Field-Level OCR denotes OCR output con-
taining only individual field texts and their spatial
information (e.g., from bounding boxes), without
higher-level structure such as tables, sections, or
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relational links between fields. This representation
preserves raw layout signals but omits the struc-
tured markup used in LAVA’s pipeline.

We consider three representative settings:

* VLM + Field-Level OCR: Document images
with Field-Level OCR in a VQA setup, where
OCR text aids visual grounding.

* LLM + Field-Level OCR: Same OCR con-
tent without images, measuring performance
from textual—spatial data alone in a QA setup.

e LLM + Enhanced OCR (no structural
markup): OCR refined with domain-specific
cleanup and recovery steps identical to
LAVA’s extraction, but without structured
markup, isolating LAVA’s impact of structured
representation and modular reasoning.

Since OCR and markup information might intro-
duce noise (e.g., when text is misrecognized), we
also examine an OCR-free configuration to assess
the impact of textual knowledge. This setting is
evaluated in ablation study (Section 4.5), where all
other modules are preserved but the model oper-
ates only on document images. It is excluded from
the baseline set because the baselines are intended
to preserve textual content in some form for fair
comparison, whereas this variant probes the lim-
its of visual-only reasoning and represents a more
extreme ablation of the pipeline.

As shown in Table 1, LAVA achieves the lowest
failure rates across all metrics and categories, with



especially large gains in multi-step logic reasoning
(C'3) and constrained arithmetic consistency check-
ing (C5), reducing hallucination and numerical er-
rors by over 10% compared to the best baseline.
And it records approximately 0% Numerical Infi-
delity Rate in three of four categories. LAVA also
substantially lowers edge case errors, indicating
strong generalization under layout ambiguity and
rare conditions. Common VQA and QA settings
represented by the baselines underperform in this
compliance-oriented validation task due to their
limited handling of layout variability and domain-
specific rules. These results highlight the benefit
of structured prompts and modular reasoning in
suppressing unsupported content generation and
enabling reliable multi-step, context-aware reason-
ing over structural data.

We also sampled a subset of DocVQA (Mathew
et al., 2021) documents with five manually defined
rules each, where LAVA also achieved strong per-
formance, confirming that our framework readily
transfers to public data. More importantly, real-
world validation tasks—where both documents and
rules are richer in semantics, context, and reasoning
complexity—pose substantially greater challenges,
where our approach proves particularly effective
under industry-level conditions.

4.5 Ablation Study

To assess the contribution of each core module in
LAVA, we performed an ablation study using a uni-
fied metric: the percentage of responses that fail
to exactly match the ground truth. This stricter
measure was chosen because LAVA’s earlier evalu-
ations achieved low error rates in category-specific
metrics, so a single comprehensive indicator bet-
ter reveals performance drops when modules are
altered or removed.

We evaluated six configurations: the full LAVA
system; three Knowledge Extraction (KE) vari-
ants; and versions without Info Augmentation (IA)
or Arithmetic Processor (AP). The KE variants
progressively reduce structural detail and change
input format:

1. Markdown KE replaces LAVA’s structured
markup with Markdown-like fashion.

2. Plain-text KE flattens layout into text aligned
to mimic visual spacing but without structural
tags.

3. No KE omits textual knowledge entirely,
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Pipeline ‘ C 1 C 2 Cg 04 C 5

LAVA w/o KE 0.03 0.65 0.67 0.09 0.66
LAVA w/ Plain-text KE | 0.02 0.63 0.58 0.08 0.48
LAVA w/ Markdown KE | 0.01 0.25 0.54 0.05 0.55
LAVA w/o IA 0.01 0.15 045 0.05 0.12
LAVA w/o AP 0.01 0.03 0.29 0.10 0.56
LAVA 0.01 0.03 0.28 0.05 0.07

Table 2: Percentage of responses failing to exactly
match ground-truth answers across five rule categories.

prompting the model with original document
images. This configuration serves as the OCR-
free, vision-only benchmark we referred to in
the baseline comparison (Section 4.4).

This stepwise removal strips explicit layout and
relational cues, forcing reliance on surface text
or raw images. For AP ablation, AP is replaced
by Symbolic Reasoner, removing explicit calcula-
tion/result validation. The two Retrieval modules
are not ablated since all experiments use a fixed
rule set, making them independent of validation
accuracy.

The error patterns in table 2 shows that KE, TA,
and AP play complementary roles, with KE being
the most critical. Removing KE forces the model
to rely almost entirely on visual reasoning, rais-
ing Cs, Cs, and Cj failure rate to 0.65-0.67—over
twice LAVA’s error in multi-step logic (C3) and
nearly tenfold in constrained arithmetic consistency
checking (C'5) even with the validation module’s
assistance. Two factors explain this: (1) Structural
conversion: without KE’s structural format that
preserves complex and nested layout, grouping,
and field dependencies, multi-step logic and table
reasoning lose explicit relational cues. Downgrad-
ing to Markdown or plain text progressively strips
away these signals, with Markdown underperform-
ing plain text in C5 due to weaker preservation of
columnar alignment in tables; (2) Content filtering:
without KE’s filtering stage, noisy headers, footers,
and irrelevant fields dilute attention and amplify
hallucination risk. This gradient from fully struc-
tured to none shows that noise suppression, explicit
spatial and relational cues are essential for stable
reasoning, especially in multi-field and arithmetic-
heavy rules for financial document validation tasks.

IA mainly impacts logical reasoning: removing
it raises C3 error from 0.28 to 0.45, suggesting
that metadata and domain cues help models resolve
field semantics and linking conditions across steps.

AP’s effect is computation-focused: removing
it leaves C'1—C'3 unchanged but drives Cy4/C’5 error
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Figure 4: Average input and output token counts across
five rule categories.

to 0.10/0.56, reflecting the limits of unconstrained
LLM reasoning in arithmetic tasks and the benefit
of explicit calculation with fallback mechanism.
Overall, the degradations are consistent with the
design intent: KE supplies the structured substrate,
TA enriches it with semantic context, and AP en-
forces numerical fidelity, justifying LAVA’s func-
tionally complementary and modular composition.

4.6 Business Impact

While Section 4.4 and 4.5 highlight LAVA’s tech-
nical advantages in accuracy and robustness, real-
world adoption also depends on its operational effi-
ciency and cost-effectiveness. By consolidating to-
ken usage, we can further assess how LAVA scales
under realistic operational constraints, using token
consumption as a proxy for latency and API expen-
diture in high-volume production workflows.

LAVA amortizes multi-step costs by extracting
structured knowledge once and reusing it across
rules. As shown in Figure 4a, this design cuts in-
put tokens by 25%-45% versus VLM and LLM
baselines with Field-Level OCR, lowering infer-
ence costs and enabling faster turnaround for time-
critical financial validation processes, while also
achieving fewer errors (Table 1).

Ablation results (Figure 4b) show that in non-
computation tasks (C1—C}3), excluding variant w/o
KE, LAVA adds minimal tokens with stable out-
put length due to the predefined schema-based re-
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sponse format. For computation tasks (Cy—C’), the
less faithful structural representation from plain-
text and Markdown KE inflate inputs by causing
more model output errors and retries in the valida-
tion loop. Across all ablations, full LAVA adds un-
der 3k tokens per rule (~ $0.009 with Claude 3.7 or
~ $0.006 with GPT-4.1), an overhead outweighed
by substantial gains in accuracy and reasoning sta-
bility. This demonstrates that LAVA delivers a
dual advantage: (1) immediate computational sav-
ings from reduced token usage, and (2) long-term
operational efficiency from its modular, auditable
design. This combination suggests that LAVA’s
architectural benefits outweigh the modular inte-
gration complexity, making it a cost-effective and
scalable choice for high-volume, time-critical real-
world financial workflows.

5 Conclusion

We presented LAVA, a modular, interpretable
and backbone- and domain-agnostic system for
enterprise-grade financial document validation.
Combining layout-preserving extraction, domain-
aware augmentation, and symbolic and arithmetic
verification, LAVA achieves high factual alignment
and numerical reliability on a large real-world
benchmark, with lower computational overhead
than monolithic prompting. Evaluation with factual
hallucination rate, numerical infidelity rate, and
edge case handling shows that structured, multi-
stage reasoning enables fine-grained error attribu-
tion, stronger robustness in compliance-sensitive
workflows, and transfer to structurally similar data.
Looking ahead, we aim to handle noisier, less-
structured documents and to learn rule generaliza-
tion across formats and domains.

6 Ethical Considerations

This research was conducted using a proprietary
dataset of financial documents, with all data fully
anonymized and handled under strict institutional
privacy protocols. We acknowledge the poten-
tial risk of algorithmic bias in financial decision-
making. LAVA’s design as an accurate, scalable
and auditable system is a deliberate step to mitigate
this risk by enhancing transparency and ensuring
human accountability. Nevertheless, any produc-
tion deployment would necessitate rigorous, ongo-
ing audits for demographic bias to ensure fair and
equitable outcomes.
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A Appendix

A.1 Prompt used in LAVA
A.1.1 Prompt for Symbolic Reasoner

Dynamically Generated Prompt

You are an assistant who verifies financial documents. You are given
{document_types} (in {languages}) and extracted
{knowledge_names}. Your job is to verify the documents based on
the validation rule. Please do not make up any values.

<instructions>

1. Use structured representation as references for identifying the
layout and structure of the documents.
<html_tables>{knowledge[tables]}</html_tables>
<forms>{knowledge[forms]}</forms>

2. Use the semantic fields as references for providing explicit con-
textual information.
<semantic_fields>{knowledge[fields]}</semantic_fields>

n. Output as follows:
¢ Only output the fields requested in the validation rule, do not
include any other fields stated in example_output.
« Replace all spaces in keys with underscores "_".
« If any field is not present, set value to "".
¢ Output date in YYYYMMDD format.
<example_output>{example_output}</example_output>
</instructions>

<validation_rule>
{validation_rule}
¢ {domain_specific_term_1}: {explanation_1}

e {domain_specific_term_n}: {explanation_n}
</validation_rule>

<output_format>

Return solely the JSON object without any additional explanations,
comments, preamble, or formatting like backticks.
</output_format>

A.1.2 Prompt for Arithmetic Processor

Prompt for Formula Generation

System Prompt:

You are an assistant who generates a Python-style calculation for-
mula to explain how a request field should be computed. You are
given {document_types} (in {languages}), as well as knowledge
extracted from the documents and a validation rule.

<instructions>

1. Identify the requested field from the rule. Store its name in
the JSON object with the key "field_name", delete any special
symbols and replace all spaces in keys with underscores "_".

2. Extract the stated value for the requested field.
« Store it in the JSON object with the key "stated" and make sure
it is a valid float or integer.
« If the requested field is not present or empty, set "stated" to
"NaN".
¢ Do not make up any values.

3. Identify the relevant numerical fields in the knowledge that are
needed to compute the requested field. Consider how those fields
logically combine to produce the value of the requested field.

4. Once you find an appropriate calculation expression, store it
in Python-executable format in the JSON object with the key
"formula":

« Do not compute the result.
¢ Do not include any functions like "round(...)" or similar.
¢ Only use raw numerical operations.

5. Return solely the JSON object without any additional explana-
tions, comments, preamble, or formatting like backticks.
</instructions>

<example_output>

"field_name": "Current_Total_Income",
"stated": 600,
"formula": "100 + 200 + 300"

}

</example_output>
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User Prompt:
<knowledge>{knowledge}</knowledge>

<validation_rule>
{validation_rule}
* {domain_specific_term_13}: {explanation_1}

e {domain_specific_term_n}: {explanation_n}
</validation_rule>

Prompt for Formula Correction

System Prompt:

You are the greatest financial auditor, logician and deducer. You are
given {document_types} (in {1anguages}), as well as knowledge
extracted from the documents, a validation rule, and a calculation
expression.

<instructions>
1. The calculation expression in response to the validation rule is
wrong based on the knowledge extracted.

2. Check if there is any other correct calculation expression that can
be derived from the data given.

3. Once you find an appropriate calculation expression, store it in
Python-executable format:
* Do not compute the result using equal sign.
¢ Do not include any functions like "round(...)" or similar.
¢ Only use raw numerical operations.
4. Return solely the calculation expression without any additional

explanations, comments, preamble, or formatting like backticks.
</instructions>

<example_output_1>100 + 200 + 300</example_output_1>
<example_output_2>80 * 100.5</example_output_2>

User Prompt:

<knowledge>{knowledge}</knowledge>
<wrong_calculation>{wrong_calculation}<wrong_calculation>
<validation_rule>

{validation_rule}
e {domain_specific_term_1}: {explanation_1}

¢ {domain_specific_term_n}: {explanation_n}
</validation_rule>

A.2 Representative Validation Rules and
Output Examples Used in Experiment

1. Content Extraction
Rule:

(a) Are Current and YTD regular pay/salary
amounts present in documents?

(b) Is Current and YTD CPP/QPP (may ap-
pear as Government Pension) present in the
paystub?

(c) Is Social Insurance Number (SIN) present
in the T4 document?

Output Example

"Employer_Name": {"present": true, "value":
tion"},
"Current_Regular_Pay": {"present": false, "value": ""},

organiza-

2. Conditional Logic Reasoning

(a) Rule:



<CRA_EI_data>{EI_data}</CRA_EI data>

<EI_verification_rules>

* When Current EI is non-zero, skip the
check and set "valid" to true.

¢ When Current and YTD EI are both 0 or
blank, skip the check and set "valid" to
false.

e When Current EI is 0 or blank, YTD EI
is not O or blank. If YTD EI < EI cap,
set "valid" to true. Otherwise, set "valid"

to false.
</EI_verification_rules>

Do the EI values comply with rules based
on the Canada Revenue Agency (CRA)
guidelines?

Output Example

{

"Pay_Date": "20241128",

"EI": {"Current": "100", "YTD": "200",
"1049.12", "valid": true}
}

"Cap":

Rule:

<numerical_verification_rules>

* Cells with empty value, or only numbers,
symbols, punctuation are valid.

* Cells containing words (alphabetic char-
acters) are invalid.

 If all fields are valid, return an empty
object {}.

<numerical_verification_rules>

Based on the rules provided, does every

non-header cell in tables contain a valid

numerical value?

(b)

Output Example

{
"This_Period_Regular": "amount",
"YTD_CPP": "value"

}

3. Multi-step Logic Reasoning

Rule:
<pay_freq_cap>

[

{"freq": "monthly", "cap": 12},
{"freq": "semimonthly", "cap": 24},
{"freq": "biweekly", "cap": 26},
{"freq": "weekly", "cap": 52}

</pay_freq_cap>

<freq_verification_rules>

* If start or end date is empty, set "stated" to
"" and set "equal” to None.
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* If No. of pay period is empty, set "stated" to
"" and set "equal" to None.

* If No. of pay period is not empty, find its
corresponding "frequency cap" from pay fre-
quency rules:

— Compute the expected "current period
number": Use "Pay Frequency", "Start
Date" and "frequency cap" to calculate
how many periods have elapsed since the
start of the year.

— Extract current period number from No.
of pay period stated (e.g., 22 on "22 of
26").

— Check if the "stated" current period num-
ber" equals the "expected current period
number". If both equal, set "equal” to true.
Otherwise, set "equal” to false.

</freq_verification_rules>

Based on the rules provided, does pay fre-

quency and No. of pay period in the extracted

date comply with the pay frequency rules?

Output Example

{

"Start_Date": "20240101",

"End_Date": "20240131",

"Pay_Frequency": {"stated": "semimonthly", "expected":
"monthly", "equal": false},

"NO_Pay_Period": {"stated": "11",
"equal": false}

"expected": "1",

. Unconstrained Arithmetic Consistency Check-

ing
Rule:

(a) Is the YTD gross pay calculated correctly
by summing up all earning items?

(b) Is Line 23600 (Net Income) correctly calcu-
lated as Line 15000 (Total Income) minus
Deductions from Total Income?

(c) Is the ending balance correctly calculated
as the starting balance plus total deposits
minus total withdrawals for the period?

Output Example

{

"Current_Gross_Pay": {"calculation": "100 + 200 + 300 =
600", "stated": "300", "equal": true},

"YTD_Gross_Pay": {"calculation": "1500 + 200 + 300 =
2000", "stated": "", "equal": null}
}

. Constrained Arithmetic Consistency Checking

Rule:

(a) Is the Current regular pay calculated cor-
rectly by rate * hours when rounding the
result to 2 decimal places? Set formula to



"nn

an empty string"" when rate or hours is not
present or O.

(b) Is the current net pay correctly computed
as the current gross pay minus all current
deductions, with the result rounded to 2 dec-
imal places? If the table includes a "Total
Deduction" field, use it directly instead of

summing individual deduction items.

Output Example

{

"Current_Gross_Pay": {"calculation": "100 + 200 + 300 =
600", "stated": "300", "equal": true},

"YTD_Gross_Pay": {"calculation": "1500 + 200 + 300 =
2000", "stated": "", "equal": null}
}

A.3 Evaluation Metrics
A.3.1 Factual Hallucination Rate (FHR).

Given a fixed rule r with evaluation document set
D, ={di,...,dyn.}, let EA’W denote the predicted
evidence subset in the model’s output explanation
trace for (d;,r), and £(d;, ) the gold evidence set
from d;. Let ¢; , denote the predicted formula for
(di,r), and g, the corresponding gold formula.
We mark a sample (d;,r) as factually halluci-
nated if either hold:
(a) Evidence Hallucination: é’i,r Z E(d;, ).

(b) Formula Hallucination: ¢;, # ¢,
(tested via polynomial identity testing with
Schwartz—Zippel).

Formally, the sample-level indicator is

FHi’T = 1[ (éz',fr ,@ g(dz,T’)) vV

. (1)

(SOi,r 3 97“)} .

The rule-level rate is
FHR, = — Y FH,,, )
| T| d; €D,
and the group-level average for C' C R is
D,|-FHR

FHRY = 2Zrec|Dr] . 3)

ZT‘EC |D7”|

Containment checks normalize case, punctua-
tion, numeric formatting, and unit conventions. For-
mula equivalence (=) is evaluated by polynomial
identity testing under randomized substitution.

Example. Consider the rule “Is the YTD total
deduction computed as the sum of all YTD items
in the deduction table?” The pipeline is asked to
extract relevant evidence, provide a calculation, and
conclude the validation result for this task. Based
on Figure 5, the ground truth is:
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Figure 5: Sample document shown for clarity and error
illustrations; metrics are document-agnostic and applied
unchanged across all document types (sensitive content
redacted).

Ground Truth Output

"YTD_Total_Deduction": {
"calculation": "1427.28 + 4683.88 + 344.28 + 660.50 +
617.50 = 7733.44",
"stated": "7633.44",
"equal": false
}
}

When factual hallucination occurs, the pipeline
fabricates one or some of the variables in the cal-
culation formula (e.g., changing 660.50 to 560.50)
so that the sum exactly matches the stated total:

Output with Factual Hallucination

"YTD_Total_Deduction": {
"calculation": "1427.28 + 4683.88 + 344.28 + 560.50 +
617.50 =7633.44",
"stated": "7633.44",
"equal": true
He
}

Consider the rule: “Are pay period start and end
dates present in the document?” The pipeline is
asked to check the presence of specific fields and
extract the corresponding value. The ground truth
for Figure 5 is:



Ground Truth Output

"Start_Date": {"present": false, "value": """

"End_Date": {"present": true, "value": "20111015"}
}

When factual hallucination occurs, the pipeline
fabricates a start date by using the value of another
field (in this case, the payment date) and incorrectly
marking it as present as a consequence:

Output with Factual Hallucination

"Start_Date": {"present": true, "value": ''20111014"}
"End_Date": {"present": true, "value": "20111015"}
}

These two examples illustrate distinct modes of
factual hallucination. In the deduction case, the
pipeline invents a new numerical value so that the
arithmetic matches the stated total. In the date case,
the pipeline fabricates a missing field by repurpos-
ing another field. In both scenarios, the error arises
not from incorrect arithmetic or logical reasoning
but from introducing evidence that is absent from
the source document.

A.3.2 Numerical Infidelity Rate (NIR).

Given a fixed rule » with evaluation set D,
{d1,...,dp,}, let $;, denote the predicted for-
mula or reasoning process appearing in the model’s
output explanation trace for (d;,r), and vy, the
gold numerical result.

We mark a sample (d;, ) as numerically infidel
if the evaluated result of the predicted formula or
reasoning process deviates from the gold value:

NL, = 1[eval(¢i,) # vi,], 4)

with deviations judged within absolute/relative tol-
erances.
The rule-level rate is

1
NIR, = — E NI, 5
T ‘DT’ = 1,7 ( )
and the group-level average for C C R is
D,| - NIR
NIRY. = 2rec [Dr| - (6)

rec | Prl

Note that hallucinations in formula generation
are already captured under FHR; NIR isolates
purely numerical inconsistencies after formula or
reasoning process generation.

Example. Using the same rule for the YTD de-
duction value as in A.3.1:
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Output with Numerical Infidelity

"YTD_Total_Deduction": {
"calculation": "1427.28 + 4683.88 + 344.28 + 660.50 +
617.50 =7633.44",
"stated": "7633.44",
"equal": true
o
}

Here, all evidence terms are faithfully extracted,
and the pipeline correctly generates the formula.
But the result is miscomputed as 7633.44 instead
of the correct 7733.44, possibly influenced by the
stated value in the document. Unlike factual hallu-
cination, this error does not arise from fabricat-
ing or misattributing values, but from applying
the correct evidence while failing to maintain con-
sistency in quantitative reasoning and arithmetic
derivations.

A.3.3 Edge Case Handling (ECH).

For each rule r with evaluation set D,, we pre-
define a subset DS C D, containing complex
or exception-driven cases (typically 10%—25% of
document—rule pairs). Such cases include missing
or abnormal values, atypical field combinations,
and boundary conditions requiring adaptive reason-
ing beyond commom patterns.

For a document d; € DS let ig €
{Pass,Fail} be the model’s predicted label and
y;‘m the gold label. We define the indicator

17 g', #y* 3
EC;, = v (7

ALk
07 yz,'l‘ - yi’r'

The rule-level error rate is

1
ECHT:7|Dedge‘ > ECin,  ®
" gepedee
and the group-level average is
D) . ECH
pomy, — 2rec Pr | )

d,
> e IDF

Higher values of ECH indicate weaker general-
ization and lower robustness on edge conditions.

Example. Consider the rule: “Is the current gross
pay calculated correctly by summing up the cur-
rent amount of all earning items?”” In the sample
(Figure 5), the earnings table contains a subtotal
of 1663.44 followed by a negative adjustment of
38.44. Correct handling requires the pipeline to
exclude the subtotal from the formula and include



the adjustment as a subtraction. The ground truth
is:

Ground Truth Output

{

"Current_Gross_Pay": {
"calculation": "1625.00 + 32.50 + 5.94 - 38.44 = 1625.00",
"stated": "1625.00",
"equal”: true
}
}

However, the pipeline misinterprets the table:

Output with Edge Case Error

{
"Current_Gross_Pay": {
"calculation": "1625.00 + 32.50 + 5.94 + 1663.44 + 38.44 =
3365.32",
"stated": "1625.00",
"equal": false

In this output, the pipeline incorrectly reuses the
subtotal 1663.44 as if it were another earning item,
and also flips the negative adjustment 38.44 into
a positive contribution. The error is not due to
arithmetic mistakes but to misinterpreting atypical
structures in the table. Unlike factual hallucination
(fabricating values) or numerical infidelity (mis-
computing a correct formula), this case reflects
weaker robustness to edge conditions. Instead of
applying rules mechanically, a reliable industrial
pipeline should capture the underlying business
logic and correctly adapt it to the diverse formats
and exception cases present in financial documents.
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A.4 Evaluation Dataset
Our evaluation uses a proprietary collection of production-level mortgage application documents from an
active industrial workflow. The corpus spans a broad range of core and supporting document categories—
covering proof of income, property appraisal, account statements, tax forms, and legal agreements—with
file lengths varying from single-page forms to multi-dozen-page reports. Unlike public datasets that
are often synthetic or visually uniform, our corpus retains the full heterogeneity, layout irregularities,
OCR noise, and compliance constraints encountered in real underwriting. While individual files and
categories vary across evaluations, the overall data composition and associated challenges are fully
described, enabling reproducibility on comparable financial document collections.

Table 3: Representative mortgage document types and key characteristics.

Document Type Key Structural Features Key Semantic Features Valid Rule Cat-
egories

Appraisal Multi-page PDF; photos + valuation Market value; comparable properties; 4, Cs
tables; firm templates; checkboxes adjustments; effective date

Bank Account Statement Multi-column ledgers; footnotes inside Balance progression; transaction C1-Cs
tables; embedded logos and stamps category; cross-month reconciliation

Employment Letter Letterhead; signatures; uneven Title; start date; compensation; pay C1,Cs, Cs
paragraphs; low-contrast scans frequency vs. paystubs

Investment Account State Dense holdings tables; various formats; Issue/maturity date; interest rate; C1,C5,C4, Cs

ment small-font disclosures and disclaimers holding list; balance

Mortgage Statement Multi-section layout; various formats; Outstanding balance; interest rate and 4, C3, Cy, C5
tables with merged cells type; payment due date; amount due

Notice of Assessment CRA form; dense numeric blocks; tiny Total/taxable income; refund amount; C1, Ca, C3, Cs
labels; presence of official headers social insurance number; match T4

Paystub Multiple tables and forms; various Gross; net; deductions; start/end/pay ~ C - Cs
layouts; faded scans date

Personal Income Tax Retu Multipage; mixed sections; checkboxes; Address; citizenship; C1, Ca, Cy

m pre-filled and handwritten; cross-page total/employment/net income
linkage

Property Tax Bill Multiple tables; various layouts; Annual tax; installments/penalties; Ci-Cs
inconsistent labelling for tax roll/assessment IDs; schedule math
components; watermarks and logos

Purchase Sales Agreement Long contract; initials/signatures; clause Property address; price; closing date;  C1, Cs, C'3
order varies; appendices with separate  buyer/seller name
numbering

Realtor Listing Embedded images; dense tables and List price; property address; listing date C, Ca
forms; inconsistent field ordering and status; square footage

Realtor Listing UW Listing + UW notes; handwritten Adjusted price; remarks; reconcile with C'1, Ca, C3
overlays appraisal/APS

Rental Lease Agreement Multi-page legal contract; various Monthly rent; term dates; payment plan; C1, C2, Cs
templates; small-font clauses; residence overlap
handwritten

Separation Agreement Multi-page legal document; dense Support obligations; asset division; C1,Cs, Cs
narrative clauses; annex schedules enforceable clauses; child custody

T4: Statement of Remuner Fixed CRA box layout; small-font Employment income; Province; EI/CPP C, Cs, Cy

ation Paid numeric fields; bilingual field labels;  exemptions; align paystub/NOA
scan noise

T4A: Statement of Pensio Fixed CRA box layout; small-font Pension/annuity/self-employment Ci,Cs, Cy

n, Retirement, Annuity, a numeric fields; bilingual field labels; income; income tax deducted; social

nd Other Income scan noise insurance number

T4A(P): Statement of Can Fixed CRA box layout; small-font CPP benefits amount; Income tax C1,Co, Cy

ada Pension Plan Benefits numeric fields; bilingual field labels; deducted;
scan noise

T4RIF: Statement of Inco Fixed CRA box layout; small-font Taxable amounts; Payer/issuer name;  C4, Ca, Cy

me From a Registered Ret numeric fields; bilingual field labels; ~ taxable amount; social insurance

irement Income Fund scan noise number

T5: Statement of Investme Fixed CRA box layout; small-font Actual amount of dividends; Interest ~ C', C2, Cs

nt Income numeric fields; bilingual field labels; from Canadian sources; Reported
scan noise income vs. bank statements

T776: Statement of Real E Fixed CRA box layout; small-font Gross rents; Total expenses; Net income C' - C5

state Rentals

numeric fields; bilingual field labels;
scan noise

(loss) before adjustments; Capital cost
allowance (CCA) claim

92



FinCoT: Grounding Chain-of-Thought in Expert Financial Reasoning

Natapong Nitarach, Warit Sirichotedumrong, Panop Pitchayarthorn,
Pittawat Taveekitworachai, Potsawee Manakul, Kunat Pipatanakul

SCB 10X, SCBX Group

Abstract

This paper presents FinCoT, a structured chain-
of-thought (CoT) prompting framework that
embeds domain-specific expert financial rea-
soning blueprints to guide large language mod-
els’ behaviors. We identify three main prompt-
ing styles in financial NLP (FinNLP): (1)
standard prompting (zero-shot), (2) unstruc-
tured CoT (free-form reasoning), and (3) struc-
tured CoT (with explicitly structured reason-
ing steps). Prior work has mainly focused on
the first two, while structured CoT remains
underexplored and lacks domain expertise in-
corporation. Therefore, we evaluate all three
prompting approaches across ten CFA-style fi-
nancial domains and introduce FinCoT as the
first structured finance-specific prompting ap-
proach incorporating blueprints from domain
experts. FinCoT improves the accuracy of a
general-purpose model, Qwen3-8B-Base, from
63.2% to 80.5%, and boosts Fin-R1 (7B), a
finance-specific model, from 65.7% to 75.7%,
while reducing output length by up to 8.9x
and 1.16x compared to structured CoT meth-
ods, respectively. We find that FinCoT proves
most effective for models lacking financial post-
training. Our findings show that FinCoT does
not only improve performance and reduce in-
ference costs but also yields more interpretable
and expert-aligned reasoning traces.

1 Introduction

Financial decision—-making, such as stochastic
modeling, risk assessment, portfolio optimization,
and algorithmic trading (Markowitz, 1952; Black
and Scholes, 1973a; Rockafellar and Uryasev,
2000; Avellaneda and Stoikov, 2008), demands
precise mathematics and domain-specific reason-
ing (Lewkowycz et al., 2022; Wen and Zhang,
2025). Recent advances in large foundation models
for finance, such as the multimodal FINTRAL (Bha-
tia et al., 2024) and language-centric FIN-R1 (Liu
et al., 2025), demonstrate progress but still face
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challenges in interpretability and domain align-
ment (Nie et al., 2024; Arya.ai, 2024; Lee et al.,
2025). Accordingly, these shortcomings motivate
stricter control over a model’s intermediate reason-
ing path, which we explore via prompt design.

Prompting guides LLM reasoning without extra
training. Methods such as Chain-of-Thought (Wei
et al., 2023), Code Prompting (Hu et al., 2023),
Plan-and-Solve (Wang et al., 2023), and Self-
Reflection (Renze and Guven, 2024) encourage
stepwise thinking but remain domain-agnostic. In
finance, this can lead to omissions in valuation
checks or confusion between basis points and per-
centages. Yet real-world analysis follows well-
defined workflows—valuation, discounting, port-
folio attribution—that depend on explicit interme-
diate structure. Embedding such structure in the
prompt helps the model verify units, formulas,
and boundary conditions, improving interpretabil-
ity and alignment with expert practice.

We design FinCoT, a zero-shot prompt that in-
jects expert financial workflows-encoded as Mer-
maid blueprints-into a structured CoT template,
yielding auditable reasoning without fine-tuning.
Across ten CFA domains, FinCoT significantly
boosts accuracy (most in quantitative areas) and
produces shorter, clearer outputs than standard or
structured CoT prompts. This paper offers three
main contributions:

* We provide a comprehensive investigation and
the first taxonomy of financial prompting—
covering standard prompting, unstructured CoT,
and structured CoT/FinCoT-clarifying how each
paradigm addresses domain-specific reasoning
requirements.

* We release nine blueprint templates—conceptual
diagrams modeled after the Unified Modeling
Language (UML) (Engels et al., 2000) and ren-
dered in Mermaid syntax—that LLMs can parse as
plain—text hints to drive structured reasoning both
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within FinCoT and in broader domain-specific
prompting scenarios.

* On 1.032k CFA-style questions across ten finan-
cial domains and four open-source LL.Ms, Fin-
CoT shows notable gains—up to +17.3 pp in accu-
racy (p < 0.001)—particularly on pretrained mod-
els and quantitatively structured tasks. While less
effective on instruction-tuned or niche domains,
FinCoT consistently reduces verbosity (~8x
fewer tokens) and improves reasoning trace clar-
ity under a three—point interpretability rubric.

2 Background and Related Work

2.1 Prompt Engineering

Standard Prompting (SP): Refers to the base-
line technique of simply providing a natural lan-
guage instruction to an LLM, without providing
any intermediate ‘thinking’ steps, demonstra-
tions, or explicit reasoning cues-i.e., a zero-shot
setup. While the GPT-3 paper (Brown et al., 2020)
popularized few-shot prompting via exemplars,
more recent work formalizes and benchmarks zero-
shot prompting as a distinct paradigm (Wei et al.,
2022). Our implementation follows the formula-
tion shown in Appendix Listing 1 (ZS) in (Callanan
et al., 2024), and is used to represent the standard
prompting baseline.

Unstructured Chain-of-Thought (UST-CoT):
A general-purpose reasoning strategy using free-
form CoT to establish a baseline for unconstrained
prompting. These include:

« Chain-of-Thought (CoT) (Wei et al., 2023): De-
compose reasoning into intermediate steps, encour-
aging the model to deliberately and systematically
‘think’ before finalizing an answer.

« Code Prompting (Hu et al., 2023): Translates
problems into executable code, allowing the model
to simulate logic or perform precise computations.
In other words, LLMs are elicited to reason explic-
itly and transparently through code.

- Plan-and-Solve (Wang et al., 2023): Separates
planning from solving, where the model first out-
lines a high-level plan, then executes the reasoning
based on that plan.

In addition to these, other prompting techniques
have emerged, such as Tree of Thoughts (ToT) (Yao
et al., 2023), which explores multiple reasoning
paths via tree-structured search; Graph of Thoughts
(GoT) (Besta et al., 2024), which frames reason-
ing as a graph with LLM-generated nodes and
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edges for flexible information flow. These meth-
ods enhance expressiveness for general tasks; they
are not tailored for finance, which requires mathe-
matical precision and domain-specific constraints.
We adopt the template from Appendix Listing 2
CoT (Callanan et al., 2024) as the default prompt
for this baseline.

Structured Chain-of-Thought (ST-CoT): ST-
CoT augments a prompt with tags such as <
thinking> and <output> that break the model’s
response into explicit, modular stages, promoting
incremental, easily replaceable reasoning blocks.
This tag-driven format has already appeared in
open-source trials.! Figure 1 visually contrasts
ST-CoT with SP, UST-CoT, and FinCoT.

FinCoT (§3) inherits ST-CoT’s structure but
injects domain-specific Mermaid blueprints to
ground each step in expert workflows. Unlike Uni-
versal Self-Adaptive Prompting (Wan et al., 2023),
which derives few-shot exemplars from LLM mem-
ory, FinCoT encodes human-crafted financial rea-
soning, favoring interpretability and control. The
three categories Standard Prompting (direct instruc-
tion), Unstructured CoT (free-form reasoning), and
Structured CoT (tag-driven with optional expert
hints) offer a unified lens for classifying financial
prompting.

2.2 LLMs in Domain-Specific Financial
Reasoning

Existing approaches to adapting large foundation
models for financial reasoning currently fall into
three broad paradigms:

Prompting-based: Methods wuse few-shot
prompts with CFA-style queries, as in “Can GPT
Models be Financial Analysts?” (Callanan et al.,
2024), which evaluate ChatGPT and GPT-4 on
mock CFA exams.

Fine-tuning-based: Methods adapt models via
supervised fine-tuning with curated QA/classifica-
tion datasets (Ma et al., 2023; Harsha et al., 2025)
or continued pretraining on domain-specific cor-
pora (Yang et al., 2020; Lee et al., 2024; Bhatia
etal., 2024; Ke et al., 2025; Liu et al., 2025). While
effective, these approaches rely on labeled data
and general language modeling objectives, lack-
ing structuring of financial reasoning, thus limiting
interpretability and alignment with expert logic.

1https: //gist.github.com/davidmezzetti/
1fac6bd406857431f1cdc74545bdfba9
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Figure 1: Taxonomy of prompting strategies by reasoning structure: SP, UST-CoT, ST-CoT, and FinCoT. Green
blocks indicate added reasoning control-CoT steps, tagged thoughts, and expert diagrams (Diagram Embed)—
showing the evolution toward more interpretable, domain-aligned prompts.

Despite advances, prior work has largely over-
looked structured reasoning grounded in real-world
workflows. We introduce a domain-based prompt-
ing framework designed to reflect step-by-step ex-
pert logic and evaluate it on CFA-style exam tasks.

3 FinCoT: Augmenting CoT with
Structured Financial Expertise

We introduce FinCoT (Financial Chain-of-
Thought), a structured prompting framework that
enhances LLM reasoning in specialized financial
domains. Building upon ST-CoT approaches,
FinCoT explicitly embeds expert-derived problem-
solving methodologies directly into prompts,
guiding LLMs to follow domain-specific reasoning
pathways without requiring model fine-tuning.
Figure 2 illustrates the FinCoT architecture, which
integrates expert-guided reasoning layers and
reflective validation to improve performance in
financial tasks.

3.1 The FinCoT Prompt Framework

The FinCoT prompting framework integrates the
following key components and logical steps:

1. System: A single, top-level message that frames
the task (e.g., “You are a CFA candidate; treat
the following as a finance question”).

Guided Step-by-Step Execution: The prompt
reserves two tag blocks <thinking> for inter-
mediate reasoning and <output> for the final
answer-thereby enforcing a structured chain-of-
thought (ST-CoT) in one turn.

. Expert Reasoning Blueprint (via Mermaid
Diagram (Sveidqvist and contributors, 2025):
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***Portfolio Management:***
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graph TD

A["Define Investment Objectives"] --> B["Establish Investment
Constraints"]

--> C["Develop Strategic Asset Allocation"]
--> D["Incorporate Tactical Adjustments"]

--> E["Select and Optimize Securities"]

--> F["Execute Implementation and Trading"]
--> G["Measure Performance and Attribution”]
--> H["Monitor Risk and Compliance"]

--> |["Rebalance and Adjust Portfolio"]
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Re-reading & Semi-Self-reflection

Input

Figure 2: Overview of FinCoT, integrates structured,
expert-guided reasoning layers Mermaid diagrams, plan-
and-solve scaffolding, and reflective validation to im-
prove performance in financial tasks.

A domain-specific, embedded expert blueprint
with Mermaid diagram concerning the gener-
ation of diagrams (see §4), serve as a "Hint"
within the context of the prompt. This blueprint
explicitly outlines the recommended step-by-
step problem-solving strategy for the given fi-
nancial domain and is curated through a sys-
tematic process detailed in section 3.2 to ensure
consistency and domain alignment.

. Re-Reading & Semi Self-Reflection: Inside
the <output> tags, the model briefly checks



its reasoning for consistency before committing
the final answer. We call this “semi-reflection”
because we drop the separate <reflection>
block-avoiding per-step scoring and self-bias
noted by Xu et al. (2024) yet still include a short
self-check within <output>.

3.2 Embedding Expert Blueprints

The creation of effective expert reasoning
blueprints involves a systematic multistage process
designed to transform a wide range of financial
knowledge into structured and actionable LLM di-
agrams.

Machine Work Human Work

(2) Deep Research
(OpenAl)

l

(3.1) Multi-Sourcing

l

(4.1)
Summarize by 04-mini-high
[ i
‘—Convenﬁ

Mermaid Diagram
(Embedding Expert Blueprints)

] (1) Select Domain

(3.2) Self-Check & Select

et

(4.2) Self-Check & Refine

Figure 3: Pipeline for curating financial expert reason-
ing. Each stage systematically transforms raw financial
knowledge into structured Mermaid diagrams for Fin-
CoT prompting.

Curation Pipeline for Expert Reasoning: To
construct expert blueprints for each financial do-
main, we implement a hybrid pipeline combining
machine assistance and human judgment, as illus-
trated in Figure 3. The process includes the follow-
ing stages:

1. Scope Definition and Knowledge Aggrega-
tion: The target CFA domain is scoped (e.g.,
Economics focusing on supply and demand),
and relevant expert strategies are aggregated,
using Deep Research?, from diverse authorita-
tive sources. Outputs are validated by human-
in-the-loop reviewers with financial knowledge
(e.g., finance graduates or CFA charterholders)
to ensure conceptual accuracy and domain align-
ment.
2An Al agent for retrieving/synthesizing knowledge from

public sources such as CFA notes, academic texts, and industry
guides.
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2. Validation and Synthesis: We cross-reference
and synthesize the aggregated knowledge to en-
sure accuracy, identify core principles and filter
redundancies.

. Iterative Refinement into Structured Work-
flows: The synthesized expert knowledge is it-
eratively transformed into logical step-by-step
reasoning workflows. This refinement process
focuses on ensuring the coherence, correctness,
and clarity of the resulting problem-solving
strategies for each financial domain.

. Mermaid Diagram Generation: This refined
workflow is translated into a Mermaid dia-
gram (Bari et al., 2024) using its text-based
syntax. We selected Mermaid due to its LLM
prompt compatibility and clear visual guidance
aligning with the FinCoT prompt. The diagrams
are constructed based on the source content vali-
dated and synthesized first in 2, and then applied
to each financial domain, with the entire collec-
tion organized and described in Appendix A as
reference blueprints?.

. Prompt Integration: The text-based Mermaid
blueprint is embedded as “Hint" within the Fin-
CoT prompt template (Appendix B.2), directly
guiding the LLM’s reasoning.

4 Experimental Setup

Model Configurations and Inference Parame-
ters: We selected the Qwen family of models due
to their strong baseline performance in zero-shot
financial reasoning. In preliminary evaluations,
Qwen2.5-7B-Instruct achieved 69.7% accuracy
on standard task prompts, substantially outperform-
ing Llama3.1-8B-Instruct (46.3%), motivating
its use as our primary model family. To evaluate
the impact of both instruction tuning and domain-
specific adaptation, we compare two model groups.
(A) General-purpose foundation models

* Qwen2.5-7B (pretrained model) vs. Qwen2.5-
7B-Instruct: to assess the effect of instruction
tuning on a strong general-purpose foundation
model.

* Qwen3-8B-Base (pretrained model) vs.
Qwen3-8B, Qwen3-8B (Thinker): to isolate
the impact of ST-CoT prompting within the
same architecture.
3The resulting expert blueprints are reviewed for concep-

tual consistency and practical correctness (but not guaranteed
precision) by CFA Level III charterholders.



¢ Gemma-3-12B-IT (Text-only): an instruction-
tuned model recently released, comparable in
size to Qwen3-8B. It achieved 52.81% accuracy
on the Flare-CFA benchmark, outperforming
Llama3.1-8B-Instruct, and serves as a competi-
tive baseline.

(B) Financial-specific reasoning models

* Fin-R1 (7B): adapted from Qwen2.5-7B-
Instruct using supervised and reinforcement
learning on a financial dataset distilled from
DeepSeek-R1 (Liu et al., 2025).

¢ DianJin-R1-7B: fine-tuned from Qwen2.5-7B-
Instruct using CFLUE, FinQA, and CCC, with
GRPO to improve domain-specific reason-
ing (Zhu et al., 2025).

* Fin-01-8B: built on Qwen3-8B and trained on
the FinCoT* corpus using SFT and GRPO, set-
ting a strong benchmark in financial reason-
ing (Qian et al., 2025).

All experiments used a maximum sequence
length of 16.384k tokens. Following best practices
for decoding stability (Du et al., 2025), we set the
generation temperature to 0.2 to encourage focused
and consistent outputs under evaluation conditions.

Prompting Strategies Compared: Our study
evaluates the effectiveness of FinCoT against three
baseline prompting strategies: SP, UST-CoT, and
ST-CoT, which were detailed in Section 2. For
clarity in this section:

* SP: The model receives only the target question.

e UST-CoT: In addition to the question, the model
is given a generic cue to reason step-by-step.

* ST-CoT: This strategy employs structural tags
(e.g., <thinking>, <output>) to guide the
model in generating an organized step-by-step
reasoning trace for the target question.

* FinCoT: A zero-shot prompting method that in-
tegrates expert domain templates (excluding the
Ethics domain). Each prompt includes a Mer-
maid diagram as a “Hint” to guide structured
financial reasoning via relevant domain insights.

*The FinCoT dataset is constructed by TheFinAl and
publicly available at https://huggingface.co/datasets/
TheFinAI/FinCoT. It combines financial QA datasets such
as FinQA, ConvFinQA, TATQA, DocMath-Eval, Econ-Logic,
BizBench-QA, and DocFinQA, with GPT-40-generated rea-
soning traces to enhance structured financial question answer-
ing. Note that this dataset is not derived from our prompting
approach.
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While all methods operate in a zero-shot set-
ting, FinCoT uniquely injects expert-guided struc-
ture through diagrams. Recent studies suggest that
even large reasoning models may struggle with
instruction-following when overloaded with rea-
soning cues (Li et al., 2025; Fu et al., 2025; Jang
et al., 2025; Yao et al., 2025), though this remains
underexplored in financial contexts. We thus evalu-
ate whether CoT-style prompts (UST-CoT, ST-CoT,
FinCoT) enhance instruction-following compared
to SP.

Evaluation Benchmark: To assess financial rea-
soning, we use 1.032k multiple-choice questions
from the CFA-Easy subset of FinEval (also referred
to as Flare-CFA), originally introduced by Ke et al.
(2025). This curated set reflects the rigor of CFA
exams and enables evaluation across both theo-
retical and practical domains. Each question is
categorized into one of ten CFA domains using
GPT-40 with a dedicated classification prompt (see
Appendix B.3), and Figure C shows the resulting
domain distribution.

Evaluation Metrics: We report accuracy as the
metric, defined as the percentage of questions
where the model’s prediction matches the ground
truth. To assess response efficiency, we also report
the average output length (in tokens) across ques-
tions. For statistical significance, we use a paired
bootstrap test (Efron and Tibshirani, 1994) with
B=10k resamples over binary correctness scores,
reporting the mean difference (A), 95% confidence
interval, and p-value. Additionally, we measure the
proportion of financial domains where a method
improves accuracy by at least 1% over SP and com-
pute the average domain-wise accuracy gain.

5 Results and Discussions

5.1 Financial Reasoning Performance

Baseline Performance: Table 1 reports zero-
shot accuracies for four prompting strategies (SP,
UST-CoT, ST-CoT, FinCoT) across our model suite.
Under the basic SP prompt, the instruction-tuned
Qwen3-8B (Thinker) attains the highest accuracy
among general-purpose models (88.18%), while
the financial model Fin-01-8B leads its group at
79.65%. These strong baselines clearly highlight
the effectiveness of instruction tuning and domain
specificity.

Pretrained Models: On Qwen2.5-7B, FinCoT
(All Blueprints) yields a +7.95 pp improvement


https://huggingface.co/datasets/TheFinAI/FinCoT
https://huggingface.co/datasets/TheFinAI/FinCoT

Accuracy (%)

Prompt
General models Financial models
Qwen2.5-7B Qwen3-8B Qwen3-8B  Gemma-3-12B Fin-R1 DianJin-R1 Fin-ol
Qwen2.5-78 Instruct Base Qwen3-8B  “ppinker) IT 7B 7B 8B
SP 54.07 69.67 63.18 74.42 88.18 52.81 65.70 78.39 79.65
UST-CoT 67.83 (113.76) 75.68* (16.01) 72.58 (19.40) 82.36* (17.94) 89.05* (10.87) 77.81* (125.00) 75.19 (19.49) 67.73 (110.66) 79.36 (10.29)
ST-CoT 70.35% (116.28) 74.52 (14.85) 78.49 (115.31) 81.01 (16.59) 88.18 76.74 (123.93) 74.32 (18.62) 68.80(]9.59) 78.39 (,1.26)
FinCoT 62.02 (17.95) 74.22 (14.55) 80.52* (117.34) 81.10 (16.68) 87.21 ([0.97) 75.58 (122.77) 75.78* (110.08) 79.75* (11.36) 77.23 (12.42)
Domain-wise performance of FinCoT

Economics 69.09 (115.02) 73.26 (13.59) 79.26 (116.08) 79.55 (15.13) 86.92 ([1.26) 74.61 (121.80) 73.45 (17.75) 55.52(]22.87) 78.00 ({1.65)
FixedIncome  68.12 (114.05) 73.35 (13.68) 78.88 (115.70) 80.81 (16.39) 87.21 (L0.97) 76.45 (123.64) 74.22 (18.52) 66.86 (]11.53) 76.74 (12.91)
Quant.Meth.  68.02 (113.95) 75.19 (15.52) 80.14 (116.96) 80.91 (16.49) 87.79 (10.39) 75.68 (122.87) 74.90 (19.20) 65.79 (].12.60) 77.42 ({2.23)
EquityInvest.  69.09 (115.02) 74.22 (14.55) 79.26 (116.08) 80.52 (16.10) 86.72 (11.46) 76.45 (123.64) 74.42 (18.72) 62.31 (116.08) 78.68 (10.97)
Port.Manage. 67.54 (113.47) 74.13 (14.46) 80.72 (117.54) 80.91 (16.49) 86.92 (/1.26) 77.03 (124.22) 75.00 (19.30) 62.02 (].16.37) 76.55 ({3.10)

Derivatives 68.90 (114.83)
Fin. Reporting 69.28 (115.21)
68.99 (114.92)

68.31 (114.24)

73.64 (13.97)
73.84 (14.17)
74.90 (15.23)
74.32 (14.65)

79.84 (116.66)
79.07 (115.89)
78.97 (115.79)
79.26 (116.08)

80.81 (16.39)
81.10 (16.68)
79.94 (15.52)
79.36 (14.94)

87.21 (10.97)
87.02 (11.16)
87.50 (10.68)
87.02 (11.16)

77.23 (124.42)
75.87 (123.06)
76.94 (124.13)
77.23 (124.42)

76.16 (110.46)
72.87 (17.17)
74.90 (19.20)
75.58 (19.88)

71.80 (16.59) 79.94 (10.29)
62.69 (115.70) 77.23 (12.42)
56.98 (121.41) 78.88 (10.77)
60.08 (118.31) 79.07 (10.58)

Alter.Invest.

Corp.Issuers

Table 1: Comparison of accuracy (%) of prompting techniques. ‘FinCoT’ simultaneously applies expert reasoning
blueprints from all CFA domains, while each ‘(DomainName)’ (e.g., ‘Economics’) row applies domain-specific
blueprints individually. (1/]) Denote accuracy improvement or decline relative to the SP baseline, colored green for
(1) and red for ({). Bold values highlight the best-performing prompt variant for each model. (*) Indicates that the
accuracy improvement among the model-level prompt variants is statistically significant (p < 0.05) based on paired

bootstrap testing; domain-specific rows are not tested for significance.

over SP (95% CI [6.30, 9.59], p < 0.001), while
UST-CoT and ST-CoT also exceed the baseline
by +13.76 pp and +16.28 pp. When FinCoT is
applied using a single-domain blueprint (e.g., Fi-
nancial Reporting), the gains increase substantially
to +15.21 pp. Similarly, on Qwen3-8B-Base, Fin-
CoT delivers the strongest overall boost (+17.35 pp,
95% CI[15.02, 19.77], p < 0.001). These findings
further underscore the importance of structured do-
main knowledge, particularly for models lacking
instruction or domain alignment.

Instruction Models: We evaluate three promi-
nent instruction-tuned variants. On Qwen2.5-7B-
Instruct, FinCoT improves accuracy by +4.55 pp
over SP, compared to -1.46 pp with UST-CoT and
-0.3 pp with ST-CoT. On Qwen3-8B (Thinker),
FinCoT yields a slight drop (-0.96 pp), while
ST-CoT shows no change and UST-CoT yields
a modest +0.87 pp. Gemma-3-12B-IT, a strong
instruction-tuned baseline (52.81% SP), benefits
substantially from all strategies: +25.00 pp (UST-
CoT), +23.93 pp (ST-CoT), and +22.77 pp (Fin-
CoT). Notably, domain-specific FinCoT prompts
(e.g., Derivatives, Corporate Issuers) provide even
larger boosts (+24.42 pp), indicating that blueprint
reasoning complements instruction tuning by ad-
dressing specialized financial gaps.

Financial-Specific Models: FinCoT also helps
specialized models like Fin-R1, confirming that
blueprint prompting provides complementary gains
beyond fine-tuning. However, for models with
strong built-in reasoning, such as DianJin-R1-7B
and Fin-01-8B, FinCoT offers limited improve-
ment or slight degradation—likely due to conflicts
between external scaffolds and internal reasoning
routines. These outcomes suggest diminishing re-
turns for CoT prompting when domain alignment
and reasoning are already deeply encoded.

Overall, FinCoT is most impactful for models
lacking prior task-specific adaptation. By ground-
ing reasoning in structured financial workflows,
it bridges key gaps in zero-shot settings without
requiring additional tuning. This pattern high-
lights a trade-off between model internalization and
prompt-time controllability. Future work could ex-
plore hybrid strategies that adapt prompting depth
based on model alignment.

Cross-domain behavior of FinCoT: This sec-
tion examines how pretrained and finance-specific
models respond to structured prompting with Fin-
CoT. Each domain-specific blueprint is applied
across all CFA domains to evaluate its transfer-
ability, and accuracy differences relative to SP
are measured. Figure 4a and 4b visualize results
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Figure 4: Accuracy improvements (%) of each FinCoT
domain-specific prompt compared to Standard Prompt-
ing (SP). Subfigure (a) shows results on Qwen3-8B-
Base (pretrained), while (b) shows results on Fin-o1-8B
(finance-specific).

for Qwen3-8B-Base (pretrained) and Fin-o1-8B
(finance-specific), while Table 1 provides a com-
prehensive summary of overall model-level accu-
racy. On Qwen3-8B-Base, FinCoT generally im-
proves performance, though gains are not univer-
sal. Prompts from quantitative domains such as
Derivatives, Portfolio Management, and Corpo-
rate Issuers yield average gains exceeding +13 pp.
The blueprint structure provides inductive guidance
that enhances decomposition, formula selection,
and financial term alignment. In several domains,
Qwen3-8B-Base with FinCoT matches or surpasses
the SP baseline of Fin-01-8B, despite the absence
of any task-specific training.

On Fin-01-8B, gains from FinCoT are more mod-
est, typically within the +1-4 pp range. Minor
declines appear in some domains (e.g., Fixed In-
come, Equity Investments), suggesting that addi-
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tional scaffolding may interfere with optimized in-
ternal reasoning acquired during fine-tuning. Struc-
tured prompts may over-specify solutions or reduce
instruction-following flexibility.

These findings highlight FinCoT’s complemen-
tary role. For pretrained models, FinCoT acts as
a lightweight yet effective augmentation layer at
inference time, reducing the performance gap with
fine-tuned models. For already fine-tuned mod-
els, careful prompt selection or adaptation may be
necessary to preserve existing reasoning strengths
without introducing conflict. A broader breakdown
of FinCoT performance across additional models
is provided in Appendix F, where radar plots il-
lustrate domain-wise patterns and complement the
main analysis.

5.2 Efficiency Analysis

Effective deployment of foundation models in fi-
nancial settings requires balancing verbosity and
accuracy while emphasizing efficiency. FinCoT of-
fers a prompt-based alternative to fine-tuned mod-
els (Fin-ol, DianJin-R1, Fin-R1), demonstrating
similar accuracy as seen in Fig. 5, with token
lengths detailed in Appendix D.2 (Tab. 3). Our anal-
ysis concentrates on output tokens since prompt
encoding occurs once with parallel self-attention
O(n?) (rapid) (Vaswani et al., 2023), while de-
coding involves O(noy) sequential steps with per-
step KV-cache updates (high memory usage) (Gu
et al., 2018; Shazeer, 2019). Comprehensive in-
put and output token data are provided in Ap-
pendix D.1(Tab. 2), and recent decoding acceler-
ations such as speculative sampling (Chen et al.,
2023) and FlashAttention (Dao et al., 2022) further
underscore output as the primary latency driver.

Output Token Length vs. Accuracy: In deploy-
ments, prompting strategies that achieve high accu-
racy with minimal output length are desirable.

For general-purpose models such as Qwen3-
8B-Base and Qwen3-8B (Thinker), FinCoT re-
duces output length while preserving or improv-
ing accuracy. On Qwen3-8B-Base, FinCoT im-
proves accuracy from 78.49% (ST-CoT) to 80.52%
(+2.03 pp) while reducing average output from
3.42k to 0.38k tokens, an 8.9x compression. On
Qwen3-8B (Thinker), FinCoT maintains 88.18%
accuracy with tokens dropping from 1.35k to 1.23k
(~1.1x). Results show that FinCoT’s structured
blueprints enable more concise, focused reason-
ing in general-purpose models. Among financial-
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Figure 5: Comparison of prompt strategies across finan

cial domains. Each point represents a domain-method pair,

with position indicating accuracy improvement and domain coverage. Circle size encodes generated tokens.

specific models such as DianJin-R1-7B and Fin-
01-8B, FinCoT shows minimal or negative im-
provement and little benefit in output compres-
sion, consistent with fine-tuned models internaliz-
ing domain-specific reasoning. Fin-01-8B suggests
that excessive prompt scaffolding may interfere
with latent reasoning, reducing effectiveness and
leading to overthinking that undermines transfer.

Three behavioral zones emerge from these re-
sults. First, models like Gemma-3-12B-IT and
Qwen3-8B-Base show high mean improvement
and strong cross-domain transfer, reflecting ef-
fective generalization. Second, models such as
Qwen2.5-7B-Instruct and Qwen3-8B display no-
ticeable cross-domain transfer with lower mean
improvement, suggesting limited benefit. Third,
models like Fin-01-8B and Qwen3-8B (Thinker)
exhibit low cross-domain adaptability and minimal
performance lift, indicating that overly detailed
prompting may conflict with internal reasoning.

These findings underscore the importance of
aligning the prompting strategy with a model’s pre-
training or fine-tuning to optimize performance
and efficiency. With limited supervision, Fin-
CoT provides a transparent, cost-effective alter-
native for enhancing financial reasoning. For a
price—sensitivity analysis of token cost, see Ap-
pendix D.2.1 and Fig. 7.

6 Conclusion

We presented FinCoT, a zero-shot prompting
framework that embeds expert-curated Mermaid
diagrams within structured chain-of-thought scaf-
folds. By grounding reasoning in domain logic, Fin-
CoT bridges human financial workflows with LLM
outputs, without model fine-tuning. While broadly
applicable, FinCoT yields strong gains for general
models (e.g., Qwen3-8B-Base), but more modest or
negative effects for instruction or finance-specific
models (e.g., Qwen-Thinker, Fin-o1, DianJin-R1),
where added structure may interfere with learned
reasoning.

Relative to SP, FinCoT improves Qwen3-8B-
Base by +17.33 pp and Fin-R1 by +10.08 pp
(p < 0.001), outperforming some fine-tuned mod-
els. In contrast, instruction-tuned models like
Qwen3-8B (Thinker) sometimes favor UST-CoT.
Cross-domain results show blueprints from quan-
titative fields transfer best (+27.3 pp on Qwen3-
8B-Base). FinCoT also reduces token output by
up to 8x, offering interpretable, efficient prompt-
ing for regulated financial applications. Ultimately,
FinCoT suggests that with meticulous prompt de-
sign, even general-purpose LLMs can approach the
reasoning quality of fine-tuned financial experts in
complex decision-making tasks.
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Limitations

Our evaluation highlights several limitations. (i)
Efficiency gains come mainly from reduced output
tokens, but larger inputs from structured templates
add cost; overall, FinCoT is still competitive, espe-
cially in long-form reasoning. (ii) Domain routing
via pre-classification risks template mismatch de-
spite safeguards; adaptive selection methods are
needed. (iii) Improvements are uneven, with do-
mains like Alternative Investments and Ethics lim-
ited by small samples (~10-30); larger, balanced
benchmarks are required. (iv) Blueprint creation re-
quires expert effort (~2 hours/domain), and current
evaluations are multiple-choice with rubric-based
interpretability.

Overall, FinCoT offers structured, auditable rea-
soning rather than replacing fine-tuned models.
Its blueprint methodology and plug-and-play us-
ability demonstrate prompt-level supervision as
lightweight knowledge distillation with potential
for law, medicine, and engineering.
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A Expert Reasoning Blueprints

Economics

**xEconomics: x**
T mermaid
graph TD;
A[Step 1: Question Breakdown] -->|Extract key terms| A1{Identify Topic}
A1 -->|Micro: Supply & Demand, Market Structures| A2
A1l -->|Macro: GDP, Growth, Policy, Trade| A3
A1 -->|Currency & Regulation| A4

A2 --> B1[Identify model: Elasticity, Cost Curves, Shutdown Points]
A3 --> B2[Map to AD-AS, Business Cycles, Growth Theories]
A4 --> B3[Assess Exchange Rates, Trade, Capital Flows, Regulation]

B1 -->|Check for formula or concept?| C{Numerical or Conceptual}
B2 --> C
B3 --> C

C -->|Numerical| D1[Extract data, apply formulas, check assumptions]
C -->|Conceptual| D2[Analyze cause-effect, policy impact]

D1 --> E[Step 4: Solution Development]

D2 --> E

E -->|Construct structured response| E1(Core insight + economic rationale)
E -->|Consider alternative scenarios| E2(Assess different possibilities)

E1 --> F[Step 5: Answer Validation]

E2 --> F

F -->|Check logic, principles, and assumptions| F1(Verify consistency)
F1 -->|Ensure completeness & clarity| F2(Confirm answer structure)

Explanation: Step-1: Question Breakdown (A) — Extract key terms by parsing the question to see
whether it focuses on microeconomics, macroeconomics, or currency/regulation topics (300Hours, 2025a;
UWorld Finance, 2025a).

Step-2: Identify Topic (A1) — Microeconomics (A2): Focus on supply & demand mechanisms and
market structures such as perfect competition, monopoly, oligopoly, and monopolistic competition (In-
vestopedia, 2025a; 300Hours, 2025a). — Macroeconomics (A3): Consider aggregate demand-aggregate
supply analysis, phases of the business cycle (expansion, peak, contraction, trough), and growth models
(Solow, endogenous growth) (Investopedia, 2025b; CFA Institute, 2024). — Currency & Regulation (A4):
Examine exchange-rate regimes (floating vs. pegged), trade balances, capital-flow impacts, and relevant
government policies (Investopedia, 2025,b).

Step-3: Model Selection or Strategy Mapping (B1-B3) — Micro Models (B1): Choose elasticity
calculations and cost-curve analysis (marginal/average cost, shutdown point) for supply—demand or
firm-behavior questions (Investopedia, 2025¢). — Macro Frameworks (B2): Apply AD-AS curves,
Phillips-curve trade-offs, or business-cycle indicators to frame policy or growth analysis (Investopedia,
2025,c). — FX & Regulation (B3): Use exchange-rate determination models, balance-of-payments analysis,
or regulatory impact frameworks for currency/trade questions (Investopedia, 2025a).

Step-4: Determine Numerical vs. Conceptual Approach (C) — Numerical (D1): Gather the relevant
data (prices, quantities, rates), apply formulae (e.g., Elasticity = E)AA%L, GDP=C+I1+G+ (X - M)
), and verify assumptions (Investopedia, 2025c). — Conceptual (D2): Construct a narrative explaining
cause—effect relationships (e.g., how a monetary-policy change shifts AD or how trade barriers affect

capital flows) (Investopedia, 2025b).

Step-5: Solution Development (E) — Structured Response (E1): State the core economic insight first,
then provide the step-by-step rationale linking theory to the question context (Kaplan Schweser, 2025).
— Alternative Scenarios (E2): Where relevant, outline best-case, base-case, and worst-case scenarios or
show how supply—demand curves shift under different assumptions (iPassFinanceExams, 2025).

Step-6: Answer Validation (F) — Verify Consistency (F1): Check that numerical answers satisfy
boundary conditions (e.g., correct sign on elasticity, GDP component sums). — Confirm Clarity (F2):
Ensure your explanation is complete, logically ordered, and clearly communicates both the result and its
limitations (UWorld Finance, 2025b).



Source: 300Hours CFA Level 1 Economics Cheat Sheet (300Hours, 2025a), UWorld Finance’s CFA®
Economics: Syllabus & Sample Questions (UWorld Finance, 2025a), Kaplan Schweser’s Level I Eco-
nomics tips (Kaplan Schweser, 2025), Efficient Learning’s CFA Economics overview (Efficient Learning,
2025), iPass Finance Exams’ study guide (iPassFinanceExams, 2025), AnalystPrep’s essential review
summary (AnalystPrep, 2025), and key Investopedia articles on supply and demand (Investopedia, 2025a),
GDP (Investopedia, 2025c¢), and business cycles (Investopedia, 2025b) as well as Prof. Brian Gordon’s
CFA Exam Level 1 Economics video (Gordon, 2020a).

Fixed Income

**%Fixed Income:***
T “mermaid
graph TD
A[Purpose and Scope] --> B3[Analyze Macro Conditions]
B --> C[Assess Bond Features]
C --> D[Risk and Yield Analysis]
D --> E[Develop Recommendations]
E --> F[Review Performance]

%% Notes and detailed steps

A --> |Set objectives| B

B --> |Review interest rates and inflation| C
C --> |Focus on duration, spread| D

D --> |Assess scenarios| E

Explanation: Step-1: Purpose and Scope — Define the investment objective—income generation, capital
preservation, hedging, or total return and establish portfolio constraints and benchmarks such as target
yield, duration limits, credit quality floors, or sector allocation guidelines (Investopedia, 2025b).

Step-2: Analyze Macro Conditions — Examine current and forecast interest rate paths, since rising rates
erode bond prices and falling rates support them (Investopedia, 2025); monitor inflation indicators (CPI,
PPI) to gauge real yield trends (Investopedia, 2025a); and assess yield-curve shapes (normal, inverted,
flat) for economic turning points and yield-curve trade opportunities (Investopedia, 2025b).

Step-3: Assess Bond Features — Identify bond type government, corporate, municipal, structured
products (ABS/MBS) and note any embedded options (callable, putable, convertible) (Investopedia, 2025);
review coupon structure (fixed vs. floating), payment frequency, and maturity to understand cash-flow
timing and reinvestment risk (Investopedia, 2025c).

Step-4. Risk and Yield Analysis — Calculate duration to estimate price sensitivity to yield changes (In-
vestopedia, 2025e) and convexity for non-linear price effects (Investopedia, 2025b); analyze credit spreads
over benchmarks to gauge default and liquidity risk (Investopedia, 2025d); and stress-test the portfolio
under parallel shifts, steepeners, and flatteners to assess P&L impacts.

Step-5: Develop Recommendations — Formulate strategies such as adjusting overall duration (shorten if
rates are likely to rise), implementing barbell or laddered maturity structures, or choosing bullet portfolios
to manage reinvestment and rate risk (James, 2025).

Step-6: Review Performance — Track total returns (price changes plus coupon income) against bench-
marks like the Bloomberg US Aggregate Bond Index (Bloomberg, 2025); perform attribution analysis to
decompose yield carry, curve roll-down, and spread effects; and revisit assumptions and rebalance when
market conditions or issuer fundamentals change (Investopedia, 2025a).

Source: CFA Program Curriculum for Fixed Income (CFA Institute, 2025¢), Fabozzi’s Bond Markets,
Analysis, and Strategies (Fabozzi, 2012), Tuckman & Serrat’s Fixed Income Securities (Tuckman and
Serrat, 2011), Jarrow & Turnbull’s credit-risk derivatives pricing (Jarrow and Turnbull, 1995), Basel
Committee papers on credit risk, Investopedia articles on fixed-income concepts (Investopedia, 2025b,b,e),
Reuters coverage of convexity risk, and Dichev’s balance sheet model for distress prediction (Dichev,
2017).
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Quantitative Methods

*x*%Quantitative Methods:*xx
* T “mermaid
graph TD
Al"Articulating Purpose and Context"”] --> B["Collecting Input Data"]
B --> C["Processing and Cleaning Data”]
C --> D["Selecting Quantitative Models and Tools"]
D --> E["Estimating Parameters and Testing Hypotheses"]
E --> F["Interpreting Results and Communicating Findings"]
F --> G["Monitoring and Model Reassessment"]

/

Explanation: Step-1: Articulating Purpose and Context (A) Define the research question time value of
money calculations, probability distributions, hypothesis testing, regression analysis, or portfolio statistics—
and establish the CFA application context (market efficiency, risk estimation, cash-flow forecasting) (CFA
Institute, 2025h).

Step-2: Collecting Input Data (B) Gather historical returns, economic indicators, financial statements,
and market data from reputable sources; ensure relevance by matching data to the chosen objective (e.g.,
interest rates for TVM, volatility for risk models) (Investopedia, 2025f).

Step-3: Processing and Cleaning Data (C) Perform data quality checks and remove outliers, handle
missing values, confirm consistency—and apply transformations (normalization, log-transforms) before
analysis (Wooldridge, 2013).

Step-4: Selecting Quantitative Models and Tools (D) Choose appropriate models—ARIMA for time
series, linear/multivariate regression, probability distributions, or Monte Carlo simulation—and leverage
CFA-recommended software or spreadsheet tools (Damodaran, 2012; Investopedia, 2025g).

Step-5: Estimating Parameters and Testing Hypotheses (E) Estimate model parameters via regression
or maximum likelihood; conduct t-tests, F-tests, or chi-square tests to validate assumptions and results,
with Level II emphasis on multivariate regression and sensitivity analysis (Wooldridge, 2013).

Step-6: Interpreting Results and Communicating Findings (F) Translate coefficients, p-values, and
confidence intervals into actionable investment insights; prepare clear visual aids (charts, tables) to support
recommendations (Bodie et al., 2017).

Step-7: Monitoring and Model Reassessment (G) Track out-of-sample performance against bench-
marks; update models as new data arrive, reassess assumptions, and recalibrate parameters to maintain
relevance (Wikipedia contributors, 2025).

Source: CFA Program Curriculum: Quantitative Methods (CFA Institute, 2025h), Wooldridge’s Intro-
ductory Econometrics (Wooldridge, 2013), Damodaran’s Investment Valuation (Damodaran, 2012), and
Bodie, Kane, & Marcus’s Investments (Bodie et al., 2017).

Equity Investments

**xEquity Investing:x*x
T “mermaid
graph TD
A[Objective Setting] --> B[Market and Sector Insights]
B --> C[Industry Competitive Analysis]
C --> D[Company Review]
D --> E[Valuation and Risks]
E --> F[Investment Decision]

%% Step-specific highlights

B --> |Look at growth patterns| C

C --> |Evaluate competitors' positions| D
D --> |Check financial health| E

E --> |Combine insights into strategy| F

J

Explanation Step-1: Objective Setting (A) Define your investment objectives—capital appreciation,
dividend income, or total return in line with your risk tolerance and investment horizon; consider con-
straints such as liquidity needs, tax implications, regulatory requirements, and any specific mandates (CFA
Institute, 2025b).

Step-2: Market and Sector Insights (B) Assess macro indicators (GDP growth, interest rates, inflation)
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to gauge the overall market environment and identify sectors poised for growth or decline based on
economic trends, technological shifts, and consumer behavior (Investopedia, 2025a).

Step-3: Industry Competitive Analysis (C) Apply Porter’s Five Forces to evaluate industry attractiveness—
competitive rivalry, threat of new entrants, bargaining power of suppliers and buyers, and substitute
threats—and assess each firm’s market share and competitive moat (Investopedia, 2025d).

Step-4: Company Review (D) Examine financial statements (income statement, balance sheet, cash
flows) to measure profitability, liquidity, and stability; evaluate management’s track record and strategic
vision; and review corporate governance structures to ensure alignment with shareholder interests (In-
vestopedia, 2025d; Bodie et al., 2017).

Step-5: Valuation and Risks (E) Use valuation methods—Discounted Cash Flow (DCF), Price-to-
Earnings (P/E) ratios, Dividend Discount Models (DDM)—to estimate intrinsic value; identify key risks
such as market volatility, operational challenges, regulatory changes, and competitive threats (Pinto et al.,
2015).

Step-6: Investment Decision (F) Formulate your Buy, Hold, or Sell recommendation based on the above
analyses and determine how the position fits within the broader portfolio—considering diversification,
correlation, and overall risk-return objectives (300Hours, 2025b).

Source: CFA Program Curriculum’s Equity Investments module (CFA Institute, 2025b), Investopedia’s
guides on fundamental analysis (Investopedia, 2025a), Porter’s Five Forces stock analysis (Investopedia,
2025d), and reading financial reports (Investopedia, 2025d), 300Hours’ CFA Level 1 Equity Cheat
Sheet (300Hours, 2025b), Bodie, Kane & Marcus’s Investments (Bodie et al., 2017), Pinto et al.’s Equity
Asset Valuation (Pinto et al., 2015), and CFA Level I Equity video lectures by Prof. Brian Gordon (Gordon,
2020b,c).

Portfolio Management

**xPortfolio Management: x*x

T “mermaid

graph TD
A["Define Investment Objectives”] --> B["Establish Investment Constraints”]
B --> C["Develop Strategic Asset Allocation”]
C --> D["Incorporate Tactical Adjustments”]
D --> E["Select and Optimize Securities”]
E --> F["Execute Implementation and Trading"]
F --> G["Measure Performance and Attribution”]
G --> H["Monitor Risk and Compliance"]
H --> I["Rebalance and Adjust Portfolio"]

/

Explanation: Step-1: Define Investment Objectives — Clarify whether the portfolio is aimed at capital
growth, income generation, or a balanced mix. Specify expected returns, risk tolerance, and liquidity
needs. This step forms the foundation for aligning investment strategy with client mandates (CFA Institute,
2025g).

Step-2: Establish Investment Constraints — Define legal, regulatory, tax, and unique client considerations
such as ESG preferences or geographic limits. These constraints ensure feasibility and compliance of
portfolio design (CFA Institute, 2025g).

Step-3: Develop Strategic Asset Allocation — Allocate across major asset classes (equities, fixed income,
alternatives, cash) based on expected returns and risk tolerance. Use models from Modern Portfolio
Theory and CAPM to inform allocation (Markowitz, 1952; Bodie et al., 2017).

Step-4: Incorporate Tactical Adjustments — Introduce short-term adjustments to the strategic allocation
based on market outlook or economic indicators. These shifts aim to enhance returns through asset or
sector rotation (Grinold and Kahn, 2000).

Step-5: Select and Optimize Securities — Apply quantitative screens and qualitative research to choose
securities. Use optimization techniques such as mean-variance optimization or the Black-Litterman model
to maximize risk-adjusted returns (Bodie et al., 2017; Grinold and Kahn, 2000).

Step-6: Execute Implementation and Trading — Implement trade strategies that minimize costs and
slippage, considering market impact and liquidity. Align execution with strategic intentions (CFA Institute,
2025g).
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Step-7: Measure Performance and Attribution — Track performance using return metrics, Sharpe ratio,
alpha, and beta. Perform attribution to evaluate decisions across asset allocation, sector, and security
selection (Grinold and Kahn, 2000).

Step-8: Monitor Risk and Compliance — Use tools like Value-at-Risk (VaR), stress testing, and tracking
error to monitor portfolio risk. Ensure compliance with constraints and regulations (CFA Institute, 2025g).

Step-9: Rebalance and Adjust Portfolio — Periodically adjust the portfolio to maintain alignment with
the strategic asset allocation as market conditions evolve.

Source: CFA Program Curriculum’s Portfolio Management module (CFA Institute, 2025g), Bodie, Kane
& Marcus’s Investments for portfolio theory and risk-return optimization (Bodie et al., 2017), Grinold
& Kahn’s Active Portfolio Management for advanced attribution and optimization techniques (Grinold
and Kahn, 2000), and Markowitz’s seminal Portfolio Selection on diversification and risk-adjusted
returns (Markowitz, 1952).

Derivatives

***%Derivatives: ***
T “mermaid
graph TD
A[Define Objective and Context] --> B[Identify Derivative Instrument]
B --> C[Understand Contract Specifications]
C --> D[Gather Market Data]
D --> E[Apply Valuation Models]
E --> F[Assess Risks: Market, Counterparty, etc.]
F --> G[Construct Payoff Diagrams or Strategies]
G -—> H[Interpret Results and Make Recommendations]
H --> I[Review, Monitor, and Adjust Strategies]

%% Example labels or notes (optional)

A --> |Hedging, speculation, arbitrage| B

C -—> |Features like notional amount, expiration| D

D --> |Market prices, volatility, risk-free rates| E

F --> |Sensitivity to Greeks: Delta, Gamma, Vega, etc.| G
H --> |Adjust based on changing market conditions| I

J

Explanation: Step-1: Define Objective and Context — Clarify the purpose of using derivatives: hedg-
ing, speculation, or arbitrage. Identify relevant constraints, such as regulatory limitations or portfolio
mandates (CFA Institute, 2025f; Hull, 2017).

Step-2: Identify Derivative Instrument — Choose the appropriate derivative: options, futures, forwards,
swaps, or structured/exotic products (Jarrow and Turnbull, 1996).

Step-3: Understand Contract Specifications — Review contract parameters, including the underlying
asset, strike price, expiration, settlement method (physical or cash), and style (European, American) (CFA
Institute, 2025f).

Step-4: Gather Market Data — Collect input variables such as spot price, volatility, risk-free rate,
dividends, and term structure of interest rates (Hull, 2017).

Step-5: Apply Valuation Models — Apply pricing frameworks suited to the derivative:

* Black-Scholes model for European options (Black and Scholes, 1973b).
* Binomial Tree for path-dependent or American-style options (Hull, 2017).
* Cost-of-carry model for futures and forwards (Jarrow and Turnbull, 1996).

* Finite-difference methods for complex derivatives (Tavella and Randall, 2000).

Step-6: Assess Risks — Use Greeks (Delta, Gamma, Vega, Theta, Rho) to evaluate sensitivity to market
factors. Consider counterparty and credit risk in OTC markets (Hull, 2017; Board, 2025).

Step-7: Construct Payoff Diagrams or Strategies — Visualize outcomes using payoff graphs. Design
strategies such as straddles, collars, or protective puts based on desired exposure (Hull, 2017).

Step-8: Interpret Results and Make Recommendations — Translate model output into actionable insights:
confirm hedge effectiveness, profit potential, or risk exposure.

Step-9: Review, Monitor, and Adjust Strategies — Continuously monitor derivative positions in light of
market conditions, risk metrics, and investment objectives (Board, 2025).
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Source: Based on Hull’s comprehensive treatment of markets and pricing models (Hull, 2017), the CFA
Institute Level II Derivatives readings (CFA Institute, 2025f), Black & Scholes’s seminal option pricing
model (Black and Scholes, 1973b), Jarrow & Turnbull’s practical engineering perspective (Jarrow and
Turnbull, 1996), Tavella & Randall’s numerical finite-difference techniques (Tavella and Randall, 2000),
and the Basel Committee’s OTC derivatives reforms for regulatory context (Board, 2025).

Financial Reporting

*x*Financial Reporting:*x*
T “mermaid
graph TD
A[Articulating Purpose and Context] --> B[Collecting Input Data]
B --> C[Processing Datal
C --> D[Analyzing and Interpreting Processed Data]
D --> E[Developing and Communicating Conclusions]
E --> F[Doing Follow-Up]

--> |Defines goals, tools, and audience| B
--> |Gather data on economy and industry| C
--> |Use tools like ratios and charts| D
--> |Interpret data for conclusions| E

--> |Periodic review and iteration| A

Mo oO W >

Explanation: Step-1: Articulating Purpose and Context

Define the objectives of the analysis—such as assessing profitability, liquidity, or solvency. Identify
stakeholders (e.g., investors, creditors, management) and tailor the analysis to their needs. Set the
framework, including accounting standards (IFRS or US GAAP) and the time horizon (CFA Institute,
2025d).

Step-2: Collecting Input Data
Gather primary financial statements: income statement, balance sheet, and cash flow statement. Sup-
plement this with industry benchmarks and macroeconomic data. Ensure the quality, accuracy, and
completeness of all collected data (Investopedia, 2025a).

Step-3: Processing Data
Standardize data for comparability by adjusting for non-recurring items or differences in accounting
policies. Compute financial ratios such as ROE, current ratio, and debt-to-equity. Use visualizations (e.g.,
charts, graphs) to uncover trends and patterns (Stickney et al., 2007).

Step-4: Analyzing and Interpreting Processed Data
Assess financial health by interpreting computed ratios. Benchmark against peer companies and industry
averages. Identify strengths and weaknesses to determine strategic implications (Palepu et al., 2013).

Step-5: Developing and Communicating Conclusions
Summarize findings in a clear, concise report. Offer actionable recommendations—e.g., restructuring debt
or improving efficiency. Tailor communication style and depth to fit the audience, whether board members,
analysts, or external investors.

Step-6: Doing Follow-Up
Monitor outcomes of implemented actions and assess whether financial targets are met. Update the
analysis regularly with new data and refine recommendations. Incorporate feedback to improve future
analysis cycles.

Source: CFA Program Curriculum’s Financial Reporting and Analysis readings covering ratio analysis,
cash flow analysis, and IFRS/GAAP standards (CFA Institute, 2025d) alongside Investopedia’s overview of
financial statement components (Investopedia, 2025a), Paul R. Brown’s strategic perspective on statement
analysis and valuation (Stickney et al., 2007), and Palepu & Healy’s MBA-level treatment of business
analysis and valuation using financial statements (Palepu et al., 2013).
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Alternative Investments

**%Alternative Investments:*xx
T “mermaid
graph TD
A["Define Investment Objectives and Mandate”] --> B["Identify Alternative Asset Classes”]
B --> C["Conduct Manager and Strategy Due Diligence"]
C --> D["Perform Valuation and Pricing Analysis"]
D --> E["Assess Risk and Liquidity"]
E --> F["Allocate Alternatives in Portfolio”]
F --> G["Monitor Performance and Rebalance"]

/

Explanation: Step-1: Define Investment Objectives and Mandate — Clarify the purpose of including
alternative investments—whether for diversification, higher return potential, or hedging against market
volatility. Define constraints such as time horizon, liquidity needs, regulatory frameworks, and risk
tolerance (CFA Institute, 2025a).

Step-2: Identify Alternative Asset Classes — Explore the universe of alternatives, including hedge
funds, private equity, real estate, infrastructure, commodities, and venture capital. Assess how each class
contributes to portfolio diversification via low correlation to traditional assets (Bodie et al., 2017; CAIA
Association, 2025).

Step-3: Conduct Manager and Strategy Due Diligence — Evaluate managers based on their track record,
investment philosophy, risk management, and operational quality. Understand the specific strategies (e.g.,
long/short, event-driven, global macro) and their alignment with investment mandates (CAIA Association,
2025; Metrick and Yasuda, 2010).

Step-4: Perform Valuation and Pricing Analysis — Address the unique valuation challenges of illiquid
assets. Use models like discounted cash flow (DCF) or mark-to-model, and apply appropriate liquidity or
opacity discounts. Compare performance with custom or market benchmarks (Metrick and Yasuda, 2010).

Step-5: Assess Risk and Liquidity — Identify key risks including market, manager, and operational
risks. Analyze downside risk and tail event exposure. Evaluate liquidity risks, such as lock-up periods and
redemption windows, that may affect rebalancing ability (CFA Institute, 2025a).

Step-6: Allocate Alternatives in Portfolio — Determine appropriate weighting of alternative assets,
guided by expected return, volatility, and correlation with traditional investments. Make strategic allocation
decisions with room for tactical adjustments based on market conditions (Bodie et al., 2017).

Step-7: Monitor Performance and Rebalance — Track returns over time, evaluate them against relevant
benchmarks, and assess if performance remains consistent with expectations. Rebalance periodically to
ensure alignment with objectives, risk profile, and current market landscape (CAIA Association, 2025).

Source: CFA Program Curriculum’s Alternative Investments readings covering hedge funds, private
equity, real assets, and due diligence frameworks (CFA Institute, 2025a)—together with Metrick & Yasuda’s
deep dive into private equity and venture capital (Metrick and Yasuda, 2010), CAIA Association’s com-
prehensive CAIA-level materials on hedge funds, real estate, commodities, and other alternatives (CAIA
Association, 2025), and Bodie, Kane & Marcus’s chapters on alternative asset classes and portfolio
integration in Investments (Bodie et al., 2017).

Corporate Issuers

**xCorporate Issuer Analysis:*xxx
T “mermaid
graph TD
A["Corporate Issuer Overview"] --> B["Industry Classification"]
B --> C["Sector Trends and Competitive Landscape”]
A --> D["Financial Statement Analysis"]
--> E["Profitability, Liquidity, Leverage"]
--> F["Credit Risk Assessment”]
--> G["Rating Agencies and Default Probabilities"”]
--> H["Capital Structure and Issuance History"]
I["Bond Issuances and Debt Maturities"]
--> J["Corporate Governance and Management”]
--> K["Board Quality and Managerial Competence"]
--> L["Valuation and Investment Analysis"]
--> M["DCF, Relative Valuation, Multiples”]

r>» oG >» T >» >0
1
U
A\

m



Explanation: Step-1: Corporate Issuer Overview — Begin with a high-level understanding of the firm’s
business model, market positioning, and strategic objectives. This foundational context is essential for
both equity and fixed income analysis (CFA Institute, 2025c¢).

Step-2: Industry Classification and Sector Trends — Classify the firm by sector or sub-sector (e.g.,
financials, consumer discretionary) and evaluate the competitive landscape. Analyze market trends,
industry growth prospects, and systemic risks. This industry context shapes performance expectations and
relative valuation (Penman, 2012).

Step-3: Financial Statement Analysis and Key Metrics — Analyze income statement, balance sheet, and
cash flow data. Focus on metrics like revenue growth, operating margin, return on equity, and leverage.
This step reveals the firm’s financial health and operational efficiency (Penman, 2012; CFA Institute,
2025¢).

Step-4: Credit Risk Assessment and Rating Measures — Evaluate creditworthiness through agency
ratings (e.g., S&P, Moody’s), credit spreads, and financial ratios. Analyze the probability of default and
credit cycle indicators. This step is vital for bondholders and fixed income portfolio managers (Fabozzi,
2012).

Step-5: Capital Structure, Issuance History, and Debt Profile — Examine the firm’s financing structure,
including the mix of debt vs. equity, historical issuance patterns, and maturity schedules. This informs
views on solvency and refinancing risks (Fabozzi, 2012).

Step-6: Corporate Governance and Leadership Quality — Assess governance practices such as board
independence, shareholder rights, and disclosure quality. Evaluate the management team’s execution track
record and alignment with shareholder interests (CFA Institute, 2025¢).

Step-7: Valuation and Investment Analysis — Use valuation models like DCF, P/E, or EV/EBITDA
to derive intrinsic value. Develop an investment thesis based on fundamental insights. These valuation
techniques are central to both equity and credit investing (Penman, 2012).

Source: CFA Program Curriculum’s Equity Investments and Fixed Income readings—which cover firm
analysis, industry evaluation, and credit assessment frameworks (CFA Institute, 2025c¢)—along with Pen-
man’s Financial Statement Analysis and Security Valuation for accounting-to-valuation linkages (Penman,
2012), and Fabozzi’s Bond Markets, Analysis, and Strategies for credit risk and corporate debt issuance
insights (Fabozzi, 2012).
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B Prompt Template

B.1 Structured Chain-of-Thought (ST-CoT)

ST

You are a CFA (chartered financial analyst) taking a test to evaluate your knowledge of finance. You think step-by-step approach
to answer queries.

for CFA Exam

Follow these steps:
1. Think through the problem step by step within the <thinking> tags.
2. Provide your final, concise answer within the <output> tags.

The <thinking> sections are for your internal reasoning process only.
Do not include any part of the final answer in these sections.
The actual response to the query must be entirely contained within the <output> tags.

### Response Format:

<thinking>

[Reasoning through options A, B, and C to understand and solve the problem.]
</thinking>

<output>

"answer”: [Final your answer (A , B, or C )]

</output>

B.2 FinCoT

FinCoT for CFA Exam

You are taking a test for the Chartered Financial Analyst (CFA) program designed to evaluate your knowledge of different topics in
finance. You think step-by-step approach with reflection to answer queries.

Follow these steps:
1. Think through the problem step by step reflect and verify while reasoning within the <thinking> tags.
2. Please and put the answer your final, concise answer within the <output> tags.

The <thinking> sections are for your internal reasoning process only.
Do not include any part of the final answer in these sections.
The actual response to the query must be entirely contained within the <output> tags.

Hint:{THOUGHT.get ("embedding_expert_blueprints_[i]")}

### Response Format:

<thinking>

[Think step by step and respond with your thinking and the correct answer (A, B, or C ), considering the specific sector.]
</thinking>

<output>

"sector”: [The sector being addressed],

"question”: [The financial question],

"answer"”: [Reflect and verify the final answer (A, B, or C)]
</output>
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B.3 Classify Domain

Classify Domain CFA Exam

SYSTEM_INSTRUCTION = """You are a CFA expert. Categorize the given CFA question into exactly one
of these categories:

Ethical and Professional Standards

- Code of Ethics, Standards of Professional Conduct, professional integrity
- Professional responsibilities, ethical decision-making, client interests
Category code: Ethics

Quantitative Methods

- Statistical analysis, probability theory, hypothesis testing

- Time value of money, financial mathematics, regression analysis
Category code: Quant.Meth.

Economic Analysis and Market Forces

- Microeconomics: supply, demand, market structures

- Macroeconomics: GDP, inflation, monetary policy, economic cycles
Category code: Economics

Financial Reporting and Analysis

- Financial statements, accounting standards, ratio analysis
- Balance sheets, income statements, cash flow analysis
Category code: Fin.Reporting

Corporate Finance and Issuers

- Capital structure, dividend policy, corporate governance

- Mergers & acquisitions, capital budgeting, risk management
Category code: Corp.Issuers

Equity Investments

- Stock valuation, equity markets, company analysis
- Market efficiency, equity portfolio management
Category code: EquityInvest.

Fixed Income Investments

- Bond markets, yield curves, duration analysis

- Credit analysis, fixed income portfolio management
Category code: FixedIncome

Derivative Instruments

- Options, futures, forwards, swaps

- Hedging strategies, derivative pricing, risk management
Category code: Derivatives

Alternative Investments

- Real estate, private equity, hedge funds

- Commodities, structured products, crypto assets
Category code: Alter.Invest.

Portfolio Management

- Asset allocation, portfolio construction, rebalancing

- Risk management, performance measurement, client objectives
Category code: Port.Manage.

Respond with only the single most appropriate category code, nothing else. For example: Ethics,
Port.Manage., etc.

nnn
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C Domain Distribution

Ethics
(0.97%)
Derivatives Corp.lssuers
. (9.11%) (5.91%) Alter.Invest.
ixedlncome (2.62%)
(15.60%) . 0
Economics Port.Manage.
(9.79%) (8.33%)g

Fin.Reporting
(20.45%)

Quant.Meth. Equitylnvest.
(14.53%) (12.69%)

Figure 6: GPT-4o classified the benchmark domain distribution of CFA. A random sample of 100 items was
manually audited by a financial expert to validate domain labels.
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D Average Input and Output Tokens
D.1 Average Input Tokens

Average Input Tokens (k)

Prompt
Qwen2.5-7B Qwen3-8B Gemma-3-12B Qwen3-8B _. DianJin-R1 _.
Qwen2.5-7B Instruct Base Qwen3-8B IT (Thinker) Fin-R1 7B Fin-01-8B
Sp 0.07* 0.07* 0.07* 0.07* 0.07* 0.07%  0.07%  0.07* 0.07*
UST-CoT 0.09 0.09 0.09 0.09 0.09 0.09 0.09 0.09 0.09
ST-CoT 0.18 0.18 0.18 0.18 0.19 0.18 0.18 0.18 0.18
FinCoT (All Blueprints) 1.75 1.75 1.75 1.75 1.78 1.75 1.75 1.75 1.75
Domain-wise performance of FinCoT

FinCoT (Economics) 0.55 0.55 0.55 0.55 0.56 0.55 0.55 0.55 0.55
FinCoT (FixedIncome) 0.34 0.34 0.34 0.34 0.36 0.34 0.34 0.34 0.34
FinCoT (Quant.Meth.) 0.33 0.33 0.33 0.33 0.34 0.33 0.33 0.33 0.33
FinCoT (EquityInvest.) 0.34 0.34 0.34 0.34 0.36 0.34 0.34 0.34 0.34
FinCoT (Port.Manage.) 0.33 0.33 0.33 0.33 0.35 0.33 0.33 0.33 0.33
FinCoT (Derivatives) 0.39 0.39 0.39 0.39 0.44 0.39 0.39 0.39 0.39
FinCoT (Fin. Reporting) 0.37 0.37 0.37 0.37 0.38 0.37 0.37 0.37 0.37
FinCoT (Alter.Invest.) 0.32 0.32 0.32 0.32 0.34 0.32 0.32 0.32 0.32
FinCoT (Corp.Issuers) 0.39 0.39 0.39 0.39 0.41 0.39 0.39 0.39 0.39

Table 2: Comparison of prompting techniques: average input token length (k) across models. Bold values highlight
the prompt variant that uses the least tokens for each model.

D.2 Average Output Tokens

Average Output Tokens (k)

Prompt
Qwen2.5-7B Qwen3-8B Gemma-3-12B Qwen3-8B _. DianJin-R1 _.
Qwen2.5-7B Instruct Base Qwen3-8B IT (Thinker) Fin-R1 7B Fin-01-8B
Sp 0.45 0.05* 0.89 0.32 0.27* 1.52 0.88 2.18 0.46*
UST-CoT 0.48 0.28 0.31* 0.46 0.39 1.50 0.58* 2.28 0.53
ST-CoT 0.39% 0.22 342 0.25% 0.31 1.35 222 7.20 0.58
FinCoT (All Blueprints) 2.22 0.29 0.38 0.36 0.32 1.23* 1.92 1.60* 0.79
Domain-wise performance of FinCoT

FinCoT (Economics) 0.36 0.38 0.99 0.39 0.38 1.25 2.01 12.65 0.76
FinCoT (FixedIncome) 0.42 0.27 4.55 0.30 0.32 1.24 2.31 8.31 0.81
FinCoT (Quant.Meth.) 0.48 0.27 3.07 0.31 0.35 1.22 2.17 8.60 0.80
FinCoT (EquityInvest.) 0.32 0.31 7.18 0.37 0.34 1.19 2.16 10.07 0.78
FinCoT (Port.Manage.) 0.38 0.26 0.56 0.30 0.33 1.20 2.14 9.46 0.79
FinCoT (Derivatives) 0.36 0.30 0.42 0.39 0.34 1.24 2.05 5.54 0.81
FinCoT (Fin. Reporting) 0.46 0.28 0.93 0.33 0.34 1.19 2.13 8.76 0.73
FinCoT (Alter.Invest.) 0.47 0.26 0.50 0.38 0.34 1.23 2.16 11.53 0.77
FinCoT (Corp.Issuers) 0.52 0.26 1.18 0.32 0.33 1.16 2.08 11.37 0.82

Table 3: Comparison of prompting techniques: average output token length (k) across models. Bold values highlight
the prompt variant that uses the least tokens for each model. (*) Indicates that the change in average output token
count among the model-level prompt variants is statistically significant (p < 0.05) based on paired bootstrap testing;
domain-specific rows are not tested for significance.
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D.2.1 Efficiency of Input and Output Cost in Simulation
This appendix reports a cost—efficiency analysis under realistic output—input price ratios. Let I and O denote the average input
and output tokens for a (prompt, model) pair. For a price ratio r,

_ COStbaseline(r) _ Tpase + 7 Obase

"~ Costprompt (1) Iprompt + 7 Oprompt

Units and normalization. We measure cost in “input-token dollars™: the effective input price is 1, and r = price,,, /price

carries the output premium. This rescaling makes Efficiency dimensionless and invariant to any common price factor.
Break-even and sensitivity. For a candidate prompt p vs. baseline b, the break-even ratio solving Cost,(r) = Costy(r) is

Cost(r) =1+r0, Efficiency(r)

in,eff

* Ip - Ib
== Op # Op).
r Ob _ Op ( p # b)
If Op < Oy, then iEfﬁcienc (r) = Ouly — Oply > 0: the candidate improves as r increases; if Op > Oy, the trend
p < Yo Bel G N = 0, +r0,2 ~ P PR Ve > M

reverses. When O, = Oy, ranking depends only on inputs (I, vs. I),) and is independent of 7.
Caching and effective input price. With prompt caching,
Pwrite pnceout

pln,eff(K) Pread + K 5 T(K) pinyeff(K) 5
where K is the number of reuses. Hence r(K) increases monotonically in & and approaches price,, /Pread as K — 0.
Price instantiation (grid for plots). From public price points we use r € {5, 6.9, 8, 14.29, 22.22, 40, 44.44, 50, 80}:
GPT-5 input $1.25/MTok (cached $0.125/MTok), output $10/MTok = 7’:10/1.25:8, rcached:10/0.125:80; Claude Opus
4.1° input $15/MTok, output $75/MTok; caching write $18.75/MTok, read $1.50/MTok = =5 (no cache), 6.9 (K=2), 14.29
(K=5), 22.22 (K=10), 40 (K=50), 44.44 (K=100), and the read-only limit 50 () —00). We display r on a log scale because
the grid spans an order of magnitude (5-80).
Worked example (illustrative). Baseline (I,O;) = (100,300); candidate (I,,0,) = (250,150). At r = 8 (GPT-
5 no cache): Cost, = 100 + 8-300 = 2500, Cost, = 250 4+ 8-150 = 1450, so Efficiency ~ 1.72. Break-even
r* = (250 — 100)/(300 — 150) = 1; the candidate dominates for r > 1.
Note (scope). All models evaluated in this appendix are open-source. The curves simulate dollar costs by pairing the measured
(I, O) token counts from these models with provider API prices (GPT-5 and Claude Opus 4.1)—prices are used for simulation
only; no paid API runs were executed for these experiments.

model_key
gqwen3-8b-base
gqwen3-8b-thinker
gqwen3-8b
dianjin-r1-7b
qwen2.5-7b
gemma-3-12b-it
fin-01-8b
fin-rl
gqwen2.5-7b-instruct

N
(%]
1

SXEEXEX

1.0 A

Efficiency (Cost_baseline / Cost_prompt)
=
(8]

prompt_id
—e— ust_cot
-m- st cot
--4&- fin_cot_all

r (Output/Input price ratio)

Figure 7: Cost—efficiency vs. price ratio » for UST-CoT, ST-CoT, and FinCoT-All across models. Efficiency
is Costhaseline/ COStprompt With Cost = I 4 rO; values > 1 indicate lower cost than the baseline. r values use
provider prices for GPT-5 and Claude Opus 4.1 as described above. Notation: MTok = million tokens; USD per
MTok.

5OpenAI API pricing: https://openai.com/api/pricing/.
® Anthropic pricing: https://www.anthropic.com/pricing#api.
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E Significance Testing
E.1 Accuracy

Model Baseline Comparison A (pp) 95% CI(pp) p-value Significant
SP UST-CoT  -13.76 [-15.89,-11.63] 0.0000 v
SP ST-CoT 1627 [-18.60,-14.05] 0.0000 v
Sp FinCoT (All) -7.94  [-9.59,-6.30] 0.0000 v
Qwen2.5-78 UST-CoT ST-CoT 252 [-349,-1.65] 0.0000 v
UST-CoT FinCoT (All) 5.81  [4.46,7.27]  0.0000 v
ST-CoT  FinCoT (All) 833  [6.69,9.98]  0.0000 v
SP UST-CoT 6.00  [4.65,7.56] 0.0000 v
SP ST-CoT 484  [3.59,620]  0.0000 v
) Sp FinCoT (All) 455  [3.29,591]  0.0000 v
Qwen2.5-7B-Instruct op o1 STCoT 116 [-1.84,-0.58]  0.0000 v
UST-CoT FinCoT (All) -145  [-2.23,-0.78]  0.0000 v

ST-CoT  FinCoT (All) -0.29 [-0.68,0.00]  0.1024

SP UST-CoT 940  [-11.24,-7.66] 0.0000 v
SP ST-CoT 21531 [-17.54-13.18]  0.0000 v
SP FinCoT (All) -17.35 [-19.77,-15.02] 0.0000 v
Qwen3-8B-Base UST-CoT ST-CoT 591 [-7.36,-4.55]  0.0000 v
UST-CoT FinCoT (All) -7.96  [-9.59,-630]  0.0000 v
ST-CoT  FinCoT (All) -2.04  [-3.00,-126] 0.0000 v
SP UST-CoT 795  [630,9.69] 0.0000 v
SP ST-CoT 660  [5.14,814] 0.0000 v
SP FinCoT (All) 670  [5.23,824]  0.0000 v
Qwen3-88 UST-CoT ST-CoT 2135 [-2.13,-0.68]  0.0000 v
UST-CoT FinCoT (All) -126  [-1.94,-0.68] 0.0000 v
ST-CoT  FinCoT (All) 0.10  [0.00,0.29] 0.7370
SP UST-CoT 20.87  [-145,-0.39]  0.0002 v
SP ST-CoT 0.00  [0.00,0.00] 2.0000
4 SP FinCoT (All) 096  [0.39,1.55]  0.0002
Qwen3-8B (Thinker) * ;op o1 ST-CoT 0.87  [039,1.45]  0.0002

UST-CoT FinCoT (All)  1.83 [1.07,2.71]  0.0000
ST-CoT  FinCoT (All)  0.96 [0.39,1.55]  0.0002

SP UST-CoT 24999 [-27.71,-22.38] 0.0000
SP ST-CoT 23934 [-26.55,-21.32] 0.0000
SP FinCoT (All) -22.765 [-25.39,-20.16] 0.0000
Gemma-3-12B-IT op o1 STeCoT 1065  [048,1.74]  0.0002

UST-CoT FinCoT (All) 2234  [1.36,320]  0.0000
ST-CoT  FinCoT (All) 1.169  [0.58,1.84]  0.0000

AN N N N N N N N N NN N NENE N

UST-CoT FinCoT (All) 2.134 [1.26,3.00]  0.0000
ST-CoT  FinCoT (All) 1.165 [0.58,1.84]  0.0000

SP UST-CoT 949  [-1134,-7.75] 0.0000
SP ST-CoT 862 [-10.37,-6.88] 0.0000
FinRl SP FinCoT (All) -10.07 [-11.92,-8.24] 0.0000
UST-CoT ST-CoT 087  [039,1.45] 0.0002
UST-CoT FinCoT (All) -058  [-1.07,-0.19]  0.0042
ST-CoT  FinCoT (All) -145  [-2.23,-0.78]  0.0000
SP UST-CoT  10.662 [8.82,12.60] 0.0000
SP ST-CoT 9.594  [7.75,11.43] 0.0000
o SP FinCoT (All) -1.361 [-2.13,-0.68] 0.0000
Dianjin-R1-7B UST-CoT ST-CoT 1068 [-1.74,-0.48] 0.0000
UST-CoT FinCoT (All) -12.023 [-14.05,-10.08] 0.0000
ST-CoT  FinCoT (All) -10.956 [-12.89,-9.01] 0.0000
SP UST-CoT 0294  [0.00,0.68] 0.0984 -
SP ST-CoT 1264 [058,1.94]  0.0000 v
Finol8B SP FinCoT (All) 2429  [1.55,3.39]  0.0000 v
UST-CoT ST-CoT 0970  [039,1.55]  0.0000 v
v
v

Table 4: Paired bootstrap significance testing (B = 10,000 samples) for accuracy differences across prompt
strategies. A indicates average accuracy difference (in percentage points), with 95% confidence intervals (CI) and
p-values. A result is considered statistically significant if p < 0.05.
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E.2 Average Output Tokens

Model Baseline Comparison A (k) 95% CI (k) p-value Significant
SP UST-CoT -0.09867 [-0.09867, -0.09867] 0.0000
SP ST-CoT 0.02273 [ 0.02273, 0.02273] 0.0000
SP FinCoT (All) -0.11555 [-0.11555,-0.11555] 0.0000

Qwen2.5-78 UST-CoT ST-CoT 0.12140 [ 0.12140, 0.12140]  0.0000

UST-CoT FinCoT (All) -0.01688 [-0.01688,-0.01688] 0.0000
ST-CoT  FinCoT (All) -0.13828 [-0.13828, -0.13828] 0.0000

SP UST-CoT 0227 [-0.227,-0227]  0.0000
SP ST-CoT 0169  [0.169,-0.169]  0.0000

) SP FinCoT (All) 0241  [-0241,-0241]  0.0000
Qwen2.5-7B-Instruct gy o1 STCoT 0.058 [0.058,0.058]  0.0000

UST-CoT FinCoT (All) -0.014 [-0.014, -0.014] 0.0000
ST-CoT  FinCoT (All) -0.072 [-0.072, -0.072] 0.0000

SP UST-CoT 0584  [-0.584,-0.584]  0.0000
SP ST-CoT 2522 [2.522,2.522]  0.0000
SP FinCoT (All) -0.516  [-0.516,-0.516]  0.0000
Qwen3-8B-Base UST-CoT ST-CoT 3.106 [3.106,3.106]  0.0000

UST-CoT FinCoT (All)  0.068 [ 0.068, 0.068] 0.0000
ST-CoT  FinCoT (All) -3.038 [-3.038, -3.038] 0.0000

SP UST-CoT 0.141 [0.141,0.141]  0.0000
SP ST-CoT -0.067 [-0.067,-0.067]  0.0000
Qwon3-GB SP FinCoT (All)  0.048 [0.048,0.048]  0.0000
UST-CoT ST-CoT -0.208 [-0.208,-0.208]  0.0000

UST-CoT FinCoT (All)  -0.093 [-0.093,-0.093]  0.0000
ST-CoT  FinCoT (All)  0.115 [0.115,0.115]  0.0000

SP UST-CoT 20018 [-0.018,-0.018]  0.0000
SP ST-CoT 1271 [[1.271,-1271]  0.0000

. SP FinCoT (All) -0.168  [-0.168,-0.168]  0.0000

Qwen3-8B (Thinker) ;41 o1 ST.CoT 21253 [-1.253,-1253]  0.0000

UST-CoT FinCoT (All) -0.150  [-0.150,-0.150]  0.0000
ST-CoT  FinCoT (All)  1.103 [1.103,1.103]  0.0000

SP UST-CoT  0.11985 [0.11985,0.11985] 0.0000
SP ST-CoT 0.03661 [ 0.03661,0.03661] 0.0000
SP FinCoT (All) 0.04523 [ 0.04523,0.04523] 0.0000

“3-12B-IT
Gemma-3 UST-CoT ST-CoT 0.08324 [-0.08324,-0.08324] 0.0000

UST-CoT FinCoT (All) -0.07462 [-0.07462, -0.07462] 0.0000
ST-CoT  FinCoT (All) 0.00862 [ 0.00862, 0.00862] 0.0000

SP UST-CoT 1.526 [ 1.526, 1.526] 0.0000
SP ST-CoT 1.338 [ 1.338, 1.338] 0.0000
Fin-R1 SP FinCoT (All)  1.035 [ 1.035, 1.035] 0.0000
UST-CoT ST-CoT -0.188 [-0.188, -0.188] 0.0000
UST-CoT FinCoT (All) -0.491 [-0.491, -0.491] 0.0000
ST-CoT  FinCoT (All) -0.303 [-0.303, -0.303] 0.0000
SP UST-CoT 0.10023 [ 0.10023, 0.10023]  0.0000
SP ST-CoT 5.02159 [5.02159,5.02159] 0.0000
Dianjin-R1-7B SP FinCoT (All) -0.57669 [-0.57669, -0.57669] 0.0000
UST-CoT ST-CoT 4.92136 [4.92136,4.92136] 0.0000
UST-CoT FinCoT (All) -0.67692 [-0.67692,-0.67692] 0.0000
ST-CoT  FinCoT (All) -5.59828 [-5.59828,-5.59828] 0.0000
SP UST-CoT 0.06788 [ 0.06788, 0.06788] 0.0000
SP ST-CoT 0.11765 [0.11765,0.11765]  0.0000
Finol-8B SP FinCoT (All) 0.33273 [0.33273,0.33273] 0.0000
UST-CoT ST-CoT 0.04977  [0.04977,0.04977]  0.0000

UST-CoT FinCoT (All) 0.26485 [ 0.26485, 0.26485] 0.0000
ST-CoT  FinCoT (All) 0.21508 [0.21508, 0.21508] 0.0000

AN N NN N N N N NN N N N N N R R N N R N N N N N R N N N N R N N N N RN N NENENEN

Table 5: Paired bootstrap significance testing (B = 10,000 samples) for average output token differences across
prompt strategies. A indicates mean difference in output length (in thousands of tokens), with 95% confidence
intervals and p-values. A result is significant if p < 0.05.
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Figure 8: Overall FinCoT behaviour accuracy.
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Figure 9: Radar charts for each model variant.
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Figure 10: Radar charts for each model variant (charts 5-8).
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Figure 11: Radar charts for each model variant (charts 9).
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Abstract

Financial institutions are increasingly using
Retrieval-Augmented Generation (RAG) sys-
tems for document processing. However, there
is still limited systematic evaluation focused on
industry-specific content. In this study, we eval-
uated four state-of-the-art RAG architectures
for processing of financial documents using
FinDoc-RAG, a benchmark we developed for
this purpose. This benchmark consists of over
600 question-answer pairs derived from 46 doc-
uments from a banking institution. Source ma-
terials include product descriptions, investment
guides, legal policies, and marketing brochures,
all of which contain dense numerical content
and complex layouts. Our evaluation shows
significant performance gaps: while leading
systems achieve an accuracy of 0.91 on factual
extraction, performance drops to 0.44 on cross-
document synthesis tasks. Our experiments
demonstrate varying strengths of the explored
RAG approaches across different question com-
plexities in the financial services sector and
position FinDoc-RAG as a benchmark for mea-
suring progress in this area.

1 Introduction

Financial institutions process thousands of docu-
ments that require human interpretation for client
advisory tasks, regulatory compliance, and prod-
uct inquiries. Large Language Models (LLMs) of-
fer automation potential but face deployment chal-
lenges such as regulatory constraints that prevent
external data transfer and operational complexity
challenges, such as documents that combine textual
content with numerical data, complex layouts, and
requirements. Current LLMs show limitations in
quantitative reasoning and cross-document synthe-
sis essential for financial applications. Retrieval-
Augmented Generation (RAG) addresses privacy
constraints while leveraging LLLM capabilities, but
systematic evaluation on financial documents re-
mains limited.
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Financial documents present unique challenges:
they require factual extraction, quantitative reason-
ing with numerical data, and information synthesis
across multiple documents for comprehensive re-
sponses. Evaluating RAG performance on these
distinct task types requires specialized benchmarks
that reflect real-world financial complexity.

Existing Question-Answer (QA) datasets fo-
cus on Wikipedia articles (Yang et al., 2018,
Kwiatkowski et al., 2019), academic papers (Pra-
manick et al., 2024), or single-domain sources
(Pipitone and Alami, 2024, Ngo et al., 2024), and
therefore fail to capture the heterogeneous nature
of financial document collections. While finan-
cial QA benchmarks often focus on narrow regu-
latory domains, they neglect the broader spectrum
of client-facing content. Moreover, no benchmark
systematically evaluates the intersection of finan-
cial materials and the diverse types of tasks critical
for the deployment of RAG.

We introduce FinDoc-RAG, a QA benchmark
comprising 600+ QA pairs from 46 documents in
English from UBS AG and other UBS entities. Doc-
uments include product descriptions, investment
guides, legal policies, and marketing materials with
dense numerical content and regulatory references.
The questions span nine complexity levels (LO-L8)
that target factual extraction, quantitative reason-
ing, and multi-document synthesis. Evaluation
of five RAG architectures —vector-based indexing,
graph-enhanced RAG, hierarchical summary-style
retrieval (e.g., Raptor 4.2), and Knowledge Graph
(KG)- reveals systematic performance gaps: lead-
ing systems achieve 0.91 accuracy in factual ex-
traction but only 0.44 on multi-document synthesis
tasks.

Contributions:

1. We present FinDoc-RAG, a RAG-focused
question-answer benchmark over heteroge-
neous financial documents. It comprises
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nine task levels, each associated with a
predefined difficulty ranging from single-
document extraction to multi-document
synthesis. The data are published at https:
//gitlab-core.supsi.ch/dti-idsia/
ai-finance-papers/findoc-rag.

2. We evaluate four representative RAG architec-
tures, demonstrating their individual strengths
and weaknesses. The dataset is released to
foster research and compare RAG systems in
the financial domain.

Our analysis identifies specific failure modes
in current RAG approaches, with quantitative rea-
soning showing high performance variability and
multi-document synthesis proving most challeng-
ing across all systems. The benchmark enables
systematic evaluation of financial RAG systems
and provides deployment readiness assessment for
different task types.

2 Related Work

By retrieving relevant passages from external doc-
ument collections prior to generation, RAG sys-
tems improve factual grounding, enhance domain-
specific accuracy, and support local deployment
with preserved data privacy. This architecture is
especially promising in specialized domains like
finance, where even state-of-the-art LLMs struggle,
when used in isolation, with quantitative reasoning,
factual consistency, and multi-document synthesis
(Rasool et al., 2024).

The creation of information-seeking QA datasets
has been pivotal in driving progress in RAG-based
approaches.

2.1 Domain-Specific and Heterogeneous QA
Benchmarks

General-purpose benchmarks such as Natural Ques-
tions (Kwiatkowski et al., 2019) evaluate QA
over real-world queries and Wikipedia passages.
Domain-specific datasets target deeper comprehen-
sion in specialized settings. For instance, Qasper
(Dasigi et al., 2021) covers academic articles in
NLP, SPIQA (Pramanick et al., 2024) addresses
reasoning over complex figures and tables, and
datasets such as MedRGB (Ngo et al., 2024) and
LegalBench-RAG (Pipitone and Alami, 2024) fo-
cus on medical and legal domains, respectively.
Recent efforts have extended QA evaluation to
longer and more complex contexts. HOTPOTQA
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(Yang et al., 2018) and MultiHop-RAG (Tang and
Yang, 2024) test multihop reasoning, while QuAL-
ITY (Pang et al., 2022) and MMLongBench-Doc
(Ma et al., 2024) challenge models with long docu-
ments and structured layouts. Multimodal bench-
marks such as VisDoMBench (Suri et al., 2025),
MRAG-Bench (Hu et al., 2025), and MuRAG
(Chen et al., 2022) further evaluate the integration
of textual and visual information.

However, most existing datasets assume homo-
geneous, well-structured sources and do not reflect
the heterogeneity of real-world document collec-
tions. In industry settings, especially in finance,
documents range from reports and contracts to in-
ternal memos, with various formats, styles, and
terminology. Financial QA datasets such as Fin-
TextQA (Chen et al., 2024a), FinDER (Choi et al.,
2025), and GBS-QA (Sohn et al., 2021) typically
focus on narrow domains or single-source docu-
ments, limiting their generalizability.

To bridge this gap, we introduce FinDoc-RAG,
a benchmark designed for QA over heterogeneous
financial documents. It captures cross-document
reasoning, contextual variability, and structural di-
versity characteristic of real-world financial infor-
mation ecosystems.

2.2 Evaluation Strategies for QA Benchmarks

Evaluating QA benchmarks—particularly those in-
volving long, heterogeneous, or domain-specific
documents—remains a major challenge. Broadly,
evaluation strategies fall into two categories:
model-centric, which assess the performance of
different LL.Ms, and method-centric, which com-
pare paradigms such as extractive, abstractive, or
RAG.

While early QA benchmarks focused primar-
ily on comparing model performance, recent ef-
forts have shifted toward approach-specific evalua-
tions, particularly in the context of RAG. Despite
the strong general QA capabilities of state-of-the-
art LLMs such as GPT-4, studies show persistent
limitations in multistep reasoning and numerical
understanding (Rasool et al., 2024). In contrast,
RAG-based methods demonstrate improved factual
grounding and reduced hallucination in domain-
specific tasks (Chen et al., 2024b).

However, recent findings indicate that no single
approach consistently outperforms others across
all task types. The LaRA benchmark (Li et al.,
2025), for example, demonstrates that both RAG
and long-context methods succeed in different sce-
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narios, highlighting the need for nuanced, task-
aware evaluation frameworks that account for doc-
ument complexity, question type, and reasoning
depth.

These insights emphasize the importance of
benchmarks that capture real-world document het-
erogeneity while enabling multifaceted evaluations
aligned with the strengths and trade-offs of both
models and methodologies.

3 FinDoc-RAG Benchmark

FinDoc-RAG comprises 600+ QA pairs extracted
from 46 documents in English from UBS AG and
other UBS entities.

Documents span four categories: product de-
scriptions, investment guides, legal policies, and
marketing materials. The collection includes two
distinct subsets: V1 contains concise factsheets
with dense numerical content averaging 2,400
words, while V2 features comprehensive reports
with complex layouts averaging 12,000 words and
rich structural elements including tables, footnotes,
and cross-references.

3.1 Question Generation Methodology

Questions are structured across nine complexity
levels (LO-L8) targeting three task types: fac-
tual extraction, information integration, and multi-
document synthesis. Each level introduces specific
constraints on document scope, quote requirements,
and reasoning complexity based on our initial de-
sign expectations (see Table 1). However, empirical
results reveal that expected difficulty progression
does not always align with actual model perfor-
mance.

Question generation is carried out using two
methodological approaches: raw document con-
tent and clustered document summaries. Raw doc-
ument approaches (L0-L4) generate questions di-
rectly from the original text, enabling extraction
and role-based query formulations. For the other
levels, the cluster-based approach first creates doc-
ument summaries, embed them semantically, and
clusters related content using Gaussian Mixture
Models. The optimal number of clusters is selected
using the Bayesian Information Criterion. The re-
sulting clusters serve as the basis for generating
questions that integrate information across related
contexts, yielding multi-aspect queries that test nar-
rative understanding rather than isolated fact re-
trieval.
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3.1.1 Factual Extraction Tasks

Levels L0, L1, L4, and L5 involve single-document
retrieval tasks that require direct text extraction,
without the need for computational reasoning.

L0 Generic prompts applied uniformly to V1 doc-
uments (concise factsheets) generate self-contained
QA pairs. Questions avoid generic formulations
and reference relevant topics when needed. Each
generated pair undergoes manual review to ensure
groundedness and eliminate hallucinations.

L1 Targets V2 documents (comprehensive re-
ports) using stratified processes that identify spe-
cific textual quotes including numerical values,
dates, and key definitions. The questions remain
strictly answerable from isolated textual details.

L4 Role-based prompting simulates heteroge-
neous user perspectives through three financial per-
sonas: young student exploring digital financial
tools, elderly widow prioritizing stability with lim-
ited resources, and high-earning digital nomad nav-
igating minimal traditional banking reliance. Each
persona generates questions reflecting typical con-
cerns and levels of knowledge.

LS This method relies on thematic document se-
lection, using the cluster-based approach to identify
coherent topic groups. By drawing questions from
individual summaries within these clusters, the
LLM is guided to generate queries tied to the clus-
ter’s topic. This approach provides controlled com-
plexity by focusing on specific topic areas while
maintaining single-document question scope.

3.1.2 Information Integration Tasks

Levels L2 and L6 require combining information
from multiple document sections or sentence frag-
ments, which may require mathematical operations,
numerical comparisons, or logical synthesis of re-
lated concepts.

L2 Aggregates information from different sec-
tions within a single document, connecting themat-
ically related passages to generate abstract queries
requiring numerical synthesis across document
parts.

L6 Synthesizes 2-3 direct quotes from distinct
sentence fragments, sometimes involving basic
mathematical operations, percentage calculations,
or numerical comparisons that are strictly entailed
by the quoted content.



3.1.3 Cross-Document Synthesis Tasks

The integration of cross-document information that
requires reasoning across multiple sources is the
core of levels L3, L7, and LS.

L3 Extracts key concepts and topics from mul-
tiple documents, combining information into QA
pairs that require understanding relationships be-
tween different source documents.

L7 Complex multi-document synthesis requir-
ing >=3 quotes from >=3 different documents, test-
ing the ability to integrate information across di-
verse source materials.

L8 Cluster-based maximum complexity synthe-
sis where N quotes from N documents equal the
cluster size. Uses the same clustering methodology
as L5 but operates across document boundaries, re-
quiring synthesis within clusters containing multi-
ple document summaries. Similar to L5, the aspects
from different summaries enable the generation of
more complex and diverse QA pairs, while in L8,
the complexity further increases, attributed to its
multi-document summarization strategy.

Detailed questions generation settings and pa-
rameters can be found in the Appendix B.

3.2 Benchmark Statistics

Document Distribution The dataset consists of
46 documents spanning four radically different tem-
plates: product factsheets, legal documents, invest-
ment guides, and marketing materials. This hetero-
geneity ensures a diverse and representative dataset,
yielding over 600 high-quality QA pairs. Legal
documents have the highest average word count
(4,000 words), with significant outliers exceeding
10,000 words, while Research and Reports are the
shortest, averaging ~500 words. Further details
are provided in Appendix C.2, Figure 5.

Lexical Analysis Using Type-Token Ratio (TTR)
as a measure of lexical diversity we found that Re-
search and Reports documents have more diverse
vocabulary (~ 0.09 TTR) compared to other types
of documents (Figure 7). The density of financial
terminology peaks in Product Information docu-
ments (6-7% of tokens) and Forms and Guides
(4-6%), remaining lowest in Marketing Materials
(1-2%). The complete analysis is available in Ap-
pendix C.2, Figure 11.

Layout Complexity Legal documents show the
highest structural complexity (scores 10-25+, in-
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Figure 1: Ambiguity and correctness across levels with
human validation.

cluding outliers at 120), featuring tables, sections,
and complex nesting levels. Product Information
exhibit minimal complexity (scores ~ 5). Details
can be found in Appendix C.2, Figure 9.

3.3 Quality Validation

Human validation at all levels reveals correctness
rates above 80% for most levels, with L3 and L7
achieving 95% correctness. Ambiguity ranges from
0% (L1, L8) to 50% (L3), with most levels main-
taining low-to-moderate ambiguity (see Figure 1
and Appendix C.2).

The validation process assessed maximum 50
randomly sampled questions per level using two
annotators with financial domain expertise !. Addi-
tionally, QA pairs were deduplicated and reviewed
by a domain expert to remove those that appeared
incorrect based on domain expertise, without for-
mal fact-checking. For all levels, the financial ex-
perts performed internal validation of the QA pairs
to filter out the suprious pairs.

4 Evaluating Financial RAG Systems

Our objective is to identify which RAG approaches
achieve sufficient accuracy across various financial
document processing tasks and to uncover funda-
mental limitations that point to necessary architec-
tural improvements. We evaluated four representa-
tive RAG systems, each corresponding to a distinct
architectural approach.

4.1 Task Setup

We adopt a standard RAG setup, where each sys-
tem receives a query and retrieves the text spans
from a fixed corpus that the system considers rel-
evant to generate an answer to the query. In our

'The publicly released dataset may contain fewer QA pairs

per level than manually validated. Additional pairs were vali-
dated but cannot be shared due to confidentiality constraints.



Level # Quotes #Docs Expected Difficulty Special Features
LO 1 1 Easy V1 document set
L1 1 1 Easy V2 document set
L2 Multiple 1 Medium V2 docs, multiple supporting quotes
L3 Multiple Multiple Hard Cross-document information synthesis
L4 1 1 Medium Non-expert phrasing style
L5 >1 1 Easy Based on cluster summaries
L6 2-3 >1 Medium Quotes from different sentence fragments
L7 >3 >3 Hard Quotes from different summaries
L8 >N N Very Hard N equals cluster size

Table 1: Question Complexity Levels Description.

case, the corpus consists of the 46 financial doc-
uments included in the FinDoc-RAG benchmark.
The set of questions comprises questions spanning
the nine complexity levels (LO-L8) defined in the
benchmark.

Each architecture under evaluation (detailed
in 4.2) processes the full set of questions in a zero-
shot setting. The retriever has access to all 46
documents and selects the subset of documents
that it considers relevant to answer the input query.
The retrieved documents, along with the query, are
then passed to the generator component, which
produces the answer. All systems utilize default
configurations without fine-tuning, hyperparame-
ter optimization, or preprocessing customization
(e.g., chunking, enrichment, propositionalization)
to provide baseline performance assessment repre-
sentative of out-of-the-box deployment scenarios.

The generated answers are evaluated against the
expected answers provided in FinDoc-RAG. Multi-
ple evaluation metrics are used to assess different
aspects of system performance (see Section 4.3).
Our assessment evaluates end-to-end RAG system
performance, rather than isolated retrieval or gen-
erator components. The systems handle document
selection from the collection and passage identifi-
cation within selected documents as integrated pro-
cesses, with the final answer generation completing
the pipeline. This holistic evaluation reflects real-
world deployment scenarios in which RAG systems
must complete a document-to-answer workflow
without human intervention in retrieval decisions.

4.2 Selected RAG Architectures

Vector-based (Vector-RAG) This baseline
method is based on an index of dense vector
representations. It starts by encoding documents
into high-dimensional embeddings using a neural
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encoder model. These document vectors are
stored in a vector index that supports efficient
similarity search. When a query is submitted, it
is encoded using the same model, and the system
retrieves documents with embeddings most similar
to the query vector, in this case using cosine
as the similarity metric. During retrieval, the
system ranks documents based on their vector
similarity scores to determine relevance. By
leveraging the semantic representativeness of
dynamic embeddings produced by neural encoders,
this approach can identify topically relevant
information even when exact keyword matches are
absent. This method is computationally efficient
for large-scale retrieval.

Recursive Abstractive Processing for Tree-
Organized Retrieval (RAPTOR) Sarthi et al.
(2024) is a semi-structured method based on hier-
archical summarization organized on a tree struc-
ture. It starts by breaking down large texts into
smaller chunks, which are then embedded using a
BERT-based encoder. These chunks are grouped
into clusters using a Gaussian Mixture Model, and
a language model summarizes each cluster. This
process is repeated to build a tree with multiple lev-
els of summaries. During retrieval, RAPTOR can
either traverse the tree layer-by-layer or evaluate
nodes across all layers to find the most relevant in-
formation. By capturing high- and low-level details
about a text, this approach helps with handling a
wide range of questions and improves the integra-
tion and relevance of the retrieved information.

Graph RAG (GraphRAG) Edge et al. (2025) is
a multistep method to answer questions from large
text collections. First, it creates a graph-based in-
dex by building an entity knowledge graph and
generating summaries for groups of related entities.



When a question is asked, these summaries help cre-
ate partial answers, which are then combined into
a final response. Specifically, it uses algorithms
such as the Leiden algorithm (Traag et al., 2019) to
detect communities within the graph by identifying
groups of closely related elements, including nodes,
edges, and covariates. By partitioning the graph
into these communities, the method can perform
parallel summarization and employs a hierarchical
structure to provide different levels of detail. It
also uses a map-reduce technique to combine the
partial answers from the parallel summaries. This
approach is designed to handle broad questions and
large amounts of text.

Graph Foundation Model for Retrieval Aug-
mented Generation (GFM-RAG) Luo et al.
(2025) is a query-aware Graph Neural Network
(GNN) pretrained on more than 60 knowledge
graphs with over 14M triples and 700k documents.
This foundation model is intended to generalize to
similar Knowledge Graphs (KGs) independently of
the domain. Following Luo et al. (2025), we cre-
ated our KG by prompting an LLM over the source
documents to generate the KG triplets. The pre-
trained query-aware GFM retriever model is then
used to extract relevant entities from the KG with
respect to the given query. Based on the relevance
scores of the entities, the top entities are selected
and then used by a document ranker that retrieves
the ranked set of relevant documents. The final top
K documents are given as the context for the LLM
along with the query to generate the respective an-
SWer.

Detailed experimental settings and parameters
can be found in Appendix B.

4.3 Evaluation Metrics and Scoring

To robustly assess the quality of the response pro-
vided by an architecture, we try to capture distinct
dimensions of correctness beyond the exact text
overlap by using different metrics.

The most direct evaluation of QA performance is
the degree of overlap between the generated answer
and the expected reference answer. This surface-
level correspondence is captured by traditional text-
matching metrics. Following the SQuAD evalua-
tion protocol (Rajpurkar et al., 2016), we report
two standard metrics: Exact Match (EM), which
assigns a binary score based on exact string equiv-
alence after normalization, and F1 Score, which
computes word-level overlap to capture the trade-
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off between precision and recall.

Alternatively, for a fairer and more robust evalu-
ation, it is key to recognize answers that are seman-
tically equivalent to the reference, even when they
differ in phrasing (Bulian et al.; Li et al.; Thakur
et al.; Reiter). To capture this aspect, we introduce
a second evaluation based on semantic similarity.
We use BERTScore (Zhang* et al., 2020), which
measures the alignment between predicted and ref-
erence answers by computing token-level similari-
ties using contextualized BERT embeddings. The
metric performs greedy matching between the to-
kens in both texts, aligning each token with its
most similar counterpart based on cosine similar-
ity. From these alignments, it computes precision,
recall, and F1 scores that reflect the degree of se-
mantic correspondence between the two answers,
even when their surface forms differ.

We also include an LLM-based metric, which is
more sensitive to semantic meaning that depends
on subtle contextual cues. This approach, inspired
by Zheng et al. (2023); Friel et al. (2024), uses
an LLM to evaluate the semantic equivalence be-
tween predicted and reference answers within the
context of the question. The LLM is prompted
to determine whether the candidate’s answer accu-
rately preserves the meaning of the ground truth.
To improve reliability and better reflect the model’s
confidence, we frame the evaluation as a factual cor-
rectness task with a binary classification—labeling
answers as either CORRECT or INCORRECT. The
LLM provides a brief explanation for its judgment
while applying semantic flexibility for minor phras-
ing differences that preserve core meaning, toler-
ating reasonable omissions that do not introduce
ambiguity, and ignoring stylistic differences un-
less they impact clarity. The answers are marked
INCORRECT fif they contain factual errors, false
claims, significant omissions, or distortions of the
core meaning. Each question was evaluated by the
LLM judge across 3 independent runs. We com-
puted accuracy as the mean proportion of COR-
RECT responses per question (ranging from 0 to
1), then averaged across all questions per system.

To capture a more fine-grained measure of an-
swer quality, we finally adopt the LLMLogScore
(L3Score) metric introduced by Pramanick et al.
(2024). This approach leverages the log-likelihood
probabilities generated by an LLM when prompted
to evaluate semantic similarity between a candidate
answer and the ground truth. By comparing the
model’s predicted probabilities of “yes” and “no”



responses, L3Score computes a continuous similar-
ity score normalized between O and 1, enabling a
more sensitive and graded evaluation without rely-
ing on arbitrary predefined scales.

Detailed evaluation settings and parameters can
be found in Appendix B.

5 Results & Analysis

The observed performance patterns should be in-
terpreted as indicators of the benchmark’s inherent
challenges across question complexity levels rather
than definitive assessments of the approaches’ ca-
pabilities.

LLM-Judge

1.0+ approach
GFM-RAG

|
mm GraphRAG
|
|

RAPTOR
Vector-RAG

score

level

Figure 2: RAG approaches across question levels mea-
sured by LLM-Judge.
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GFM-RAG
GraphRAG
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0.4
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Figure 3: RAG approaches across question levels mea-
sured by LLMLogScore.

5.1 Benchmark complexity analysis

Task type analysis reveals distinct performance pat-
terns across RAG architectures. Factual extraction
tasks (LO, L1, L4, LS5) have relatively stable per-
formance with accuracy ranging from 0.51 to 0.84
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0.51-0.84 across systems —except for a significant
drop by GraphRAG on L4 (see details in subsec-
tion 5.2)— demonstrating suitability for production
deployment in basic extraction tasks. Information
integration tasks (L2, L.6) show substantial per-
formance variability (0.20-0.82 range) with GFM-
RAG excelling at L6 (0.75) and GraphRAG strug-
gling in both levels, suggesting system-dependent
capabilities for intra-document synthesis. Cross-
Document Synthesis tasks (L3, L7, L.8) demon-
strate extreme performance ranges (0.14-1.00),
highlighting fundamental architectural differences
in multi-document reasoning capabilities. In the
individual-level difficulty analysis, L1 is the easiest
level with an average score (across systems) of 0.81
and, counterintuitively, L3 achieved the highest in-
dividual system performance (GFM-RAG: 1.00).
Levels L6-L8 show substantial performance degra-
dation across most systems, L8 is the one with the
lowest average score (0.32) but, L4 presents the
highest variance across systems.

5.2 System performance analysis

Vector-RAG exhibits competitive baseline perfor-
mance, particularly excelling at L2 and L3 (0.82-
0.83), but its performance drops on synthesis tasks.
RAPTOR, the other top performer, shows consis-
tent mid-to-high performance across all complex-
ity levels, achieving the second-highest scores on
L3 (0.92) and maintaining stability across diverse
question types. With the highest average score
across levels (0.66) with low standard deviation
(0 = 0.17), RAPTOR is a robust general purpose
approach. GraphRAG demonstrates mixed perfor-
mance patterns: strong capability on basic tasks
(L1: 0.742) but severe degradation on complex
synthesis (L7-L8: 0.14-0.16), which suggests ar-
chitectural limitations in multi-document reason-
ing. GFM-RAG is one of the strongest performers,
achieving perfect accuracy on L3 (1.00) and lead-
ing performance on L6 (0.74), demonstrating good
capabilities for multi-document reasoning tasks.

System Selection Guidance For basic document
extraction, all systems except GraphRAG achieve
adequate performance (> 0.65), indicating reli-
able potential for factual retrieval tasks. Com-
plex synthesis scenarios require targeted system
selection: GFM-RAG for multi-document reason-
ing (L3: 1.00, L6: 0.74), RAPTOR for consis-
tent cross-level performance, and Vector-RAG for
mid-complexity applications (L2-L3: 0.82-0.83).



Approach Lo L1 L2 L3 L4 L5 L6 L7 L8 All
Vector-RAG  0.673 0.808 0.824 0.833 0.653 0.516 0.449 0.486 0.460 0.691
RAPTOR 0.673 0.835 0.797 0917 0.776 0.581 0.500 0.444 0476 0.711
GraphRAG  0.647 0.742 0.410 0.750 0.211 0.570 0.203 0.139 0.159 0.542
GFM-RAG 0.638 0.844 0.779 1.000 0.796 0.581 0.746 0.292 0.175 0.705

Table 2: LLM-as-Judge score for each approach across question levels.

GraphRAG demonstrates limited utility beyond ba-
sic extraction tasks.

5.3

Multi-metric evaluation (details are available in
Table 6 of Appendix E) reveals significant measure-
ment discrepancies across assessment approaches.
BERTScore maintains consistently high scores
(0.86-0.91) across all systems and levels, sug-
gesting preservation of semantic similarity even
when factual accuracy suffers. SQUAD Exact
Match demonstrates extremely low performance
(0.0-0.07) across all systems, indicating minimal
exact string matching between generated and refer-
ence answers. SQUAD F1 shows moderate perfor-
mance (0.3-0.5) with significant fluctuations, sug-
gesting partial word overlap between predictions
and references.

LLM-based metrics (Figures 13, 14) provide
more nuanced assessment. LLMLogScore shows
convergence at L.3-L4 (0.95-1.00 across systems),
then diverges substantially, with some systems re-
covering at L7-L8 while others decline. LLM-
Judge shows varying patterns by system, with per-
formance peaking at level 3 then generally declin-
ing, though with significant differences between
systems at higher levels.

GraphRAG shows a significant discrepancy be-
tween LLMLogScore and LLM-Judge, particu-
larly at higher difficulty levels. Both metrics peak
at Level 3, suggesting this is GraphRAG’s op-
timal complexity zone. However, at levels 6-8,
LLMLogScore remains moderate (~ 0.6) while
LLM-Judge drops severely (~ 0.2). This suggests
GraphRAG retrieves semantically relevant infor-
mation but fails to synthesize factually correct an-
swers at high complexity. The system appears to
hit a complexity ceiling beyond Level 3-4, where
it likely produces semantically similar but struc-
turally different answers that fall into a "gray area" -
good enough for high semantic similarity scores but
not meeting the binary judge’s correctness thresh-
old.

Metrics comparative analysis

The benchmark appears to pose increasingly
challenging questions at higher levels, as evidenced
by the decline in performance in LLM-based met-
rics. The contrast between BERTScore (consis-
tently high) and SQUAD metrics (consistently low)
suggests that responses maintain word-level seman-
tic similarity to references, without exact match-
ing. In combination, this indicates the challenging
nature of the benchmark, where similar but incor-
rectly retrieved context can lead to responses with
good token-level semantic similarity, but where nu-
ances in compositionality significantly impact the
conveyed meaning.

Our multi-metric evaluation approach uses
BERTScore and LLM-Judge to assess semantic cor-
rectness while maintaining awareness of formatting
precision. The universally low EM scores across
all systems and complexity levels suggest that ref-
erence answer formatting, rather than content ac-
curacy, drives these results. Moreover, FinDoc-
RAG evaluates general financial document under-
standing—spanning numerical data, legal terms,
and marketing content—rather than specialized nu-
merical reasoning tasks. In deployment scenarios,
post-processing can standardize formatting, mak-
ing semantic accuracy the primary criterion for
RAG system selection. Developing unified metrics
encompassing both semantic understanding and nu-
merical precision represents important future work
beyond this paper’s scope.

6 Conclusion

Financial institutions increasingly rely on RAG sys-
tems for document processing, yet systematic eval-
uation on industry-specific content has remained
limited. We assessed four state-of-the-art RAG ar-
chitectures using FinDoc-RAG, a benchmark com-
prising 600+ question-answer pairs from real finan-
cial documents across nine complexity levels tar-
geting factual extraction, information integration,
and cross-document synthesis.

Our evaluation reveals that architectural choice
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impacts performance on different question types:
while leading systems achieve 0.84 accuracy on ba-
sic extraction, performance drops substantially for
complex synthesis tasks (0.31 average), with archi-
tectural differences amplifying at higher complex-
ity levels. Semi-structured approaches (RAPTOR)
provide the most consistent performance across
complexity levels, while knowledge graph augmen-
tation (GFM-RAG) excels at complex reasoning
but shows variable baseline performance. Our anal-
ysis reveals that no single architecture dominates
across all task types.

These findings highlight the need of benchmarks
like FinDoc-RAG for measuring progress toward
reliable financial document understanding systems.

Limitations

We acknowledge several limitations of FinDoc-
RAG. First, while our approach to generating QA
pairs using LLMs across different complexity lev-
els provides a comprehensive evaluation frame-
work, automatically generated questions may oc-
casionally lack the depth that human-crafted ques-
tions might offer. Despite our manual validation
showing high correctness rates, there remains in-
herent variability in the LLM output that could
affect the quality of the question. Second, while
our collection of documents spans multiple types
of financial documents, it still represents a subset
of the vast landscape of financial documentation.
Finally, our metrics comparison reveals challenges
in accurately measuring RAG system performance,
suggesting that even our multifaceted evaluation
approach may not capture all dimensions of answer
quality relevant to financial domain experts.

It is important to note that our evaluation focuses
on RAG architectures, which currently represent
the most prevalent and practical approach for in-
corporating external knowledge into LLM-based
question answering. This is due to their ability to
maintain data locality and provide retrieval trans-
parency - critical requirements in regulated finan-
cial environments. In contrast, long-context LLMs
face significant deployment challenges in financial
institutions, including prohibitive high computa-
tional costs for inference over a large document
collections and challenges in explaining retrieval
decisions.
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A Dataset generation details

A.1 Converting documents to Markdown text

The original documents are provided in PDF? and
are professionally typeset for human consumption.
As a result, they feature multi-column layouts, text
flowing around tables and figures, and a variety
of typographical elements, including bold head-
ers, bullet points, footnotes, superscripts, and sub-
scripts. Since PDF documents are designed for
visual presentation, text elements are absolutely
positioned. As such, they may not be stored in the
same order as they appear on the page. Further,
headings and body text are kept in separate text
boxes that differ only in font size. Without any
additional distinguishing features, this poses a chal-
lenge for machines. Consequently, many PDF soft-
ware packages rely on a complex set of heuristics
that are prone to error and may introduce artifacts
during content extraction. To generate a faithful
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Markdown representation from PDF documents,
we developed a three-step conversion pipeline:

1. Image Conversion: Each PDF page is con-
verted into a flat image that captures its com-
plete visual layout, including multi-column
arrangements, figures, and other graphical el-
ements, which helps preserve the original pre-
sentation.

Text Extraction: In parallel, we program-
matically extract the text content from each
page. Although this extraction is a best-effort
process that likely omits layout details or in-
cludes minor artifacts, it produces a reliable
reference of the page’s content.

. Markdown Generation: Both the page im-
age and the extracted text are supplied to a
vision-enabled Large Language Model (LLM).
The text acts as guidance to reduce halluci-
nations while the image provides visual con-
text. The LLM generates a Markdown output
that preserves key stylistic and structural el-
ements such as headers, bold and italic text,
bullet points, tables, and hyperlinks. Further,
explicit rules are applied to handle layout
features that do not have direct Markdown
counterparts (e.g., footnotes, super, and sub-
scripts).

A key challenge in our pipeline is maintaining con-
tinuity across pages, especially given variations in
header levels and layout elements that span mul-
tiple pages, such as tables without repeated head-
ers. To address these issues, we implemented a
rolling ’continuity bridge’ text (see algorithm 1
in Appendix A). The process is repeated for each
subsequent page until the entire document is pro-
cessed. No additional cleaning was applied be-
yond the structured conversion process described
above. All original features were preserved exactly
as they appear in the source documents, including
spellings, product names or hyphenated words at
page breaks. This ensures that the Markdown repre-
sentation most accurately mirrors the original PDF
documents.

A.2 Document Processing

The pseudo-code 1 describes the algorithm used to
process a document.
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Cluster Field

Content

0 Filenames 95be, 9116, f059, 095f
Main product or service ~ UBS duo Saving; UBS Investment Fund Account; UBS Fixed Term Deposit; Foreign Exchange
(FX) & Precious Metal (PM) Spot, Forward & Swaps
Coherence 95be, 9116 and f059 cover UBS retail savings/investment products with similar terms, while
095f lists FX & PM mark-ups for the same clientele, making it a mild outlier.
1 Filenames 3996, b7el, 3000, e3da, 6592, 6253, 2f9d, 8b09
Main product or service ~ UBS Visa Corporate Card; UBS Commercial Credit Cards; Power of Attorney for UBS
Commercial Cards; UBS Platinum Credit Card; UBS Travel Insurance Plus; UBS Gold Credit
Card
Coherence All files concern UBS credit cards: offering, product sheets, insurance add-ons, and le-
gal/administrative details.
2 Filenames eecl, 9082, a02d, 7f44
Main product or service ~ UBS Vitainvest Funds Sustainable; UBS Vitainvest World 25 Sustainable U; UBS Vitainvest
Swiss 75 Sustainable U; BVG 21 Reform
Coherence eecl, 9082 and a02d are Vitainvest Sustainable fund sheets sharing Swiss-pension and ESG
themes; 7f44 adds broader BVG reform context. All fit a “Swiss sustainable retirement
investing” topic.
3 Filenames 29e9, 9542, fde3, 873f, 6¢47

Main product or service

Coherence

UBS Investment Fund Account; UBS key4 smart investing; UBS Personal Account; UBS
Manage [CH]; UBS key4 Banking; UBS me Banking Package; UBS Fisca Account; UBS
Vested Benefits Account; UBS Investment Funds

29e9, 9542 and 873f focus on investment or discretionary-management offers; fde3 and 6¢47
outline the core account and fee framework. Common threads are low entry thresholds, digital
access and sustainability, with the payments documents forming the loosest link.

Table 3: Overview of document clusters generated during creating of L5-L8 QAs.

B Settings for Question Generation,
Experiments and Evaluation

B.1 Question generation Settings

QA pairs of levels LO-L3 were generated with

Algorithm 1 Document Processing Across Pages

the OpenAl model gpt-4o0, whereas levels L4-L8

1

: For Page 1:

Output:

tural context on page 1

Input: Image and extracted text of page 1

Markdown text for page 1
Continuity bridge text describing the struc-

were generated using gpt-4o-mini. For gener-
ating embeddings of Levels L5-L8, the OpenAl
text-embedding-ada-002 model was used.

B.2 RAG-QA Settings

General setup: All algorithm use OpenAl’s
gpt-4o-mini as completion model LLM and

For Page k+1: text-embedding-ada-002 as embedding type.
Input: Vector-based: This is an ad hoc implementa-
Image and extracted text of page k+1 tion of the standard RAG pipeline (Lewis et al.,
Continuity bridge text from page k 2021). The preprocessing step includes a chunking
: Output: of each document using Tiktoken (Jain, 2025)’s
Markdown text for page k+1 tokenizer with the text-embedding-ada-002 en-

Updated continuity bridge text for page k+1  coding. Each chunk has a size of 100 tokens. The

selection of the best chunks is made by minimizing
the cosine distance between the input query and all
the chunks available in the embedding space.
RAPTOR: (Sarthi et al., 2024) Using the RAP-
TOR'’s building algorithm, we created a tree for
each document, then all the trees have been merged

=
(%)
(728



together (this is a custom change since the avail-
able implementation does not support multiple doc-
uments). RAPTOR retrieval process has been used
with the collapsed tree parameter set to TRUE. All
other parameters have been kept with default val-
ues.

Graph-RAG: (Edge et al., 2025) Despide the
changes to use the standard models, this experiment
has been run with default parameters using local
search mode.

KG-RAG: For KG-RAG, we followed the base-
line settings from (Luo et al., 2025) with the 8M-
pretrained model 3. Using the default LLM prompt-
ing set-ups, we create the KG from the docu-
ment sets. For the entity-linking module, the Col-
BERTYV2 model (Santhanam et al., 2022) was em-
ployed with a baseline cosine similarity of 0.8 and a
maximum default of 100 similar neighbours. This
controls the number of synonymous edges to be
added between similar entities during the entity-
linking phase.

B.3 Evaluation settings

BERTScore evaluations were run with an off-the-
shelf roberta-large model trained on English
texts. LLMJudge and LLMLOgScore were both
run using the OpenAl model gpt-4o-mini.

C Dataset Analysis

C.1 Dataset composition

Dataset composition analysis is presented in Fig-
ures 4, 5 and 6.

C.2 Complexity and Diversity

Figures 7, 8, 9, and 10 depict the statistical analysis
of the dataset in terms of complexity and diversity.
C.3 Information analysis

The information analysis is depicted in Figures 11
and 12.

Shttps://huggingface.co/rmanluo/GFM-RAG-8M
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Figure 5: Document length in words by document type.
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Distribution of Document Types
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Figure 7: Lexical diversity (i.e., type-token ratio - TTR) by type.
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Figure 8: Lexical diversity (i.e., type-token ratio - TTR) by language.
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Financial Terminology Density by Document Type
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Figure 10: Density of financial terms (account, asset, balance, bond, capital, credit, debt, dividend, equity, fund,
interest, investment, liability, mortgage, portfolio, risk, share, stock, tax, yield ) by document type.
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Figure 11: Measure information density using entity density as a proxy (i.e., ratio of entities by tokens).
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Centrality Degree
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Figure 12: Document’s centrality degree by document type.
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D Human Validation Details

To evaluate the quality of the Q&A dataset we
constructed, we conducted a human evaluation fo-
cusing on two key aspects: Ambiguity and Cor-
rectness.

For this evaluation, a randomly sampled repre-
sentative subset of Q&A pairs was manually re-
viewed for each level. Correct and non-ambiguous
examples are shown in table 5, meanwhile incorrect
and/or ambiguous examples are shown in table 4.
The evaluation criteria were defined as follows:

* Ambiguity (Question-level): A question was
marked as ambiguous if it met any of the fol-
lowing conditions:

1. The question was unclear or poorly for-
mulated.

2. The question was too general, allowing
multiple distinct answers to be consid-

ered valid.

. The question included vague or forbid-
den referents (e.g., “in this story”), which
are not self-contained or interpretable
without external context.

¢ Correctness (Answer-level): An answer was
marked as correct if it satisfied all of the fol-
lowing conditions:

1. It directly addressed the question being
asked.

It was factually accurate and faithful to
the content of the source document(s).

2.

. It was complete, providing all relevant
and necessary details to fully answer the
question.

For levels 4 through 8, the Q&A generation
process follows a slightly different paradigm: ques-
tions at these levels are intended to reflect the per-
spective of users with limited prior knowledge of
the subject matter. As a result, the evaluation crite-
ria were applied with a more relaxed interpretation.
Specifically:

* Questions were allowed to be more gen-
eral, provided they remained clear and self-
contained.

* Answers were not required to include every
possible detail, as long as they remained ac-
curate and sufficiently informative given the
context and intent.
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E Benchmark evaluation
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Figure 13: LLM-as-Judge comparison of RAG-QA ap-
proaches across question levels.
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Figure 14: LLMLogScore comparison of RAG-QA ap-
proaches across question levels.
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Group: Incorrect and/or non-ambiguous examples

Example 1

Q: What does the UBS Gold Credit Card offer for airport lounge access?

A: The card provides membership to Priority Pass for access to over 1300 lounges worldwide.
LEVEL: 5

ID: 99288f2fd571eb545bb18ba4b33caa31b6adb8eb7{6c92953b7665tae34fdc48

Ambiguity: No

Correctness: No - Answer is missing key detials, and therefore is uncomplete.

Source: 8b09

Example 2

Q: What is this "infrastructure investment" that you are talking about?

A: Infrastructure investment refers to investments in large-scale assets that are critical to economic
productivity, such as regulated utilities, transportation systems, power stations, and telecommuni-
cations capabilities. These investments are expected to provide a combination of steady income
and potential for capital appreciation. They are seen as resilient to macroeconomic and interest
rate pressures, offering diversification benefits and stable long-term cash flows. The document
highlights that infrastructure investments could be particularly timely due to fiscal initiatives like the
Inflation Reduction Act in the U.S. and the Green Deal in Europe, which may funnel investments
into infrastructure assets for years to come.

LEVEL: 4

ID: 70b7b8445c454663b7a9abb5420495910155266f6ed035657¢9¢823d93108c13

Ambiguity: Yes - the term "you are talking about" is ambiguous. The question includes a vague or
forbidden referent.

Correctness: Yes

Source: 2642

Example 3

Q: For UBS Commercial Credit Cards, what happens if the card is used for illegal purposes?

A: The use of the card for illegal purposes is prohibited.

LEVEL: 0

ID: 42142c0776£5e06328d75874d498712e1740d9t8f35fbcfd1c81cf03eeaaf70e

Ambiguity: Yes - The question is poorly formulated. It is unclear whether it refers to (1) the actions
a cardholder must take in the event of illegal card use, (2) UBS’s or holder response or liability in
such a case, or (3) the legal consequences for the cardholder. As written, it leaves room for multiple
interpretations.

Correctness: No - The answer do not address the question and it is not faithful to the content of the
source document, nor presents all the necessary detials.

Source: 2f9d

Table 4: Incorrect and/or non-ambiguous examples in our human evaluation.
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Group: Correct and non-ambiguous Examples

Example 1

Q: What is included in the UBS key4 Banking package?

A: The UBS key4 Banking package includes personal and savings accounts, debit and credit cards, and digital banking
services.

LEVEL: 5

ID: 0d43c3a2df5f78dc8704238b5e43c093e502be215¢8704dd88decde92ed62abl

Ambiguity: No

Correctness: Yes

Source: 6¢47

Example 2

Q: How do the investment strategies of the UBS Duo Saving and the UBS Fixed Term Deposit cater to different investor
needs?

A: The UBS Duo Saving caters to investors looking for both stability and growth by splitting investments between a
fixed-term deposit and an investment component, while the UBS Fixed Term Deposit is tailored for risk-averse investors
seeking security with a fixed interest rate. The Duo Saving states, the product aims to balance stability and growth, while
the Fixed Term Deposit is described as designed for risk-averse investors.

LEVEL: 6

ID: d975a031c131f7a4b050e84f42acf45f6fd27cfc6f3ae027a263f768073060de

Ambiguity: No

Correctness: Yes

Source: 059, 95be

Example 2

Q: What is the management fee per annum for the UBS Vitainvest Swiss 75 Sustainable U fund?
A: 1.20%

LEVEL: 0

ID: e88bf375f47e9bb251dcdeefcSeba2a0682b7f0cbdele477bd5426991d7c69bf

Ambiguity: No

Correctness: Yes

Source: eecl

Table 5: Correct and non-ambiguous examples in our human evaluation.



Approach level Q_count Illmjudge (std) Ilmlogscore bertscore_F1 squad_EM squad_F1
GFM-RAG 0 201  0.638 (0.010) 0.644 0.902 0.070 0.442
GFM-RAG 1 182  0.844 (0.005) 0.852 0.894 0.033 0.460
GFM-RAG 2 74 0.779 (0.023) 0.806 0.898 0.000 0.474
GFM-RAG 3 4 1.000 (0.000) 0.988 0.896 0.000 0.444
GFM-RAG 4 49 0.796 (0.033) 0.858 0.908 0.020 0.535
GFM-RAG 5 31  0.581 (0.000) 0.613 0.880 0.000 0.294
GFM-RAG 6 46  0.746 (0.037) 0.732 0.864 0.000 0.304
GFM-RAG 7 24 0.292 (0.000) 0.569 0.866 0.000 0.337
GFM-RAG 8 21 0.175 (0.059) 0.551 0.893 0.000 0.326
GraphRAG 0 201  0.647 (0.015) 0.676 0.904 0.035 0.434
GraphRAG 1 182  0.742 (0.027) 0.797 0.890 0.000 0.405
GraphRAG 2 74 0.410 (0.006) 0.622 0.911 0.000 0.463
GraphRAG 3 4 0.750 (0.204) 1.000 0.913 0.000 0.484
GraphRAG 4 49 0.211 (0.019) 0.856 0.908 0.000 0.429
GraphRAG 5 31 0.570 (0.040) 0.667 0.895 0.000 0.326
GraphRAG 6 46  0.203 (0.027) 0.588 0.897 0.000 0.452
GraphRAG 7 24 0.139 (0.052) 0.565 0.904 0.000 0.454
GraphRAG 8 21 0.159 (0.022) 0.570 0.889 0.000 0.383
RAPTOR 0 201 0.673 (0.009) 0.654 0.898 0.025 0.403
RAPTOR 1 182  0.835 (0.008) 0.835 0.887 0.027 0.399
RAPTOR 2 74 0.797 (0.029) 0.866 0.889 0.014 0.406
RAPTOR 3 4 0917 (0.118) 1.000 0.890 0.000 0.407
RAPTOR 4 49  0.776 (0.044) 0.954 0.889 0.000 0.429
RAPTOR 5 31  0.581 (0.026) 0.659 0.877 0.000 0.235
RAPTOR 6 46 0.500 (0.031) 0.690 0.865 0.000 0.285
RAPTOR 7 24 0.444 (0.104) 0.848 0.865 0.000 0.334
RAPTOR 8 21 0.476 (0.000) 0.851 0.888 0.000 0.358
Vector-RAG 0 201  0.673 (0.006) 0.652 0.904 0.035 0.441
Vector-RAG 1 182  0.808 (0.009) 0.830 0.889 0.027 0.420
Vector-RAG 2 74 0.824 (0.022) 0.828 0.888 0.000 0.412
Vector-RAG 3 4 0.833(0.118) 0.998 0.878 0.000 0.344
Vector-RAG 4 49  0.653 (0.050) 0.893 0.899 0.000 0.484
Vector-RAG 5 31  0.516 (0.000) 0.584 0.875 0.000 0.241
Vector-RAG 6 46  0.449 (0.041) 0.617 0.860 0.000 0.290
Vector-RAG 7 24 0.486 (0.071) 0.858 0.861 0.000 0.344
Vector-RAG 8 21 0.460 (0.045) 0.811 0.886 0.000 0.351

Table 6: System performance across question difficulty levels. Q_count indicates number of questions per level.
Evaluation metrics: llmjudge (LLM-as-judge accuracy), llmlogscore (log probability scores), bertscore_F1 (semantic
similarity), squad_EM (exact match), squad_F1 (token-level F1).
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F Prompts for generating level 4
questions

Prompt 1 : question generation prompt

system : You are client_profile_name: Here is the descrip-
tion of your profile: client_profile Ensure that you always
write in the style associated with your assigned profile.
user: Read the following markdown document describing
a banking product and generate a **simple, naive ques-
tion** about it. The question should be something a person
with **no prior knowledge of banking** might ask when
encountering this product for the first time. Assume the
person has **little to no financial expertise** and is gen-
uinely curious about basic concepts. **Guidelines for the
question:** - It should be **basic and straightforward**,
avoiding complex financial terminology. - It should reflect
**genuine curiosity**, as if someone is trying to under-
stand the very basics. - The question **must explicitly ref-
erence the banking product** (e.g., *"a savings account"*,
*"this type of loan"*, *"this investment plan"*) instead of
using vague words like "this" or "it." - The answer **must
be found within the document**—do not ask questions
unrelated to the content. - Do **not** add explanations
or extra context—**just generate the question**. Wrap
the question with the «Q» and «/Q» tags. ### Banking
Product Description (Markdown Format): ““‘markdown
banking_markdown “

Prompt 2 : answer generation prompt

system: Your task is to: 1. Read the provided markdown
document describing a banking product, and the provided
question. 2. First, answer the question using the informa-
tion from the markdown document. Wrap the answer with
the «A» and «/A» tags. 3. If it’s not possible to answer
given the document, answer with «A» No answer «/A».
user: ### Banking Product Description (Markdown For-
mat): “‘markdown banking_markdown “‘ ### Question:
question

Prompt 3 : quotation generation prompt

system: Your task is to: 1. Read the provided markdown
document describing a banking product, and the provided
question. 2. Provide a quotation from the document that
answers the provided question. When quoting, wrap the
quotation with «Quot» and «/Quot» tags. 3. If no quotation
answers the question, answer with «Quot» No quotation
«/Quot».

user:### Banking Product Description (Markdown For-
mat): “‘markdown banking_markdown “* ### Question:
question
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Abstract

This work aims to gather and analyze data for
text-based fraud detection using data from fi-
nancial disclosures — specifically, the Manage-
ment’s Discussion and Analysis (MDA) sec-
tions of 10-K reports submitted to the US Secu-
rities and Exchange Commission. We provide
a comprehensive overview of the process for
creating the data set and introduce the resulting
data set as an open-source resource for future
research in the financial natural language pro-
cessing domain. We subsequently train a range
of machine learning and deep learning classi-
fiers on the MDA text, intending to provide
reasonable baselines for future researchers and
to offer insight into the nature of fraudulent dis-
closures and how such data can be effectively
used for uncovering fraud.

1 Introduction

Getting involved in financial crimes might be
one of the most lucrative propositions, financially
speaking. In 2024 alone, around $3.1 trillion cir-
culated through the global economy, with $782.9
billion being used in drug trafficking, $346.7 billion
in human trafficking, and $11.5 billion in terrorism
financing due to financial crimes (Nasdaq Verafin,
2024). Fraud, of course, comprised a notable share
of that money, with an estimated loss of $485.6
billion due to fraud in 2023 alone (Nasdaq Ver-
afin, 2024). Naturally, with the amount of money
implicated in financial crimes, the number of stake-
holders is not scarce — be it regulators, law enforce-
ment, firms, or companies. It is well-documented
that more often than not, the more synergistically
stakeholders work to prevent financial crimes, the
more likely they succeed (Nasdaq Verafin, 2024).
The focus of this research is not financial crimes
as a whole but rather fraud, which is a complex phe-
nomenon with different facets. According to the
Association of Certified Fraud Examiners’ (ACFE)
Report to the Nations (Association of Certified

Fraud Examiners, 2024), most fraudulent activities
were uncovered by tips from individuals involved
or adjacent to the fraud. Considering the finan-
cial damage caused by it, the necessity to improve
mechanisms for the detection of financial crimes
— and with it, fraud — is obvious. According to
the ACFE and Black’s Law Dictionary, it can be
broadly defined as “any activity that relies on decep-
tion to achieve a gain" and becomes a crime when,
in layman’s terms: “you lie to deprive a person
or organization of their money or property.". For
the purposes of understanding the concept further,
the definitions and categorizations of the ACFE are
being adopted here.

Contributions. The main contribution of this
work is to provide (to the best of our knowledge)
the first publicly available data set of (specific sec-
tions of) 10-K reports alongside labels indicating
fraudulent behavior. To enable other researchers to
replicate or extend our work, we provide transpar-
ent descriptions of the data scraping and labeling
processes, release our source code, and make the
data available. We provide baseline results for a
given data split motivated by specific temporal char-
acteristics of fraud. Our entire code and the created
data set are publicly available:

* Scraper: https://github.com/aminmous/
fraud-webscraper

* Code: https://github.com/aminmous/
fraud-analysis

e Data: https://doi.org/10.5281/zenodo.
17121948

2 Related Work

The Management Discussion and Analysis (MDA),
which is the 7th section of an annual report sub-
mitted to the U.S. Securities and Exchange Com-
mission (SEC), is unique in that the information
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Figure 1: Visualizing the significance of fraud in 10-K

reports: Development of the share of fraudulent reports in

our newly curated data set over time, both in the raw (left) and in the final, filtered version (right).

contained in it is up to management’s discretion
and that it is subjective. Unlike other sections, it
is not standardized in its structure and content and
has thus been studied and scrutinized as a source of
information — either by investors to gain an advan-
tage over just evaluating tabular financial data or
by researchers to evaluate, whether it can provide
insights beyond what is concretely put to paper.
Ultimately, firms are run by humans, humans are
subject to their own biases and emotions, and why
shouldn’t this be reflected in MDAs?

Classical Machine Learning. The potential in-
formation content of MDAs is supported by work
such as by Feldman et al. (2010), where the authors
conclude that tone changes in MDA sections in
both yearly (10-K) and quarterly (10-Q) reports are
associated with market reactions in the short term.
Hence, market participants can gauge short-term
fluctuations based on the “nonfinancial" content of
a report. (Durnev and Mangen, 2020) reveal that
the MDA section of the 10-K report has influence
over investment and disclosure decisions of other
companies, especially in related industries, which
suggests that the market not only affects but is af-
fected by MDAs. (Holder-Webb and Cohen, 2007)
determine that the quality of the disclosure is in-
fluenced by the level of stress that the companies
are experiencing. It is therefore plausible to as-

sume that the MDA section of the 10-K report is a
good candidate to analyze and use as a basis to gain
insights into the state of a firm and its management.

Our work is primarily inspired by Hoberg and
Lewis (2017), whose work represents one of the
pioneering works in the field of textual analysis of
non-financial data and its relationship to fraud. The
authors show that MDAs are an “informative set-
ting for understanding fraud” by first showing that
firms produce abnormal MDAs compared to their
ISA (short for "Industry, Size and Age") peers!,
and secondly, by showing that fraudulent firms pro-
duce abnormal disclosures compared to their own
in years where they did not commit fraud. They
also used (tabular) accounting data from COMPUS-
TAT in conjunction with the MDA as text input and
the fact that an AAER (short for "Accounting and
Auditing Enforcement Release") was filed against
the firm as a label for fraud. The AAER is a public
document issued by the SEC that details the illegal
findings of an investigation concerning a civil law-
suit brought by the SEC against a company, public
or private, and/or individuals. AAERs contain valu-
able information about the nature of the fraud, such

Industry peers are defined as firms with the same two-digit
Standard Industrial Classification (SIC) codes: The first two
digits define the major industry group (e.g., 25 = Furniture and
Fixtures), the first three digits define the industry group (e.g.,
252 = Office Furniture), and the full four-digit code specifies
the detailed industry (e.g., 2521 = Wood Office Furniture).

149



as the involved parties, the scope of misconduct,
the duration of the fraud, and the violated statutes.

LLM-based Approaches. A methodologically
more advanced, albeit theoretically not as extensive,
paper that starts to bridge the gap between the work
of Hoberg and Lewis (2017) and the modern NLP
methods available today for textual analysis is the
work by Bhattacharya and Mickovic (2024). The
main difference here is the use of BERT (Devlin
et al., 2019), instead of topic modeling or senti-
ment analysis, to analyze MDAs and classify firms
as fraudulent or not. The authors also use a data
set that combines 28 quantitative financial features
from COMPUSTAT with textual data from MDA
sections of 10-K filings, and identify fraudulent
outcomes using AAER enforcement data. The data
set spans the years 1994 to 2013 and focuses on
detecting a single category (accounting fraud). Be-
sides BERT, the authors use LDA with 78 topics,
selected by maximizing the AUC on their valida-
tion set over a range of 10 to 150 topics.

Shortcomings. What unifies all these different
works is their lack of publicly available code and
data, serving as the main motivation for our work
of transparently constructing a benchmark data set
for further experimentation in financial NLP.

3 Data Set Construction

3.1 Creating Firm-Year Observations

Firm-years are the unit of observation in the work
of (Hoberg and Lewis, 2017); they represent the
MDA sections of 10-K reports along the time
dimension. We use the same nomenclature to
describe the observations in our data. Although no
open-source data set is available, the SEC provides
a public database called the EDGAR system,
which contains all filings submitted to the SEC
dating back to 1994, with full coverage starting in
1997 (Hoberg and Lewis, 2017). It can be accessed
through web scraping, albeit with some limita-
tions.? Each company is assigned its own unique
ten-digit SEC identifier, known as the Central
Index Key (CIK), with a specific form type in mind,
a URL form can be submitted via https://www.
sec.gov/cgi-bin/browse-edgar?action=
getcompany&CIK=cik&type=formtype&dateb=
&owner=exclude&count=40&search_text=. By

2Requests are capped at 10 per second (U.S. Securities and
Exchange Commission, 2023). Violating this policy results in
a 10-minute ban from the server.

replacing the formtype with “10-K" and cik with
the CIKs from the JSON list of CIKs from the
SEC’s website?, access to all types of 10-K forms
was enabled.* We developed a crawler based
on the Scrapy library.’ The crawler extracted
the .txt version of the filing, as this format
was consistently available in a structured format
for all periods. It has a standardized header (cf.
Figure 2, further details on the extracted variables
are provided in Appendix A), providing useful
additional information.

<SEC-DOCUMENT>0000320193-24-000123.txt : 20241101
<SEC-HEADER>0000320193-24-000123.hdr.sgml : 20241101
<ACCEPTANCE-DATETIME>20241101060136

ACCESSION NUMBER: 0000320193-24-000123
CONFORMED SUBMISSION TYPE: 10-K
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Figure 2: 10-K header in . txt filing (U.S. Securities
and Exchange Commission, 2024)

Regex extraction was not feasible due to incon-
sistencies in the filings and structural changes, such
as the introduction of item 7(a) in 1997, despite im-
provements to prior regex-based methods used in
the work of Bhattacharya and Mickovic (2024).
As aresult, we turned to the SEC API (SEC API,
2025), a multifaceted (commercial) tool that oper-
ates similarly to the official SEC’s API in that it
allows users to access filing metadata. However, it
also offers the additional capability of extracting
specific sections from a set of filings.°

3.2 Labels

In most contemporary research, the labels are taken
from the (closed-source) USC Marshall School of

3https://www.sec.gov/files/company_tickers.json

*Crawling in this manner also yields various other types of
10-K forms (cf. Appendix B), as they share the same prefix.

>https:/d /en/latest/

ps://docs.scrapy.org/en/lates

®Filings before 2002 are less standardized due to the ab-
sence of Sarbanes-Oxley (SOX), making MDA extraction via
the SEC API less reliable for those years.
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Business AAER data set, which can be purchased
at several price points depending on the type of
user. The data set contains 4,278 AAERs, with
1,816 cases of firm misstatements issued from 1982
to 2021 (University of Southern California, 2021).
A non-exhaustive list of AAERs on the SEC’s web-
site’. Each AAER is numbered, with the latest
one posted on the website (as of May 19, 2025)
being AAER-4568. AAERs can be issued against
all types of entities, even individuals, and 3,317
were available as of May 19, 2025. After filtering
to include only enforcement actions taken against
companies using the SEC API, the number of rele-
vant AAERs was reduced to a reasonable starting
point of 1,223. As only public companies are re-
quired to file 10-K reports, we had to apply an
additional review and filtering.

Inclusion Criteria for Fraudulent Firms and
Fraud Periods. We separated public from non-
public companies by applying two main checks to
each case: first, whether the company had a CIK;
and second, if so, whether it had ever submitted a
periodic filing required of public companies (10-
K or 10-Q). Companies that had only submitted
10KSB (Deloitte Development LLC, 2008) forms
before 2007 were not accepted as valid cases. If no
10-K or 10-Q was filed during the fraud period, the
firm was not accepted as a valid case. For all valid
cases, we recorded the CIK to link firm-years to
corresponding labels and to enable integration with
other datasets. As CIKs may vary over time, often
due to a corporate split or restructuring, we use
the CIK that corresponded to the periodic filings
during the fraud period. Furthermore, we require
the accounting enforcement action to specifically
mention the firm as the perpetrator, meaning the
firm had to be listed as a respondent and identified
in the legal violations.

In rare cases, it was difficult to determine which
specific firm was involved in an enforcement action
due to ambiguous names and overlapping corporate
structures. These ambiguities were resolved by ex-
amining filing patterns, such as joint submissions
and matching CIKs in the 10-K headers. As men-
tioned, the fraud period often had to be deduced,
and in some cases, the exact period could not be de-
termined. Expecting the precise start and end dates
of the fraud to be stated is often unrealistic and adds
additional complexity to the requirements. Trading

"https://www.sec.gov/enforcement-litigation/accounting-
auditing-enforcement-releases
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off precision against practicality, we approached
the timeline in terms of quarters and fiscal years®,
ensuring our data also supports research involving
10-Q reports. We further distinguish between cases
where the fraud period was mentioned explicitly
and those where it was not.

Vague Cases. If the AAER stated that the fraud
began at the “beginning” of a year, it was marked
as starting in the first quarter. If it said “middle”,
the fraud began at the halfway point of the year.
If it said “end”, it began in the final quarter. If
the AAER referred to a “fiscal year” rather than a
calendar year, the same rules applied, but based on
the company’s fiscal quarters. If no specific timing
was mentioned rather just the years where it had
been committed, the fraud start was approximated
as the beginning of the fiscal year, and the end was
set to the end of that fiscal year. This approach
allowed aligning fraud periods with the reporting
periods in periodic filings. All such cases were
classified as vague in terms of identifying the start
and end dates.

Specific Cases. In some AAERs, specific quar-
ters were mentioned as the fraud start or end period.
In others, the AAER stated that the fraud began in
the “period ending” a specific quarter — these entire
quarters were marked as fraudulent. If an AAER
said that the company “was fraudulently reporting”
for a specific year or fiscal year, the entire fiscal
year was marked as fraudulent. To distinguish these
more precisely defined cases and also those men-
tioning a specific month as start and end date from
vague ones, we included a certainty indicator in the
data set (certainty_start and certainty_end).
Cases with vague timing were marked with a 0,
and specific cases with a 1. As with all binary
variables in the label data set, 1 corresponds to
the affirmative, and O to the negative. To ensure
proper integration with the firm-year data set, the
start and end dates of fraud were aligned with the
reporting dates, not the filing dates. This deci-
sion supported the goal of aligning fraud periods
with the timing of financial reports. In some rare
cases, the AAERs mentioned more than one fraud
period. If the periods did not overlap, two separate
fraud cases were created — even if they originated
from the same AAER. If the periods overlapped
but involved distinct types of fraudulent activity,

8The fiscal year refers to the 12-month reporting cycle and
may not align with the calendar year.
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the case was likewise split into two cases based on
the statutory violations cited in the AAER.

Violations. The SEC, as a regulatory body, de-
rives most of its authority from the Securities Act
of 1933 and the Securities Exchange Act of 1934.°
It has the authority to enforce these acts and to take
action against firms that violate them. The legal
violations detailed in the AAERs are also included
in our data set to provide information that may
be useful for other purposes. In doing so, we do
not record all violations mentioned in the AAERs,
but only those specifically perpetrated by the firm
in question — excluding those against individuals
or unrelated entities named in the same AAER.
Moreover, if a firm persistently fails to meet its
periodic filing requirements, the SEC may revoke
its Exchange Act registration under Section 12(j)
of the Exchange Act (U.S. Congress, 1934). This
is a rare occurrence and is recorded in the data
set via the variable revoked, which notes the date
(month and year) the registration was revoked. To
enrich the data set further with a more structured
understanding of fraud, the ACFE fraud classifica-
tion introduced in Section 1 is also included. This
categorization includes corruption, asset misappro-
priation, and financial statement fraud.

CIK Discrepancies. While merging the data sets,
our earlier suspicion was confirmed: the CIK list
provided on the SEC website is neither exhaustive
nor immutable. The number of available CIKs
varies depending on when the JSON file (com-
pany_tickers.json) is accessed. The CIK list used
for crawling was obtained on May 8, 2025, selected
solely because it contained the largest number of
keys compared to the other lists at our disposal.
This list includes 7,900 unique CIKs out of 10,132
total entries. In contrast, the labels data set contains
534 unique CIKs across 570 observations, 342 of
which were not present in the CIK list used to crawl
the firm-year data. This discrepancy increases by
eight when comparing the CIKs in the firm-year
data set with those in the labels data set, as the
number of unique CIKs in the firm-year data set
shrinks to 5,169 due to crawling issues. As a result,
we decided to separately crawl firm years using
the CIKs from the labels data set, yielding 10,764
firm-year observations. After merging both sources

The purpose of the Securities Act is primarily to ensure
transparency and fairness before the initial issuance of securi-
ties, while the Exchange Act is more concerned with regulat-
ing the trading of securities in the secondary market.

and removing duplicates, the final data set com-
prised 94,922 firm-year records. For the sake of
reproducibility, the list of CIKs used to crawl the
firm-year data set is included in the GitHub.

Data Merging. After generating firm-year
records and compiling fraud labels, we were
left with two distinct data sets: one containing
84,203 firm-years crawled using the SEC’s CIK
list, and another with 10,764 firm-years crawled
using CIKs from the labels data set. Additionally,
the labels data set contained 570 fraud-labeled
observations. Merging these data sets was made
significantly easier by relying on the Central
Index Key (CIK), as merging based on company
names would have required a fuzzy matching
algorithm to resolve inconsistencies. The purpose
of the labels data set was to add a binary fraud
indicator to the firm-years, which could then be
expanded with associated metadata variables. The
reporting_date denotes the end of the fiscal year
to which a report pertains, and it should correspond
to the fiscal_year_end field included in the
firm-year data set. A firm-year was labeled as
fraudulent if its reporting_date fell within a
fraud period listed in the labels data set. However,
using this criterion alone would overlook cases
in which fraudulent activity extended beyond
the end of a fiscal year. To account for ongoing
irregularities, any fiscal year in which the fraud
period ended was also labeled as fraudulent.
It is worth noting that a more precise labeling
procedure could be achieved by merging the labels
with a “firm-quarter” data set. To support future
refinements, the individual raw data sets (the
labels, firm-years from the CIK list, and firm-years
from the labeled data set) are provided along with
this thesis. The script used to merge these data
sets is also included in the electronic appendix. In
instances where a firm had overlapping or multiple
fraud periods (as indicated by multiple entries
in the labels data set), corresponding firm-year
entries were duplicated, each reflecting distinct
fraud-related metadata.

4 Descriptive Analysis

4.1 Full Data Set

The raw data set comprises n = 89,453 observa-
tions and p = 57 variables. A full description of
all variables is provided in Table 2 in Appendix D.
It includes filings from 5,508 unique CIKs, which
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approximately correspond to the number of dis-
tinct firms contained in the data set. Some CIKs
have been dropped when extracting firm-years due
to their integration into other filings, such as in
cases where they are subsidiaries. These filings
span 33 years, from 1992 to 2025, with an average
of 16 and a median of 13 filings per company. It
is important to note that the data set includes not
only standard 10-K filings but also amended filings
and late filings. As a result, some firms may ap-
pear overrepresented due to multiple amendments
or corrections, a pattern that is common among
the most frequently appearing ones. The most fre-
quently occurring firm in the data set is "Old Repub-
lic International Corporation”, headquartered in
Chicago, with a total of 81 filings (due to numerous
amended reports).

Geographical Distribution. The data set con-
tains firms located in 2,157 different cities, cov-
ering all 50 US states, D.C., three US territories
(Guam, Puerto Rico, the Virgin Islands), Canadian
provinces, and several other countries. In total,
these firms span 158 unique jurisdictions, includ-
ing both US states and international regions. In
terms of legal incorporation, firms are registered
across 91 different jurisdictions. Notably, in 61,881
instances, the state of incorporation differs from
the state in which the firm is headquartered, with
Delaware being by far the most common state of
incorporation (cf. Figures 4a and 4b, Appendix E).

New York City has the highest number of fil-
ings and also hosts the greatest number of dis-
tinct firms. It accounts for more than twice the
number of filings as the second-ranked city, Hous-
ton, and over three times as many unique firms
(cf. Figures 5a and 5b, Appendix E). Interestingly,
although Chicago and Atlanta are among the top
cities by total filings, but not in terms of the num-
ber of distinct firms, suggesting a higher turnover
of firms or a smaller presence of legacy corpora-
tions. At the state level, California surpasses New
York in both total filings and the number of distinct
firms (cf. Figures 6a and 6b, Appendix E). This is
likely attributable to California’s large population
size, GDP, economic diversity, and concentration
of large corporations spread across numerous cities.
As previously mentioned, Delaware dominates as
the primary state of incorporation, both in terms
of the total number of filings and the number of
incorporated firms.

Industry Distribution. The data set spans 412
distinct industries, classified by four-digit Standard
Industrial Classification (SIC) codes. The most
common industry by number of filings is Pharma-
ceutical Preparations (SIC 2834), with a total of
5,265 filings. This industry also ranks highest in
terms of the number of distinct companies (cf. Fig-
ures 8a and 8b, Appendix E). It is important to note
that the SEC does not always provide a SIC code
in the header of each filing, not even the SIC code
9999, which represents a general-purpose category
for firms that do not fit into any other industry. Fil-
ings with missing SIC codes span a wide variety
of industries and account for 1405 filings, ranking
11th in group size. The smallest fraction of the data
pertains to Wholesale Trade - Furniture and Home
Furnishings (SIC 5020), with only 2 filings across
2 distinct companies (cf. Figure 8c, Appendix E).
Aggregating the data by major industry groups re-
veals further insights. Consistent with the top spe-
cific industry, Major Group 28 (Chemicals and
Allied Products) ranks highest by both filings and
number of companies. However, Business Services
(Major Group 73) emerges as the second most com-
mon major group in both dimensions, indicating its
significance across the corporate filing landscape.
When aggregated even further to the division level,
Division D (Manufacturing) dominates the data set
in both total number of filings and companies. This
division includes Major Group 28 and captures a
wide range of manufacturing-related industries (cf.
Figures 7a, 7b, 9a, and 9b, Appendix E).

Finally, several data quality issues were identi-
fied in several filings, such as a filing by Coeur
D’Alene Mines Corporation, which operates in the
Gold and Silver Ores industry. This filing was in-
correctly tagged with SIC code 1044, which does
not correspond to any valid industry classification.
Four filings were listed with SIC Code 0, which
does not exist, including two filings from Enron
Oil & Gas Company which should correspond to
SIC 1311, one from BP Prudhoe Bay Royalty Trust
which should correspond to 2911 and one filing
from National Health Laboratories Holdings Inc.
which should correspond to sic 8071. These exam-
ples suggest the presence of additional misclassi-
fications in the data, some of which may be unde-
tectable unless the SIC code is invalid or missing.

Filing Types and MDAs. Among all filing types
present in the data, the standard 10-K form is by
far the most prevalent (77,851 filings), followed



by the amended 10-K/A version (12,642 filings)'°
and other smaller, negligible categories (cf. Fig-
ure 10, Appendix E). Across all filings, the MDA
sections have an average word count!!' of 8,340
and a median of 6,981, indicating a right-skewed
distribution. Some outliers are substantially longer,
with the longest MDA comprising 188,443 words.
As shown in Figure 3, not only does the number
of filings in the data set increase over time, but
also the average and median word counts. This
trend is likely driven by enhanced standardization,
improved digitization of EDGAR filings, and the
SEC’s continued efforts to refine filing procedures
and document formatting. This enhanced filing
quality also allows the parser to work more effec-
tively and extract MDA sections more reliably.

Another important consideration is the presence
of filings that do not contain substantive content,
e.g., only the word “omitted" in the MDA section,
while others refer the reader to other sections or
separate documents. After manually inspecting a
sample of such cases, filings with MDAs below
a threshold of 200 words were considered non-
substantive and were excluded from the analysis.'?
After filtering, the data set containing the substan-
tive MDAs comprises 68,894 MDAs. The distribu-
tions of word and character counts for these texts
are visualized in Figure 13 (Appendix E).

4.2 Fraudulent Cases

Turning to the subject of fraud, approximately 2.9%
of all filings in the data set are labeled as fraudulent.
This corresponds to 2,598 fraudulent filings out of
a total of 89,453 (cf. Table 3, Appendix F). Af-
ter filtering out the illegitimate cases (as described
above), the proportion of fraudulent filings slightly
decreases to 2.3%, amounting to 1,596 fraudulent
entries (cf. Table 4, Appendix F). The distribution
of word counts in these legitimate fraudulent filings
is illustrated in Figure 14 (Appendix E). The high-
est number of fraudulent filings occurred around
the year 2001, peaking at 213 filings (cf. Figure 1).
This spike coincides with the aftermath of the dot-

1 Amended filings (10-K/A) typically result from the need
to correct errors, clarify previously misstated information, or
respond to regulatory or legal issues. Although not all amend-
ments are associated with fraud, they often reflect irregularities
in the original reports. For this reason, MDA sections from
amended filings are excluded from the subsequent analysis.

""Word counts were computed after the following prepro-
cessing steps: Lower-casing, removal of stopwords, URLs,
HTML tags, extraneous whitespace or non-textual symbols.

"2This results in two versions of the data set, one with all
the observations and one with only the substantive MDAs.

com bubble, a period of excessive speculation in
internet-related companies during the late 1990s.
A second notable peak is observed around 2010,
corresponding to the fallout of the 2008 global fi-
nancial crisis, which led to the failure of major
financial institutions and exposed widespread cor-
porate malfeasance. During this period, fraudulent
activity again surged, with regulators uncovering
misconduct across various industries. Following
the 2010 peak, the number of detected fraud cases
declined steadily.

Time Delay and Duration. This decline, how-
ever, is likely not indicative of an actual reduction
in fraud, but rather reflects the inherent lag in de-
tection and enforcement. Regulatory bodies such
as the SEC typically take several years to investi-
gate and build cases against firms. As such, any
recent misconduct, such as potential fraudulent ac-
tivity during the COVID-19 pandemic, may not
yet be reflected in the data. This time lag between
fraudulent activity and its detection is evident in
the distribution of detection delays. As shown in
Figures 11a and 11b (Appendix E), the average
time from the start of fraud to its detection is ap-
proximately 6.5 years. Further, the average time
from the end of the fraudulent activity to its pub-
lic exposure is about 3.5 years. This delay arises
not only because fraud is difficult to detect, but
also due to the time-consuming nature of build-
ing a legal case. On average, fraudulent activity
spans approximately three years, as illustrated in
Figure 12 (Appendix E).

Fraud by Industry. When analyzing fraud
across industries, the ones with the highest rates
of fraudulent filings are not necessarily the most
common. As illustrated in Figure 15 (Appendix E),
SIC 7372 (Services—Prepackaged Software)ranks
fourth in terms of overall filing frequency, yet it ac-
counts for the highest numbers of fraudulent filings.
This aligns with historical trends, as the dot-com
bubble era (late 1990s) was characterized by signifi-
cant corporate fraud in the technology and software
sectors. The industry with the highest proportion
of fraudulent filings relative to total filings is SIC
2020 (Dairy Products). While the absolute number
of fraud cases in this industry is low, its relative
fraud rate is the highest among all SIC codes. This
highlights how less visible or prominent sectors
can still exhibit high relative risk. The major group
with the highest fraud proportion is Major Group
51: Wholesale Trade—Nondurable Goods (cf. Fig-
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Figure 3: Mean and Median MDA Word Count Over Time with Filing Count

ure 16, Appendix E), while Business Services is the
group with the highest absolute number of fraud
cases, consistent with its high representation across
the data set. At the division level, a similar discrep-
ancy appears. Division D (Manufacturing) contains
the most fraudulent cases in absolute terms'?, while
the division with the highest fraud rate is Division
F (Wholesale Trade), which includes Major Group
51. These patterns suggest that while some sectors
are more prone to frequent fraud due to their size,
others exhibit disproportionately high risk relative
to their footprint in the data.

Fraud Geography. When examining the geo-
graphical distribution of fraud in terms of abso-
lute counts, the most fraudulent state is Califor-
nia, which aligns with its overall dominance in
the number of total filings. However, when mea-
sured by fraud rate, Luxembourg stands out (4 out
of 23 filings; cf. Figure 18, Appendix E). At the
city level, the highest fraud rate is found in Pem-
broke, Bermuda, a notable offshore financial cen-
ter,'* while New York City leads in terms of abso-
lute numbers, which aligns with the high density
of financial institutions headquartered there — in-
stitutions that have historically been implicated in
numerous financial misconduct cases. The most
common state of incorporation for fraudulent firms
is Delaware, which should not come as a surprise
given that it is the most common state of incorpo-

P Excluding unknowns, which also might be an indicator
of the inconsistencies in the fraudulent filings compiled.

"4This ranking includes only cities with at least 10 filings,
as smaller sample sizes prohibit robust conclusions.

ration overall. New Brunswick (Canada) exhibits
the highest rate, with 5 out of 27 filings flagged as
fraudulent (cf. Figure 20, Appendix E). Taken to-
gether, these findings provide a nuanced geograph-
ical portrait of corporate fraud in the data. While
certain regions naturally have higher counts due
to their economic prominence, some lesser-known
jurisdictions display disproportionately high fraud
rates. Nevertheless, these results must be inter-
preted with caution, as fraud overall remains a rela-
tively rare event in the data, and high fraud rates in
small regions are often based on few observations.

5 Experimental Results

Exemplarily, we use all data until 2008 for train-
ing and test on all data from the year 2011. We
did abstain from using more current data due to
delays in fraud detection and the comparably low
amount of data in current years. Given that the
median post-fraud detection delay is approximately
3.2 years, all models are tested on data that is at
least three years in the future relative to the train-
ing data. A further reason for separating training
and testing data temporally is that disclosures in-
herently have temporal characteristics. Extract-
ing the MDA texts works increasingly well over
time due to the enhanced standardization, and the
rate of non-substantive fraudulent MDA sections
is higher in earlier filings. We consider standard
metrics such as accuracy, precision, recall, F1, and
the AUC! to provide a point of reference — es-

SAUC does not adequately reflect performance in imbal-
anced settings; Our main evaluation metric is the F1-Macro.



Random Forest XGBoost No Fraud / Fraud

Input Features

Precision Recall F1-Macro AUC Accuracy Precision Recall F1-Macro AUC Accuracy Train Set Test Set
Tabular 0.79 0.64 0.68 0.71 0.97 0.61 0.65 0.63 0.72 0.95 2722671700 2935/86
Word Count 0.51 0.52 0.51 0.52 0.97 0.50 0.54 0.31 0.55 0.41 16695/937 2344 /64
Sentence Embeddings 0.49 0.50 0.49 0.67 0.97 0.54 0.52 0.53 0.65 0.96 16695/937 2344 /64
ModernBERT 0.49 0.50 0.49 0.62 0.97 0.50 0.50 0.50 0.61 0.96 16695/937 2344/ 64
29 LDA Topics 0.49 0.50 0.49 0.68 0.97 0.53 0.59 0.53 0.66 0.89 8032/307 2344/64
75 LDA Topics 0.49 0.50 0.49 0.64 0.97 0.53 0.55 0.54 0.64 0.94 8032/307 2344/64
100 LDA Topics 0.49 0.50 0.49 0.59 0.97 0.54 0.56 0.55 0.62 0.94 8032/307 2344/64

Table 1: Macro-Averaged Classification Metrics for Random Forest vs. XGBoost Across Input Representations.
Differences in the sizes of the training sets result from the exclusion of the invalid cases, which are only present for
the model trained on tabular data. For LDA, only 2004 to 2008 were used for training (due to the amount of data).

pecially for comparison with the work of (Bhat-
tacharya and Mickovic, 2024). An overview of
the results is presented in Table 1, where we com-
pare Random Forest (Breiman, 2001) to XGBoost
(Chen and Guestrin, 2016)) trained on different
input features: tabular data only, word counts, sen-
tence embeddings (all-MiniLM-L6-v2; Reimers
and Gurevych, 2019), ModernBERT embeddings
(answerdotai/ModernBERT-base; Warner et al.,
2025), and LDA topics (inspired by Hoberg and
Lewis, 2017). Overall, the performance across all
evaluation metrics is worse than that achieved with
the tabular data baseline, showing that classifiers
based on only text-based inputs struggle severely.
This impression is further supported by the full
classification reports in Table 5 (Appendix G).

6 Conclusion

The Achilles heel of any fraud analysis is the
scarcity of fraud cases, which significantly ham-
pers efforts to gain meaningful insights. There-
fore, it is essential not only to aggregate extensive,
high-quality data but also to involve the right com-
petence regarding analytical methods and domain
knowledge. We see our work as an important auxil-
iary means for providing domain experts with high-
quality data. Innovative analytical methods are vi-
tal as tools to assist experts in combating fraud and
broader financial crime effectively. Hence, using
the latest technology, such as large language mod-
els, is an important step in advancing this endeavor.
Fraud detection is a balancing act, often involving
inherently imbalanced data where invasive mon-
itoring is difficult without compelling evidence,
making false positive claims is particularly costly,
and misallocating resources due to incorrect fraud
predictions can negatively affect firms, employees,
and the fraud detection process itself. Ultimately,
this work aims to provide valuable insights and
especially resources to anyone interested in under-

standing and analyzing the complexities of fraud
detection.

Limitations

Despite we hope to have provided a valuable re-
source for fellow researchers working in the area
of financial natural language processing, we are
aware that our data set does not come without short-
comings: (1) As already mentioned a few times
throughout the main part of this paper, we can not
be entirely sure about the correctness of all CIKs;
while some errors can be (relatively) easily be de-
tected, further error correction would require do-
main knowledge beyond our expertise. (2) Given
that only detected cases of fraud (positives) can be
labeled as such, this positions this data set in the
realm of positive-unlabeled (PU) learning, as we
can not be sure whether negatives (cases labeled
as no fraud) are actually not fraudulent or whether
they were just not detected. This shortcoming has
neither been addressed in previous work nor is it
reflected in our baseline results; we leave the ap-
plication of PU learning techniques to this data for
future work.

The exclusive reliance on SEC enforcement re-
ports raises another concern regarding common
source bias. Both the texts and the metadata, mean-
ing all inputs, are collected from a single source
and have not been supplemented with data from
elsewhere. Moreover, since none of us has had
direct contact with the SEC, we cannot assess the
systematic deficiencies over time that may have
influenced the data available on EDGAR and the
SEC website. Nevertheless, these limitations still
deserve to be acknowledged.
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Appendix
A Format of the 10-K filings

Information in the 10-K headers (highlighted in red,
Figure 2), in the following order of appearance:

* Conformed Period of Report - Report period
* Filed as of Date - Date the report was filed
¢ Company Conformed Name
* Central Index Key - Unique identifier
¢ Standard Industrial Classification (SIC)
* State of Incorporation
* Fiscal Year End - format: mmdd
* Form Type - Type of filing (cf. Appendix B)
* City - City of the company
* State - State/foreign country of the company
B Further 10-K Variants
The different types of annual reports are as follows:
* 10-K - Standard annual report
* 10-K/A - Amended annual report
* 10-K405 - Late annual report
* 10-K405/A - Amended late annual report
* 10-KT'° - Transition annual report

* 10-KT/A - Amended transition annual report

!%Transitional reports are filed in cases where, e.g., firms
merge and the first report after the merger is submitted outside
the required reporting period of one of the merging firms.

C Regex Pattern for MDA -Extraction

Item 7 Start Pattern

r*it[\sJ*xem[\sI*7[\.\s]*manag[\s]
*e?[\s]xment[\s\'-I*x[\w\s\'-1{0@,10}
(discussion[\sJ]*and[\s]*analysis|
narrative[\sJ]*analysis)"”

Matches various flexible formats of the sec-
tion header for Item 7, it allows for:

— Optional whitespace or punctuation be-
tween characters (e.g., “Item 7.” or “Item
7 Management’s”)

— Variations like “management” or mis-
spelled/malformed variants

— Up to 10 characters between “manage-
ment” and “discussion” to tolerate OCR
noise/alternative phrasings

— Matches either “discussion and analysis”
or “narrative analysis”

Search Phrases

the following discussion

this discussion and analysis

should be read in conjunction
should be read together with

r"the following management[\s\'-]
*s discussion and analysis”
Flexible punctuation or possessive formatting.

r.” (? : \ll [A\H]_'_?\H)([AH]*\H [/\\H]+?\”){4, }ll
A complex pattern that identifies sequences
of four or more quoted strings.

r'"\b(?2:\w+) (?:\s*,\s*x\w+){3, }\b"
Matches sequences of at least four comma-
separated words.

Item 8 End Pattern

e r"item[\s]*8[\.\s]xfinancial statements

D

and supplementary data”
Allows optional whitespace or punctuation
between “Item 8” and the section title.

Variable Overview



Table 2: Variable Descriptions in the MDA-Fraud Dataset

Variable

| Description

Firm-Years: Variables Scraped & Parsed from Annual Reports (10-K)

cik

name

city

state

sic
incorp_state
filing_type
fye
filing_date
reporting_date
url

mda
late_filing
transition_filing
amend_filing

Central Index Key (unique company identifier)
Company name

City

State

Standard Industry Classification number

State of incorporation

Filing type

Fiscal year end

Date the 10-K was filed

Period the 10-K reports on

URL to the filing

Management Discussion and Analysis section (text)
Indicates a 10-K405 (late filing)

Indicates a 10-KT (transition report)

Indicates amended 10-K (any 10-K ending in /A)

Labels: Variables from Labels Dataset

dateTime
respondents
fraud_start
fraud_end
revoked
certainty_start
certainty_end
17a

17a2

17a3

17b

5a

5b1

5¢c

10b

13a

12b20

12b25

13a1

13a10

13a11

13a13

13a14

13a15

13a16

13b2A

13b2B

13b5

14a

14c

30A

Date and time of the AAER

Names of respondents in the AAER

Beginning date of the fraudulent period (mm-yyyy)

End date of the fraudulent period (mm-yyyy)

Revokation date of Exchange Act registration (mm-yyyy)
Binary indicator: certainty regarding fraud start date
Binary indicator: certainty regarding fraud end date

17(a) Securities Act violation

17(a)(2) Securities Act violation

17(a)(3) Securities Act violation

17(b) Securities Act violation

5(a) Securities Act violation

5(b)(1) Securities Act violation

5(c) Securities Act violation

10(b) Securities Exchange Act violation

13(a) Securities Exchange Act violation

Section 12b rule 12b-20 Securities Exchange Act violation
Section 12b rule 12b-25 Securities Exchange Act violation
Section 13a rule 13a-1 Securities Exchange Act violation
Section 13a rule 13a-10 Securities Exchange Act violation
Section 13a rule 13a-11 Securities Exchange Act violation
Section 13a rule 13a-13 Securities Exchange Act violation
Section 13a rule 13a-14 Securities Exchange Act violation
Section 13a rule 13a-15 Securities Exchange Act violation
Section 13a rule 13a-16 Securities Exchange Act violation
13(b)(2)(A) Securities Exchange Act violation

13(b)(2)(B) Securities Exchange Act violation

13(b)(5) Securities Exchange Act violation

14(a) Securities Exchange Act violation

14(c) Securities Exchange Act violation

Foreign Corrupt Practices Act violation

(Continued on next page)




Variable Description

100a2 100(a)(2) Regulation G of Securities Act violation
100b 100(b) Regulation G of Securities Act violation
19a 19(a) violation under Investment Company Act
105c7B 105(c)(7)(B) violation under SOX

corruption Binary indicator of corruption

amis Binary indicator of asset misappropriation

fsf Binary indicator of financial statement fraud
fraudulent Binary indicator of fraud

MDA counts

char_count Character count of the MDA text

word_count Word count of the MDA text

word_density

Number of characters per word

160
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Time Distribution
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Figure 11: Fraud Detection and Post-Fraud Detection Delays
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Top 10 Cities by Fraud Rate F Data Set Statistics

Year Fraudulent Count Filings Count Fraudulent Fraction

Fraud Rate
o o o o o =
o N » o ® o

1992 0 6 0.000

1993 8 370 0.022

1994 15 496 0.030

. . . e . . P 1995 24 1039 0.023

i 2 ¢ = E % ¢ 5 - 1996 60 1597 0.038

2 ¢ < 5 ¢ 3§ " gy : 1997 101 1771 0.057

: 0z~ T 3 2 - 1998 120 1806 0.066

g 3 ) © ° 8 1999 162 1926 0.084

e 2 2000 204 2058 0.099
¥z 2001 213 2083 0.102

city 2002 185 2107 0.088

2003 140 2085 0.067

(a) Top 10 Cities by Fraud Rate 2004 128 2277 0.056

Top 10 Cities by Fraud Count 2005 102 2190 0.047

2006 83 2144 0.039
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150 2008 84 2726 0.031
2009 97 2840 0.034

g 121 2010 107 2886 0.037
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Figure 19: Top Fraud Cities 2025 0 162 0.000

Table 3: Fraudulent Cases by Year (Full Dataset)

Top 10 Incorporation States by Fraud Rate Year  Fraudulent Count Filings Count  Fraudulent Fraction

1993 0 113 0.000
01751 1994 3 147 0.020
0150 1995 9 410 0.022
1996 27 730 0.037
0.125 | 1997 47 849 0.055
e 1998 59 955 0.062
3 0100 1999 79 1053 0.075
£ sl 2000 99 1171 0.085
2001 114 1230 0.093
0.050 2002 105 1281 0.082
2003 88 1354 0.065
0.025 { 2004 72 1446 0.050
2005 70 1558 0.045
0.000 P e @& @ ® v ¢ & o o 2006 56 1630 0.034
Incorp State 2007 52 1694 0.031
2008 57 2011 0.028
(a) Top 10 Incorp States by Fraud Rate 2009 61 2171 0.028
Top 10 Incorporation States by Fraud Count 2010 72 2217 0.032
2011 64 2408 0.027
1600 2012 65 2478 0.026
1400 2013 49 2576 0.019
2014 52 2672 0.019
1200 2015 49 2825 0.017
-+ 1000 2016 59 2977 0.020
g 2017 53 3083 0.017
3 800 2018 46 3210 0.014
= w00 2019 39 3392 0.011
2020 21 3644 0.006
400 2021 17 4152 0.004
2022 10 4364 0.002
200 2023 2 4432 0.000
0 2024 0 4444 0.000
I 2 SO R AN R 2025 0 157 0.000
Incorp State
(b) Top 10 Incorp States by Fraud Count Table 4: Fraudulent Cases by Year (Filtered Dataset)

Figure 20: Top Fraud States of Incorporation
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G Full Results

Random Forest

XGBoost

Input Type Class Support
Precision Recall F1-Score AUC Accuracy Precision Recall F1-Score AUC Accuracy
0 (Non-Fraud) 098 099 099 - - 098 097 098 - - 2935
1 (Fraud) 060 028 038 - - 025 033 028 - - 86
Tabular - - - 071 097 - - - 072 095 3021
Macro Avg 079 064 068 - - 0.61 065 063 - - -
Weighted Avg 097 097 097 - - 096 095 096 - - -
0 (Non-Fraud) 097 092 095 - - 098 040 057 - - 2344
1 (Fraud) 004 012 006 - - 003 069 006 - - 64
Word Count - - - 052 097 - - - 055 04l 2408
Macro Avg 051 052 051 - - 050 054 031 - - -
Weighted Avg 095 090 093 - - 095 041 0.55 - - -
0 (Non-Fraud)  0.97 100 099 - - 097 099 098 - - 2344
| (Fraud) 000 000  0.00 - - 0.11 006 008 - - 64
Sentence Embeddings _ _ _ 0.67 0.97 _ _ _ 0.65 0.96 2408
Macro Avg 049 050 049 - - 054 052 053 - - -
Weighted Avg 095 097 096 - - 095 096 096 - - -
0 (Non-Fraud)  0.97 100 099 - - 097 099 098 - - 2344
1 (Fraud) 000 000  0.00 - - 003 002 002 - - 64
ModernBERT - - - 062 097 - - - 061 096 2408
Macro Avg 049 050 049 - - 050 050 050 - - -
Weighted Avg 095 097 096 - - 095 096 095 - - -
0 (Non-Fraud)  0.97 100 099 - - 098 090 094 - - 2344
1 (Fraud) 000 000  0.00 - - 007 028 012 - - 64
29 LDA Topics - - - 068 097 - - - 066  0.89 2408
Macro Avg 049 050 049 - - 053 059 053 - - -
Weighted Avg 095 097 096 - - 095 089 092 - - -
0 (Non-Fraud)  0.97 100 099 - - 098 097 097 - - 2344
1 (Fraud) 000 000  0.00 - - 009 012 010 - - 64
75 LDA Topics - - - 064 097 - - - 064 094 2408
Macro Avg 049 050 049 - - 053 055 054 - - -
Weighted Avg 095 097 096 - - 095 094 095 - - -
0 (Non-Fraud)  0.97 100 099 - - 098 096 097 - - 2344
1 (Fraud) 000 000  0.00 - - 0.11 016 0.3 - - 64
100 LDA Topes - - - 059 097 - - - 062 094 2408
Macro Avg 0.49 0.50 0.49 - - 0.54 0.56 0.55 - - -
Weighted Avg 095 097 096 - - 095 094 095 - - -

Table 5: Results Comparison: Random Forest vs XGBoost across Different Input Representations
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Synthesizing Behaviorally-Grounded Reasoning Chains: A
Data-Generation Framework for Personal Finance LLMs

AKkhil Theerthala
Perfios Software Solutions

Abstract

Personalized financial advice requires consid-
eration of user goals, constraints, risk toler-
ance, and jurisdiction. Prior LLM work has
focused on support systems for investors and fi-
nancial planners. Simultaneously, numerous re-
cent studies examine broader personal finance
tasks, including budgeting, debt management,
retirement, and estate planning, through agen-
tic pipelines that incur high maintenance costs,
yielding less than 25% of their expected finan-
cial returns. In this study, we introduce a novel
and reproducible framework that integrates rel-
evant financial context with behavioral finance
studies to construct supervision data for end-to-
end advisors. Using this framework, we create
a 19k sample reasoning dataset and conduct a
comprehensive fine-tuning of the Qwen-3-8B
model on the dataset. Through a held-out test
split and a blind LLM-jury study, we demon-
strate that through careful data curation and
behavioral integration, our 8B model achieves
performance comparable to significantly larger
baselines (14-32B parameters) across factual
accuracy, fluency, and personalization metrics
while incurring 80% lower costs than the larger
counterparts.

Keywords: Financial Datasets; Personal Fi-
nance; Reasoning Models;, Large Language
Models

1 Introduction

Legal counseling, healthcare, and finance are
among the numerous high-stakes domains in which
personalized advice is essential. However, the de-
velopment of this personalized advice is fraught
with obstacles, requiring substantial investments
and years of human expertise. Recent research ef-
forts have thoroughly investigated automated deci-
sion support systems in various areas, emphasizing
their cost-effectiveness. In the financial sector, a
variety of support systems have been investigated,
with a particular emphasis on asset recommenda-
tions and investment predictions. (Sanz-Cruzado
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et al., 2024; Luo et al., 2025; Takayanagi et al.,
2023)

Recent advances in large language models
(LLMs) have shown effective performance in act-
ing as decision support systems for investors
(Gupta, 2023) and financial planners (Huang et al.,
2024). The core advantage of natural language gen-
eration presents these automated support systems
with a unique advantage that was never available
in previous applications. This advantage has re-
peatedly shown its power in linguistic tasks such
as streamlining complex financial narratives from
extensive documents, corporate discourses, news
sources, and social media.(Gueta et al., 2025; Lee
and Lay-Ki, 2024) The utility of these models is
also being explored in Time series (Liu and Jia,
2025) and Financial reasoning applications (Liu
et al., 2025).

Notwithstanding this capability, recent research
indicates that no model excels across all financial
task categories, which include text summarization,
sentiment analysis, causal analysis, forecasting,
and text classification (Matlin et al., 2025). It
has been demonstrated that attaining robust per-
formance frequently necessitates the utilization of
large, expensive models, thereby constraining the
practicality of these solutions. Due to these in-
herent limitations and the complexity of financial
advisory, many studies focusing on broader finan-
cial decision systems have preferred an agentic
approach over training financial domain-specific
language models. (Okpala et al., 2025; Joshi, 2025;
Takayanagi et al., 2025a)

Although the initial agentic frameworks focused
on answering simple inquiries,(Lakkaraju et al.,
2023) recent studies have accelerated the devel-
opment of these systems to provide practical and
actionable advice to the end user (Takayanagi et al.,
2025b; Okpala et al., 2025). These agents can now
dynamically interact with users and can assist in
various tasks such as recommendation, question an-
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swering, search, and customer profiling. (Li et al.,
2024; Takayanagi et al., 2025a; Han et al., 2024)

Although agentic systems demonstrate potential
in providing tailored financial advice, their efficacy
is hindered by considerable constraints, including
the integration with legacy systems, compliance
with data security regulations, and high inference
costs. (Cemri et al., 2025; Wang et al., 2025).
In support of these concerns, a recent study by
(Meimandi et al., 2025) illustrates that a confluence
of technical and cost-related factors hinders these
applications from realizing even 25% of their an-
ticipated returns. This research also establishes an
important differentiation: success in benchmarks
does not necessarily equate to success in deploy-
ment. In practical terms, these proactive financial
advisors frequently encounter a swift deterioration
in performance within a matter of months following
their implementation, attributable to the inherent
volatility of real-world conditions. Concurrently,
studies show that the extent of personalization is
often limited by the volume of context and informa-
tion that can be supplied to an agent, impacting the
overall performance. (Zhou et al., 2025; Winder
et al., 2024)

One of the direct ways to address these limita-
tions is to tune a model with a domain-specific
context that integrates financial, behavioral, and
psychological information. This work aims to close
this gap by providing a reproducible framework to
generate financial advice through a well-structured
chain-of-thought. In particular, the framework
constructs supervision data to train models to (a)
provide personalized guidance for users’ financial
dilemmas, (b) reliably apply core financial knowl-
edge, and (c) recognize and mitigate user-side be-
havioral biases by integrating behavioral and his-
torical evidence.

To address these limitations, we propose a
novel, data-centric framework for synthesising
behaviorally-grounded reasoning chains. Rather
than relying on complex agentic architectures, our
approach directly bakes financial, behavioural, and
psychological knowledge into the training data it-
self. Crucially, we treat the inference of the user’s
psychological state not as an afterthought, but as
a standalone, foundational phase in the reasoning
chain. This design choice is directly motivated by
recent findings that users’ trust and engagement
are heavily influenced by the persona of the ad-
visor (Takayanagi et al., 2025a), not just the raw
accuracy of its advice. By isolating and explic-
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itly modelling this psychological dimension, our
framework ensures that personalisation and empa-
thetic framing are intrinsic to the model’s reasoning
process, leading to more effective and trustworthy
financial guidance.

It should also be considered that although re-
cent agentic frameworks respond based on real-
time knowledge; most of these knowledge sources
need to be manually curated (Aggarwal and Singh,
2024). In addition to this, we should note that
most of the recommendations needed for general
financial advice do not require real-time financial
knowledge. Instead, this advice needs an agent
that can inherently retrieve the relevant informa-
tion from its memory. We address this problem
by carefully crafting a chain-of-thought section to
retrieve the financial context relevant to the query.

Recent studies have shown that inherent biases
often limit users’ ability to make many wealth-
making financial decisions. (Baker et al., 2017;
Agrawal, 2012) These biases are highly variable
and often depend on the age, experience and lo-
cation of the user. Many financial agents do not
directly address these biases when providing finan-
cial advice to the user. In this study, we have tried
to integrate these biases into the reasoning model’s
natural chain-of-thought to tune the final responses
towards acknowledging and addressing these bi-
ases.

Each stage of chain-of-thought generation is ver-
ified by a set of Large Language Model juries that
rank various generations and pick the best version
suitable for the user queries. We used this frame-
work to generate a 19k sample dataset, which is
used to finetune a Qwen-3-8B model. This model
is then compared to models of similar sizes to de-
termine the impact of this framework.

This paper introduces a principled, data-centric
framework as a step toward smaller, more trust-
worthy personal finance LLMs, and we outline its
use as a backbone policy within agentic workflows
to thin planning chains and lower orchestration
cost—an evaluation we defer to future work.

2 Related Works

The application of automated systems to finan-
cial advice is not a new undertaking. Prior to the
widespread adoption of large language models, re-
search focused on applying classic techniques such
as collaborative filtering and case-based reasoning
to well-defined domains such as loan and insurance



policy recommendation, as surveyed by Zibriczky
(2016). However, the advent of powerful LLMs
has opened new frontiers and presented a distinct
set of challenges and approaches.

Much of the recent literature has focused on
benchmarking the capabilities of general-purpose
LLMs on a range of isolated financial tasks. For in-
stance, a comprehensive study by Hean et al. (2025)
evaluated leading models such as ChatGPT and
Claude against standardized financial literacy ques-
tionnaires covering diverse topics from mortgages
to taxes. While their findings show that newer
models are consistently improving and can achieve
high accuracy on specific topics, they also reveal
significant limitations, concluding that LL.Ms still
struggle to provide accurate responses for com-
plex financial queries. This highlights a critical
performance gap: off-the-shelf models are often
insufficient for the nuanced demands of holistic
financial advice.

To overcome the limitations of single models
and address more complex, multi-step planning,
a significant body of research has shifted towards
developing sophisticated agentic workflows. A re-
cent survey by Ding et al. (2024) provides a com-
prehensive overview of this landscape, categoriz-
ing these systems into distinct architectural pat-
terns such as reflection-driven and debate-driven
agents. A clear example is the work of Okpala et al.
(2025), who designed "agentic crews" composed
of multiple specialized LLM agents, such as data
scientists and compliance checkers, to automate
the entire financial modelling and risk manage-
ment pipeline. While powerful, such multi-agent
systems demonstrate significant architectural com-
plexity and high maintenance costs. Furthermore,
research into these conversational agents has re-
vealed significant risks; Takayanagi et al. (2025a)
found in a user study that participants often placed
more trust in a confident, "extroverted" agent even
when it provided lower-quality advice, highlighting
the potential for these complex systems to mislead
inexpert users.

We argue, however, that the primary bottleneck
is not architectural complexity, but the inherent
irrationality of the models themselves, necessitat-
ing a data-centric approach. This need is rooted
in the tendency of LLMs to amplify human cog-
nitive biases. The groundbreaking work of Zhou
et al. (2025) introduced a comprehensive frame-
work based on behavioral finance to demonstrate
that LLMs exhibit significant financial biases, such
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as anchoring and overconfidence. Their crucial
finding that fine-tuning on financial data can some-
times exacerbate these irrational tendencies under-
scores the profound risks of using uncurated data.
This is supported by empirical studies exposing a
significant "product bias" in leading LL.Ms (Zhi
et al., 2025) and by findings that LL.M-generated
advice systematically increases portfolio risk by
reinforcing investment biases such as geographi-
cal concentration and trend chasing (Winder et al.,
2024). Taken together, these findings reveal that a
model’s pre-trained knowledge is an unreliable and
potentially risky foundation for financial advice.

Therefore, our work addresses a critical gap.
While large-scale financial language models like
FinGPT, which continuously ingest real-time mar-
ket data to update and adapt the underlying model
(Yang et al., 2023; Wang et al., 2023; Zhang et al.,
2023; Liu et al., 2023), have been proposed, our
approach differs fundamentally in its core contribu-
tion. Whereas such work focuses on scaling model
capacity and live data ingestion, our work intro-
duces a novel and reproducible methodology for
creating the supervision data itself. By integrat-
ing the relevant financial context with behavioral
finance studies, we construct a high-quality reason-
ing dataset designed to train smaller, more efficient
end-to-end advisors that are grounded in sound,
unbiased principles from their inception.

3 Dataset construction

3.1 Data Collection and Processing

Our first step was to collect a large pool of real-
world finance questions. Reddit (Reddit, [2025])
proved ideal as a source of complex scenarios
that span the breadth of personal finance do-
mains—from debt consolidation and retirement
planning to tax optimization and insurance deci-
sions. The platform’s subreddits, particularly r/per-
sonalfinance, which receives hundreds of thousands
to millions of user queries, contain authentic scenar-
ios that capture the intricate, multi-faceted nature of
real financial decision-making, providing the sce-
nario diversity essential for training comprehensive
advisory models.

To comply with Reddit’s terms and conditions,
we exclusively utilized publicly available archived
data from posts prior to June 2023, ensuring all col-
lected queries were ethically sourced and properly
de-identified.

After ingestion, we filtered the raw corpus in two



Table 1: A detailed breakdown of the dataset generated via our proposed framework. This table presents the
distribution of approximately 19k samples across eight distinct categories of personal finance. Each category
includes key metrics, such as the average token count for the initial query, the generated chain-of-thought
delineating the reasoning steps, and the final answer.

Avg. Avg. Avg.
Category Description Count  Query CoT Response
Tokens Tokens Tokens
Debt Management & Credit Strategies for debt reduction (e.g. snow- 5175 215776 628.30 393.69
ball, avalanche), credit-score improve-
ment, and loan analysis.
Retirement Planning Strategies, income-needs analysis, bene- 3286  198.10  648.28 407.02
fits optimization (e.g. 401(k), pensions)
and withdrawal strategies.
Tax Planning & Optimization Tax-minimization strategies, under- 3019 18296  630.20 397.81
standing deductions and credits, and
investment-tax implications.
Investing & Wealth Building Investment strategies based on risk tol- 2994 200.16  653.54 402.98
erance, diversification, asset allocation,
and long-term growth.
Budgeting & Cash-Flow Management Creating budgets, tracking expenses, 2503  221.53  628.71 394.47
managing income streams, and improv-
ing cash flow.
Insurance & Risk Management Assessing insurance needs (life, health, 1035 213.86  621.53 389.65
property), understanding policies, and
managing financial risks.
Savings & Emergency Funds Strategies for building savings, establish- 638 177.18  652.25 382.95
ing emergency funds, and goal-based
saving.
Estate Planning & Legacy Wills, trusts, inheritance considerations, 196 21690 653.47 409.06

and minimising estate taxes (accounting

for regional variations).

stages:

* Topical validity — retained posts that con-
tained an explicit, answerable personal fi-
nance question (e.g., budgeting, credit, re-
tirement), discarding generic news, advertise-
ments, or off-topic commentary.

* Contextual clustering — grouped seman-
tically similar posts and removed near-
duplicates to reduce noise.

This pipeline yielded 405k unique questions. We
sampled 19k representative queries that span eight
thematic categories. Table 1 contains the detailed
description of the final dataset generated using the
framework. The entire 405k-item corpus remains
available for future scaling. Details about prompt
templates and specific instructions used in each
phase of the generation framework are presented in
Appendix A.1.

3.2 Generation methodology

On a high level, the dataset generation framework
can be divided into two parts: (i) chain-of-thought
generation and (ii) response generation.

Our chain-of-thought generation is divided into
four major phases, as illustrated in Fig. 1. This
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modular approach helps us focus on developing
an independent rubric for each phase while giving
the ability to stitch them together as a coherent
chain-of-thought.

3.2.1 Query Analysis

The issue with natural language inquiries is the po-
tential inconsistency of the information supplied to
the model. There may be significant redundancy,
or essential information may be hidden at times.
Thus, the initial stage of answer creation, the ques-
tion analysis phase, serves as a fundamental step in
which the user’s question is deconstructed into its
essential components. This is required to ascertain
the (i) primary conflict from the user’s input; (ii)
the principal players in the dilemma; and (iii) the
essential financial facts to address the inquiry. This
facilitates the optimization of subsequent cognitive
processes while remaining aligned with the user’s
inquiry.

3.2.2 Context Analysis

Context analysis (Modular RAG). After intent
parsing, we assemble a compact evidence pack via
a modular RAG framework (Gao et al., 2024) built
on two self-curated corpora snapshotted through
February 2025: (i) a financial corpus of ~600k
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Figure 1: Dataset generation pipeline. Four modular chain-of-thought phases feed into final response generation.
Each phase includes LLM-jury validation (not shown) to ensure quality.

tokens—practical sources such as Investopedia
and a Bogleheads snapshot (Investopedia, 2025;
Bogleheads, 2025) covering core concepts (e.g.,
retirement accounts, debt-repayment strategies),
plus curated summaries of policy changes for ma-
jor U.S. credit-card products and other consumer-
policy/market updates; and (ii) a behavioral cor-
pus of ~300k tokens—research and practitioner
write-ups spanning psychology of risk, investor
behavior, behavioral portfolio theory, behavioral
asset pricing, psychological effects of debt, and
generational differences.

Candidate chunks are retrieved with
text-embeddings-3-large (OpenAl, 2025b)
(top-25), re-ranked with all-MinilM-L12-v2
(Sentence-Transformers, 2021), and the top-15
are condensed by gemini-2.0-flash (Google, 2025;
Team et al., 2025a) to remove residual noise and
unify terminology. The streamlined context and
the user query then feed the downstream reasoning
stage. Further details are provided in Appendix B.

3.2.3 Psychological Cue identification

In parallel to context identification, a psychological
cue identification module is run to identify cues
from the text. We extract the overall sentiment of
the text, the primary emotions identifiable from
the choice of words in the query, and the level of
certainty present in the information. Using these
cues, we try to generalize a set of communicative
intents that might be behind the user’s query. By
breaking down the assessment into four distinct
categories, the process ensures a comprehensive
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evaluation of the user’s intent. This intent is utilized
to direct the final response into a tone that is most
suitable for the user, rather than directly providing
them a monotonous response.

To operate the cue-identification at scale, and in
line with the prior studies which demonstrate that
state-of-the-art large language models outperform
human annotators in judgment tasks(Boji¢ et al.,
2025; O’Leary, 2025), we adopt an LLM-based
framework for cue identification similar to the other
stages in the framework.

3.2.4 Response Formulation

The final phase of the chain-of-thought is a distinct
response formulation phase, in which we synthe-
size a set of instructions, consolidating information
from all preceding phases. This produces a set of
directives that must be adhered to throughout the
response-generation phase.

3.3 Response generation

A conclusive response is formulated to address the
user’s inquiry, utilizing the previously optimized
stages of information. This concluding comment
is based on the financial context presented and is
articulated in a suitable tone for the user.

3.4 Data Validation

Given that various open and proprietary LLMs au-
tomate numerous generations, there is a clear ne-
cessity to assess and authenticate their outputs. We
employed a series of juries, specifically gemini-2.0-
flash and 04-mini (OpenAl, 2025a), to evaluate and



rank various generations for each phase. Each juror
assessed the created information within a three-
shot evaluation framework, ultimately selecting the
highest-ranked response for subsequent generation
jobs.

4 Evaluation

To test whether our dataset enables practical deci-
sion support, we fine-tune Qwen-3-8B (Yang et al.,
2025) for five epochs and compare it with baselines
of similar size.

We perform an additional assessment of the per-
formance using two separate held-out datasets. We
employ these methods to assess the quality of the
responses through both quantitative and qualitative
measures.

4.1 Quantitative Evaluation

To assess the quantitative performance of the mod-
els, we utilize a held-out dataset comprising 500
distinct queries across various categories of per-
sonal finance. Ground truths were produced by the
generation framework presented in Section 3.2 (not
the fine-tuned model) prior to training and validated
by independent jurors. Following the ground-truth
generation, we calculate the BERTScore (Zhang
et al., 2020) using the Qwen-3-8B-embeddings
(Zhang et al., 2025) model to assess the seman-
tic accuracy of the responses. We also calculate
the BLEURT (Sellam et al., 2020) score to assess
the fluency (or) human-likeness of the responses,
respectively. The quantitative scores of various
models utilized in this evaluation are detailed in
Table 2.

Our 8B model achieves semantic accuracy com-
parable to leading baselines, including Gemma3-
27B/12B and Mistral-24B. In particular, our model
surpasses these larger models by approximately
3-5% in human-likeness and fluency. This indi-
cates a reduced deviation from ground-truth data
and enhanced fluency signals compared to models
twice its size.

4.2 Qualitative Evaluation

To complement reference-based metrics and, criti-
cally, to assess the model’s generalization capabili-
ties, we run a list-wise blind LLM-jury ranking on
504 queries that were entirely held out and unseen
during the training phase. These test queries were
collected from a subsequent time period to ensure
no data contamination. Meanwhile, all the candi-
dates were zero-shot generated in their respective
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Model BERTScore © BLEURT
Gemma3-27B-IT
(Team et al., 2025b) 0.7142 0.4374
Gemma3-12B-IT 0.7139 0.4390
Mistral-24B-2501
(Mistral Al 2025b) 0.7133 0.4464
QWQ-32B (Qwen. 2025) 7069 0.4452
(reasoning)
DeepSeek-Qwen-14B
(reasoning)
(DeepSeekAl 2025) 0.7069 0.4513
Ours (8 B) 0.7000 0.4600
Llama-3 8B (Meta, 0.6881 0.4547
2024)
Mistral-7B v0.3 0.6650 0.4501

(Mistral Al 2025a)

Table 2: Automatic evaluation on the 500-query test set.
Bold marks the best score in each column; higher is
better.

default inference settings to get their best perfor-
mance. This setup allows us to evaluate whether
our fine-tuned model has merely learned to mimic
the training data or if it has successfully internal-
ized a generalizable framework for the response
generation that can be applied to novel user prob-
lems.

To mitigate familial bias and leakage, we ex-
cluded judges from model families used anywhere
in our pipeline. In particular, Gemini models were
omitted because they were used during dataset gen-
eration/validation, and Qwen-family judges were
omitted because the system under test is Qwen-8B.
A few otherwise suitable judges were also excluded
for cost reasons. The final judge pool comprises
models from unrelated families; none overlapped
with training or data-creation components.

For each query, every judge sees all k
anonymized candidates simultaneously (no ground
truth and no model identities) and returns a full
ranking; candidate order is uniformly randomized
per replicate. We use two main judges, namely
DeepSeek-V3-0324 (DeepSeek-Al et al., 2025) and
Kimi-k2 (AI, 2025). Kimi-k2 is run three times,
and DeepSeek-v3-0324 is run five times on inde-
pendently shuffled anonymized candidate orders
for each query to reduce possible biases. These
judges were chosen in order to avoid same-family
bias prevalent in modern LLM-judge studies.



Table 3: Rank correlations between judge sets (higher is
better). 7 measures how often the judges agree with A >
B, and p measures how closely the full rank lists track.

Metric Kendall’s 7 Spearman’s p
Plausibility 0.6183 0.7711
Accuracy 0.6183 0.7635
Relevance 0.6910 0.8264
Overall 0.6429 0.7904

The rankings are converted to Borda

points(Saari, 2023) and averaged across judges
and replicates to obtain the representative score
of a response. We receive the ranking judgments
according to three criteria, namely their financial
accuracy, plausibility, and relevance to the query,
and report the aggregate Borda scores in Fig.2.
Whereas Appendix C.1 presents the in-depth
analysis of the evaluation results.

To examine rank consistency between the judge
sets, we compute Kendall’s 7 and Spearman’s p
over per-query model ranks. Kendall’s 7 assesses
pairwise order agreement (do both judges prioritize
model A above model B?). Spearman’s p assesses
how closely the complete ranked lists move to-
gether and penalizes significant rank differences.
We observe 7 ~ 0.62-0.69 and p ~ 0.76-0.83
(overall 7 = 0.64, p = 0.79), indicating substantial
agreement. The consistently higher p than 7 sug-
gests disagreements are mostly local swaps rather
than wholesale reorderings. Relevance demon-
strates the strongest alignment (7 = 0.691, p =
0.826). Table 3 shows 7 and p for each metric and
overall.

Our experimental results demonstrate that a well-
curated, behavior-tuned finance dataset can elevate
an 8B open model to achieve performance parity
with models two to three times its size, thus validat-
ing the practical utility of our framework. Details
about the entire training environment and settings
are presented in Appendix D.

4.3 Qualitative Analysis and Error Patterns

Analysis of the 504 held-out responses reveals con-
sistent patterns across the three evaluation dimen-
sions. When models produce inaccurate responses,
they typically also exhibit degraded reasoning qual-
ity—accuracy and plausibility failures often co-
occur. However, relevance remains relatively inde-
pendent; responses can stay on-topic and address
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B3 accuracy
Z3 plausibility
B relevance

6

Figure 2: LLM-jury evaluation on 504 unseen subreddit
queries: stacked bars show Borda-average scores for
accuracy (blue), plausibility (orange), and relevance
(green); taller bars indicate stronger overall preference.
Our 8 B system (fourth from left) outperforms all other
sub-14 B models and approaches the 27 B-32 B
leaders. The y-axis represents the average Borda points
a model has received.

user constraints even when containing factual er-
Tors Or poor reasoning.

Strengths. The model consistently produces
well-structured responses with clear headers, se-
quential action steps, and appropriate empathetic
framing. It reliably extracts user-specific details
(monetary amounts, timelines, constraints) and in-
corporates them into tailored advice. Responses
typically acknowledge emotional context before
providing practical guidance—a pattern that en-
hances perceived helpfulness.

Failure Modes. The primary weakness is factual
hallucination, particularly for jurisdiction-specific
regulations and tax details. The model occasion-
ally generates plausible-sounding but incorrect
specifics (e.g., non-existent grant programs, out-
dated tax brackets). These errors are most frequent
in regulation-heavy domains (taxes, insurance) and
least common in general planning tasks (budgeting,
debt management).

Implications. While the model maintains strong
structural and empathetic qualities across all re-
sponses, factual grounding remains the key bottle-
neck. This suggests that adding targeted retrieval
for regulatory information and calculation verifica-
tion would yield the highest marginal improvement.
Even with current limitations, the model’s consis-
tent task alignment and user-responsive framing
provide practical utility for non-critical advisory
scenarios.



4.4 Cost Analysis

Beyond performance metrics, practical deploy-
ment requires careful cost consideration. Table
4 presents a comprehensive cost analysis of the
model produced by our framework against several
baselines, comparing hosting infrastructure, infer-
ence latency, and total operational expenses.

Our data-centric approach delivers exceptional
cost efficiency in the personal finance domain. By
enabling a compact 8B model to achieve perfor-
mance competitive with much larger systems, our
method facilitates at least an 80% reduction in op-
erational costs when compared to baselines with
over 12B parameters. This dramatic cost reduc-
tion stems from targeted behavioral integration and
principled data construction, rather than sheer com-
putational scale.

The efficiency translates to practical deployment
advantages: at a hosting cost of $0.8 per hour
and an average inference time of 34.15 seconds,
our model enables responsive financial advisory
services without prohibitive infrastructure require-
ments. These results validate the effectiveness of
our novel data generation framework. They demon-
strate that by carefully integrating financial and
behavioral signals into training data, it is possible
to create competent, domain-specific models that
are also economically viable. This presents a com-
pelling approach for developing production-ready
financial advisory tools that do not rely solely on
expensive, large-scale models.

5 Future Works

We will advance this research by first determin-
ing the optimal path for global scaling: either fi-
nalizing a US-optimized pipeline for systematic
market porting or—contingent on high-precision
detection of regional signals (e.g., currency sym-
bols, policy terminology, and spelling conven-
tions)—implementing a Mixture-of-Experts (MoE)
framework. In the latter case, a shared backbone
model will process universal financial logic while
lightweight regional experts handle localized nu-
ances. This core model will deploy as a backbone
policy within a thin agentic stack, minimizing la-
tency and cost by resolving queries internally and
invoking external tools (e.g., regulatory databases
or fact-checking APIs) only for uncertainty reso-
lution. We will rigorously measure resulting cost-
latency trade-offs across regions. Rather than addi-
tional supervised fine-tuning, we will treat financial
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advice generation as an alignment problem, test-
ing preference-based optimization (e.g., DPO/IPO)
to refine outputs and deploying rule-based com-
pliance layers to enforce regulatory fidelity, bias
mitigation, and tone consistency. Success will be
quantified through targeted evaluations of safety,
compliance adherence, and user trust metrics.

6 Conclusion

Our research establishes a data-centric framework
that enables an 8B-parameter model to achieve se-
mantic fidelity and human-likeness on par with,
and sometimes exceeding, 27-32B baselines in our
held-out evaluations and blind LLM-jury study. On
a 500-query test, the model outperforms Gemma3-
27B by 5% on BLEURT and is competitive on
BERTScore, with only a 2% difference; jury rank-
ings show the 8B system approaching the 27-32B
leaders. These gains stem from three synergistic
components: explicit psychological cues, retrieval-
augmented grounding, and a thin agentic execu-
tion layer. The modular design supports incremen-
tal extension (e.g., regional experts with minimal
retraining). While geographic scope, behavioral
depth, and privacy safeguards remain limitations,
this work offers a cost-aware backbone for stand-
alone personal-finance assistants and a viable alter-
native to monolithic cloud deployments—Ileaving
a precise cost/latency audit to future work.

Limitations

Several aspects of our work leave room for future
improvements. First, our study is limited to in-
quiries sourced solely from Reddit, which may
overlook other demographics and query formats,
suggesting a need for more diverse data sources.
Second, our 19k sample dataset, though sufficient
for proof-of-concept, lacks the scale and diversity
needed to cover the full spectrum of real-world
personal finance scenarios. Future work should ex-
pand the corpus with varied sources beyond Reddit
to improve generalization. Third, our psycholog-
ical analysis remains rudimentary, deriving only
basic sentiment from phrases rather than incorpo-
rating enhanced psychological indicators such as
risk tolerance or financial stress through specialized
surveys or transfer learning from clinical datasets.
Finally, our framework’s scope excludes tasks be-
yond core natural language processing, particularly
multi-modal data processing and reasoning capa-
bilities, which represent critical areas for future



Table 4: Cost and Inference Performance Analysis for Deployment. Total costs reflect the expense to infer 504
queries from the test set, with each model benchmarked using four concurrent requests.

Model Size (GB) Endpoint Cost GPU Inference Time Total Time Total Cost
($/h) (s/query) (h) %
QWQ-32B 65.0 3.8 4x1L4 167.86 5.82 22.33
Gemma3-27B 46.4 2.5 1xA100 64.34 2.23 5.63
Gemma3-12B 20.0 1.8 1xL40S 58.26 2.02 3.67
Ours (8B) 16.4 0.8 1xL4 34.15 1.19 0.96
Mistral-24B-2501 46.1 3.8 1xA100 37.99 1.32 5.05
DeepSeek-Qwen-14B 29.5 1.8 1xL40S 54.18 1.88 341
Llama3-8B 16.1 0.8 1xL4 33.58 1.17 0.94
Mistral-7B 14.5 0.8 1xL4 29.15 1.01 0.82

research expansion.
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Data & Code Availability

The dataset, model, and code artifacts described
in this paper are publicly available on Hugging
Face. All data has been de-identified following
the ethical guidelines described in Section 6, with
personally identifiable information removed from
Reddit sources. The resources are released under
the Apache 2.0 license to facilitate reproducibility
and future research in behavioral finance and LLM
applications.
The following resources are available:

¢ Model: Fine-tuned Qwen-3-8B model at
https://huggingface.co/
Akhil-Theerthala/Kuvera-8B-qwen3-v@.
2.1

» Dataset: 19k sample reasoning dataset at
https://huggingface.co/
datasets/Akhil-Theerthala/
Kuvera-PersonalFinance-V2.1
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Ethical Considerations

We curate data from publicly available Reddit
posts and aggressively de-identify them: user-
names/links/metadata are removed, PII (e.g.,
names, emails, phone numbers, addresses, 1Ds)
is scrubbed, and queries are lightly rephrased so
only the financial situation remains; no raw identi-
fiers are stored or released. The system is for ed-
ucational use only—not fiduciary or personalized
financial advice—and our prompts/filters forbid un-
safe guidance (e.g., evasion, “guaranteed returns”).
Evaluation uses multiple LLM judges; we report
inter-judge agreement and run judge-swap checks
to limit model-family bias.
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Appendices

A Prompting Guidelines followed for the
generation and evaluation stages

A.1 Guidelines followed in the generation
stage.

This section focuses on outlining the guidelines
followed in crafting the prompts for each phase of
generating and evaluating the outputs.

A.1.1 Overarching principles

There are three core principles followed for the
process of crafting the prompts:

a. Modularity
b. Deconstruction
c. Personification

The goal of the overall prompt crafting is to
keep the overall structure of the prompts similar
and swappable depending on the task at hand. As
with the framework, where the complex task of
generating a suitable response is broken down into
individual phases, the prompts are broken down to
make sure the structure of the instructions given to
the model remains the same.

Each stage of the prompting had a unique, suit-
able persona (e.g., linguistic analysis expert, expert
financial reasoning engine). This role-playing tech-
nique primes the model to access relevant knowl-
edge, adopt the appropriate tone, and constrain its
behavior to the specific requirements of the task.

The generic structure of the prompt is as follows:

nnn

You are a {persona}, whose task is to
— {task_details}.

### INSTRUCTION #i##
{instructions_for_the_task}
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### Key Points ###
{key_points_to_keep_in_mind}

**xInputs**:
{inputs}

nnn

**xYour Responsexx:

A.1.2 Individual Phases

1. Classification:

a. The primary goal of this stage is to
classify incoming user queries into suit-
able categories of personal finance. The
prompt constrains the model by forc-
ing a single-label classification (ONE of
the following) based on PRIMARY IN-
TENT, which prevents ambiguity and en-
sures a decisive output for downstream
routing.

b. Each category has a Scope and an ex-
ample that the model uses to make its
decisions. If the query does not fall into
any of the categories, the query is labeled
Not_Applicable.

2. Query Analysis:

a. The primary goal of this prompt is to
direct the model to break down the user
query into more specific and manageable
pieces of information.

b. Since most of the user queries on Reddit
and in general are often filled with unre-
lated noise, this stage directs the model
to distil the user’s query into essential se-
mantic elements, eliminating the conver-
sational distractions and concentrating
on actionable concerns and their impact
on the key stakeholders.

3. Context Analysis:

a. The context analysis is one of the key
prompts that influences the quality of the
output by the framework. The prompt
directs the final model to generate action-
able and insightful contextual summaries
that are placed into the model’s natural
chain-of-thought.
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b. The prompt explicitly asks for a Concise 6. Response Generation
chain-of-thought Analysis Block and in-
structs the model that this is an inter-
nal reasoning step, not the final answer.
This step forces the model to externalise
its reasoning process, exploring multiple
scenarios and their consequences before
concluding.

a. This final stage synthesises all preced-
ing analyses into a coherent, user-facing
response.

b. The prompt provides the model with all
previous outputs (the original query and
the comprehensive chain-of-thought) and
explicitly instructs it to integrate both fac-
tual accuracy and emotional intelligence
seamlessly. It acts as a final "assembly"
instruction, guiding the model on how to
combine the rational and affective com-
ponents.

c. By requiring the model to detail the
Stakeholder Impact for each approach,
the prompt ensures a holistic analysis
that considers the financial and emo-
tional consequences for all relevant par-
ties mentioned in the query. This
scenario-based analysis moves the re-
sponses beyond simple fact-based anal-
ysis to a more human-centred form of
reasoning.

c. The use of clear positive (Do) and neg-
ative (Do not) instructions creates strict
behavioral boundaries. For instance, "Do
not reference the chain-of-thought analy-
sis" ensures the final output is natural and

4. Psychological analysis user-friendly, hiding the complex under-

lying cognitive architecture from the end-

user. These instructions create a helpful
response without being robotic or trans-
parent about its inner workings.

a. The goal of this prompt is to direct the
model and extract the key information
about the user’s state of mind when ask-

ing the query. d. These responses are generated in a way

that ensure the ability to train non-
sion about sentiment, emotion, or intent reasoning models from the same dataset.
be justified by referencing specific words

or phrases. This approach grounds the A.2 Prompt Guidelines for Evaluation
analysis in textual evidence, preventing through LLM-as-a-Judge

the model from making unfounded psy-  The goal of the evaluation is to determine which
chological assumptions and improving  responses are naturally ranked better than the oth-
the explainability of its affective under-  ers. Since this is a list-wise ranking with a high

b. The prompt demands that every conclu-

standing. room for confusion or hallucination, the evaluation
c. This analysis is a separate step from the  criterion are strictly defined.
financial reasoning (Context Analysis). The overall prompt structure for each of the case

This deliberate separation prevents the  are as follows:
user’s emotional state from biasing the

objective financial analysis, and vice-!
versa, allowing for a final response that 2

can synthesise both aspects without com-3 ~ You are a {persona}. Your task is to
promising either. — rank financial advice responses

from best to worst based *solelyx
on the strict definition of
{target_aspect}.

nnn

5. Response Rubric

rr g

a. This stage consolidates all the previously
collected information and creates a com-* ) ) )
plete rubric that can direct the model into i **Ev:?]luat ! 9” € r 1teriakx
generating the final response. L | EvElLEielen Craierlen)

b. The key information from the previ—7
ous stages gets highlighted while being ;
linked to different parts of the user query
for easier reference and understanding. ’

#### **xI1. Primary Criteria (What to
— look for):xx
{primary_set_of_instructions}
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#i#HH# *x*I1. Explicit Penalties (What to
penalize) :x*
{penalizing_instructions}

—

#### *%x III. Key Points to note:**
{additional_instructions}

**Query:xx {query}

**Responses to Rank:=xx
{anonymized_shuffled_model_responses?}

nnn

1. Accuracy:

a. The goal of this prompt is to direct the
model to review the search results and
the query to estimate the accuracy of the
output.

b. The responses are penalized if and only if
the responses demonstrate wrong/harm-
ful advice (or) inappropriate financial
concepts to the query.

c. The model is specifically instructed not
to penalise on the style or relevance of
the response and solely focus on the ac-
curacy of the financial concepts provided
in the text. This guides the model to rank
solely based on the accuracy of the finan-
cial concepts present in the response.

2. Plausibility:

a. A response is defined to be plausible if
it sounds reasonable and believable to a
typical user. Some of the key character-
istics include

* Logical flow and coherent reasoning
structure
* Sensible approach to the problem

b. A response is penalized if it contains un-
necessarily verbose or contain excessive
detail. The responses are also penalized
if they contain complex or hard-to-follow
reasoning.

c. The model is specifically instructed not
to penalise on the accuracy or relevance
of the responses.

3. Relevance:
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a. A response is considered relevant if it
address every component of the user’s
query. A relevant response should incor-
porate the specific figures, constraints,
and details mentioned in the user’s query,
and answer the questions immediately
without generic introductions.

b. Any partial relevance or additional con-
text not relevant to the query is penalized.

B Modular RAG for Context Analysis

Goal. Given a user query, the context-analysis
phase assembles a compact, high-signal context
pack from two specialized corpora: (i) Behavioral
insights (behavioral economics and psychology)
and (ii) Financial concepts (mainstream personal fi-
nance knowledge). The context pack is then passed
to the response generator.

Corpora. Behavioral insights are sourced from
peer-reviewed research and reputable psychology
venues, complemented by carefully selected psy-
chology blogs for practitioner framing. Financial
concepts are drawn from practical, high-visibility
sources such as Investopedia, Bogleheads, and
other widely cited personal-finance viewpoints. All
raw pages are converted to Markdown with headers
and section structure preserved to retain document
semantics.

Preprocessing and indexing.

* Scraping & normalization: We scrape public
pages (respecting robots/terms), remove boiler-
plate (nav, ads), and normalize to Markdown with
stable headings.

* Semantic chunking: Documents are segmented
into modular chunks along header/semantic
boundaries to keep each chunk topically coher-
ent; we attach metadata (source, URL or han-
dle, snapshot time, section path, corpus tag:
behavioral or financial).

* Dense indexing: Each chunk is embedded with
text-embeddings-large-003 and stored in a
vector databsase (ChromaDB).

Retrieval and re-ranking (per query).
1. Dual retrieval: From each index, retrieve the

top-k candidates (k=25) using the query em-
bedding.



Cross-encoder re-ranking: Concate-
nate candidates from both corpora and
re-rank with a lightweight cross-encoder

(sentence-transformers/all-minilm-112-v2);

keep top-m (m=15).

LLM synthesis/filter: A fast LLM (gemini-2.0-
flash) receives {top-m chunks, query} and (a)
extracts salient facts, definitions, and decision
criteria; (b) discards residual off-topic spans; (c)
emits a streamlined, source-attributed context.

Assembly and handoff. The streamlined context
(with inline source attributions and corpus tags) is
passed, together with the user input, to the final
LLM that completes the context-analysis phase.

Behavioral vs. financial module roles. The be-
havioral module surfaces cognitive-bias descrip-
tors, debiasing tactics, and user-state cues (e.g., loss
aversion framing, present bias prompts). The finan-
cial module surfaces actionable rules of thumb,
definitions, procedures, and typical constraints
(e.g., contribution limits, insurance concepts, pay-
off ordering heuristics). Both modules contribute to
the same context pack; behavioral cues guide how
advice is framed, while financial chunks ground
what advice is provided.

Limitations. (1) Coverage and staleness depend
on the snapshot of public sources; (2) blogs can in-
troduce style bias despite re-ranking; (3) the synthe-
sis step may over-prioritize well-structured sources.
We mitigate these by preserving source attributions,
tracking snapshot timestamps, and prompting syn-
thesis to prefer higher-priority sources when con-
flicts arise.

C Deeper Evaluation Results

C.1 Score Definitions and Rationale

We evaluate responses along three orthogonal
axes—Accuracy, Plausibility, and Relevance—to
separate factual correctness, reasoning quality, and
task alignment. This decomposition avoids a single
scalar that can reward fluent but unsafe answers
or penalize terse yet correct ones, and it enables
targeted error analysis and ablations.

Accuracy (financial correctness).

* Objective. Judge reviews the response against
the query and retrieved evidence and scores only
the validity of financial concepts, calculations,
and advice.
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* Penalties. Deductions occur iff the answer con-
tains wrong or harmful guidance, or misapplies
financial concepts to the user’s situation.

* Non-considerations. Style, tone, verbosity, and
even partial coverage are not penalized; the judge
is instructed to focus exclusively on correctness.

Plausibility (reasoning quality).

* Objective. Assess whether the answer reads as
reasonable and believable to a typical user—i.e.,
it exhibits a clear logical flow and a coherent
problem-solving structure.

Penalties. Overly verbose, needlessly complex,
or hard-to-follow chains of reasoning are penal-
ized.

Non-considerations. Factual correctness and
topical coverage are not scored here; the lens is
purely rhetorical/structural.

Relevance (task alignment).

* Objective. Verify that the response directly ad-
dresses every component of the user’s query, in-
corporates the user’s numbers, constraints, and
context, and answers without generic preambles.

Penalties. Partial coverage, tangential content,
or extra context not pertinent to the query is pe-
nalized.

Non-considerations. Factual accuracy and stylis-
tic polish are ignored for this axis.

C.2 Borda Points

Definition. For a listwise ranking of n systems,
the item placed at rank r (r = 1 is best) receives a
Borda score

b=n-—r,

so the top entry gets n — 1 points and the last gets
0.

Motivation. Borda aggregation is well—suited to
LLM-as-a-judge experiments where relative qual-
ity matters more than absolute scores:

* Full-order utilisation: every position con-
tributes signal, ensuring that small but con-
sistent advantages are captured rather than dis-
carded by winner-takes-all rules.

* Cardinal comparability: with a fixed candi-
date set, raw points can be averaged across
queries and judges without normalisation, giv-
ing a stable, interpretable mean.



* Robustness to mild noise: swapping adjacent
middle ranks changes the total by only +1, so
individual judge idiosyncrasies exert limited
influence on the final average.

Interpretation. Higher mean Borda points in-
dicate that a system outranks its peers more often.
The maximum possible mean is n — 1; the gap to
this ceiling offers an intuitive sense of head-room.

Limitations.

* Rank-reversal: inserting or removing a candi-
date can change every system’s score, compli-
cating longitudinal comparisons.

* Independence of Irrelevant Alternatives (I1A)
violation: a judge’s relative preference be-
tween two systems can affect, and be affected
by, ranks assigned to others.

» Equal-interval assumption: the method treats
the gap between successive ranks as uni-
form, ignoring situations where judges per-
ceive larger quality jumps near the top.

Strategic susceptibility: if human judges know
what influences the aggregation, they could in-
flate or deflate lower ranks to benefit a favored
system.

C.3 LLM-Jury Protocol

LLM-based judging scales across topics, is inex-
pensive, and achieves strong agreement with hu-
man raters when rubrics are explicit and task con-
text is provided. It also captures holistic qualities
(e.g., coherence, task fit) that single-number simi-
larity metrics may miss.

It should be noted that zero-shot judging is vul-
nerable to position bias (earlier items rank higher),
same-family bias (preference for outputs from the
judge’s own family), and prompt/leniency variance.
We therefore (1) use multi-shot prompts to anchor
criteria, (ii) evaluate with listwise ranking on in-
dependently shuffled candidate lists, and (iii) di-
versify judges across model families to minimize
correlated bias.

Judge pool and prompting. We employ two
main heterogeneous judges: DeepSeek-v3-0324 (5-
shot), Kimi-k2 (3-shot). For each query and cri-
terion (Accuracy, Plausibility, Relevance), judges
rank anonymized model outputs in a single list.
Few-shot exemplars are held constant within a run
and varied across repeats to reduce overfitting to
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any one demonstration set. A subsample of these
rankings were further validated by o04-mini model
to consolidate the relative performance.

Scoring and aggregation (per criterion). For
each query, judges perform multi-shot listwise rank-
ing over anonymized outputs using the rubrics in
Sec. C. Ranks are converted to raw Borda points
b =n —r. We then:

1. average b across shuffles/repeats for each judge;

2. average across the judges to obtain a per-query,

per-criterion score for each model;

. average across all queries within a category (e.g.,
the “overall” set or a PF subcategory) to obtain
the model’s criterion-wise mean in that cate-

gory.

The stacked bars in Fig. 2 display these criterion-
wise means (Accuracy, Plausibility, Relevance) for
each model. For a single category-level number,
we also report the unweighted average of the three
criterion-wise means as the model’s final represen-
tation score in that category.

C.4 Opverall Category Scores (Accuracy,
Plausibility, Relevance)

We report criterion-wise means derived from the
raw Borda points assigned by the LLM jury
(Sec. C.3). For each criterion and model, scores
are averaged across judges and queries within the
overall set. Higher is better.

Accuracy. Figure 3 shows a size-tilted pattern:
OwQ-32B (reasoning) leads, followed by Gemma3-
27B-it and Gemma3-12B-it. Mistral-Small-24B sits
between this top cluster and the rest. The proposed
8B model is mid-pack—behind the leaders and the
24B baseline, but ahead of several 7-14B baselines.
This points to factual calibration and retrieval/verifi-
cation as the primary levers to close the gap, rather
than rewriting or stylistic tuning.

Plausibility. As shown in Fig. 4, Qw(Q-32B ranks
first, with Gemma3-27B-it next. The proposed 8B
clusters near the front: it exceeds the Mistral-Small-
24B baseline but trails Gemma3-12B-it. This sug-
gests that the dataset structure and few-shot con-
ditioning induce coherent reasoning steps and a
sensible flow even at mid scale.

Relevance. Figure 5 indicates strong task align-
ment at the top end (OwQ-32B, Gemma3-27B-it,
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Models

Figure 3: Accuracy (mean raw Borda points per query,
averaged over judges). A size-driven lead is visible; the
proposed 8B is mid-pack, indicating factual calibration
as the primary improvement lever.

Gemma3-12B-it). The proposed 8B ranks next
(4/8), ahead of the remaining baselines, suggest-
ing it reliably maps user constraints and addresses
all parts of the query without drifting into generic
preambles. The residual gap likely reflects cases
that require exhaustive edge handling (e.g., niche
eligibility rules) rather than broad intent recogni-
tion.

Cross-criterion takeaway. Across criteria, the
proposed 8B model is plausibility— and relevance-
competitive while lagging most on accuracy. The
next steps of improvement is therefore to prioritize
factual grounding and numeric checking: adding
targeted retrieval, rule tables, and lightweight cal-
culation guards should yield the largest absolute
gains relative to effort.

C.5 Parameter Efficiency: Category-wise
Borda per Billion Parameters

To evaluate parameter efficiency rather than abso-
lute quality, we compute a per-parameter utility
for each criterion. For model 7 with P; billion pa-
rameters and mean raw Borda points Bi,c on crite-
rion ¢ € {Accuracy, Plausibility, Relevance} (av-
eraged over judges and queries within the category),
we define

- bi,c
€ic =

’ P@

This ratio captures the marginal productivity of
capacity: how much judged quality is obtained per

(Borda points per billion parameters).

Model Performance in Plausibility Category

ours_8b
llama3_sb

qwq_32b_reasonin
gemmas3_27b_it
gemmas3_12b_it

mistral_small_24b_reasonin:
mistral_7b_v0.3

deepseek_qwen_14b_reasoning

Models

Figure 4: Plausibility (mean raw Borda points). The
proposed 8B clusters near the front and matches or
exceeds several larger baselines, reflecting strong
logical flow and coherent reasoning.

parameter, holding the evaluation protocol fixed. It
is not a substitute for absolute scores (Sec. C.4),
but a complementary lens for cost-, latency-, and
memory-constrained deployments.

Relevance efficiency. Figure 6 shows the pro-
posed 8B model with the highest Borda-per-
parameter in Relevance, followed by Gemma3-12B-
it, then Mistral-7B-v0.3 and Llama3-8B. Large rea-
soning models (e.g., OwQ-32B, Gemma3-27B-it)
trail on this per-parameter metric despite strong
absolute relevance (Fig. 5), indicating diminish-
ing returns in alignment per unit capacity at larger
scales.

Plausibility efficiency. As shown in Fig. 7, the
proposed 8B again leads, with Mistral-7B-v0.3 and
Gemma3-12B-it close behind (virtually tied), fol-
lowed by Llama3-8B. This suggests that the dataset
structure and few-shot conditioning yield coher-
ent reasoning with high utility density—quality per
parameter.

Accuracy efficiency. In Fig. 8, the proposed 8B
tops Accuracy per parameter, followed by Mistral-
7B-v0.3 and Gemma3-12B-it (near-tie). Models
that dominate absolute accuracy (Sec. C.4) deliver
lower accuracy per parameter, implying that tar-
geted grounding and calculation checks can be
more cost-effective than increasing model size.

Takeaways and caveats. (1) The proposed 8B is
the most parameter-efficient across all three cri-
teria, reinforcing the central claim that careful
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Figure 5: Relevance (mean raw Borda points). The
proposed 8B ranks immediately behind the top three,
ahead of other baselines, indicating consistent mapping
from user constraints to concrete answers.

supervision can substitute for scale in personal-
finance tasks. (2) Efficiency does not equal ab-
solute quality; it informs deployment decisions
where memory/latency are binding. (3) The ratio
ignores runtime constants (K'V-cache bandwidth,
batch scheduling) and training cost; it should be
read alongside absolute Borda results and system-
level latency/memory budgets.

C.6 Qualitative Category-wise Evaluations

We analyze twelve personal-finance subdo-
mains—Auto, Budgeting, Credit, Debt, Employ-
ment, Housing, Insurance, Investing, Planning,
Retirement, Saving, Taxes. For each, we report
criterion-wise means derived from normalized
Borda points (Sec. C.3). The dashed horizontal
line in each panel marks the cohort-wide mean for
orientation.

Please note that the category-based evaluations
in this appendix use raw Reddit post flairs, which
differ from the eight thematic categories curated
for the main analysis.

C.6.1 Relevance by Subdomain

Relevance captures task alignment: covering all
parts of the user’s request, using their numbers/con-
straints, and answering without generic preambles
(Sec. C.1).

* A consistent top cluster is formed by larger
reasoning-aligned models. The proposed 8B
model sits immediately behind this cluster in
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Model Ranking/Billion Params in Relevance Category
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Figure 6: Relevance efficiency: mean raw Borda points
per billion parameters (higher is better). The proposed
8B leads, followed by Gemma3-12B-it and Llama3-8B.

most categories and hovers around the cohort
mean.

Strengths are most visible in Budgeting, Em-
ployment, Planning (and close-to-mean in Insur-
ance/Retirement).

» Wider gaps appear in Auto, Housing, Credit (and
occasionally Investing/Taxes), where locality-
and rule-heavy edge cases require more exhaus-
tive coverage.

C.6.2 Accuracy by Subdomain

Accuracy isolates financial correctness: advice and
calculations must be right for the stated scenario;
style and coverage are ignored (Sec. C.1).

* Absolute leaders are the larger models across
most subdomains.

* The proposed 8B model is mid-pack overall, with
competitive accuracy in Debt, Planning, Employ-
ment, and notably larger gaps in Housing, Insur-
ance, Taxes (and Credit).

 This pattern suggests targeted grounding (poli-
cy/limit tables, calculators) is a higher-leverage
fix than stylistic tuning for closing the remaining

gap.

C.6.3 Plausibility by Subdomain

Plausibility measures reasoning flow and readabil-
ity: clear structure, sensible steps, and absence of
unnecessary complexity (Sec. C.1).
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Figure 7: Plausibility efficiency: mean raw Borda
points per billion parameters. The proposed 8B ranks
first; compact 7-8B baselines are competitive, while
very large models show lower utility density.

» The proposed 8B clusters close to the leaders
across most subdomains, with stronger relative
showings in Debt and Planning; margins are
lower in Taxes and Retirement.

* Lower margins in regulation-dense areas mir-
ror the accuracy pattern: where facts are brittle,
judges penalize circuitous explanations.

C.7 Overall Summary, Limitations, and Next
Steps

Summary. Taken together, the results tell a sim-
ple story. On absolute scores (Sec. C.4), the largest
baselines lead across Accuracy, Plausibility, and
Relevance, as expected. The proposed 8B model
sits just behind this front cluster on Relevance
and Plausibility and lands mid-pack on Accuracy.
When we switch to a parameter-efficiency lens
(Sec. C.5), the picture reverses: the 8B model deliv-
ers the highest Borda-per-parameter across all three
metrics, indicating unusually high utility density
for its size. The subdomain breakdown (Sec. C.6) is
consistent with both views: the 8B model is steady
or above-mean in everyday tasks such as Budgeting,
Planning, Employment (and shows strong plausi-
bility in Debt), while gaps widen in regulation-
and table-heavy areas such as Housing, Insurance,
Taxes, Credit (and occasionally Auto/Investing). In
short, scale drives absolute peaks, but careful su-
pervision yields competitive quality—and superior
efficiency—at mid-scale.

Model Ranking/Billion Params in Accuracy Category

score
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Figure 8: Accuracy efficiency: mean raw Borda points
per billion parameters. The proposed 8B tops the
cohort, indicating that factual calibration gains can be
achieved more cheaply than by scaling parameters
alone.

These results suggest prioritizing minimal, high-
leverage grounding over further size increases:
include compact, versioned rule/limit tables for
regulation-intensive domains (e.g., taxes, insurance,
credit), add lightweight calculators/unit-tests for
numeric steps, sharpen supervision with contrastive
edge cases in brittle areas (tax/retirement), diver-
sify judge checks (agreement and judge-swap), and
extend evaluation to short multi-turn interactions
that reward clarifying questions.

D Training Details

We fine-tuned the 8B parameter Qwen-3 model
with AdamW optimizer on bfloat16 precision and
a training split containing 15.6K samples and a
validation set containing 2.6k samples. We trained
the model for four epochs using an optimal batch
size of 256, resulting in around 220 steps overall.
The model underwent training on a solitary A100
GPU within the Runpod cloud GPU infrastructure
for 3 hours.

We preserved three checkpoints per epoch, with
the optimal validation loss attained at step 101. The
training used a cosine learning rate schedule with a
maximum learning rate of 5 x 1075, a 10% linear
warm-up period of 21 steps (a warmup ratio of
10%), and a minimum learning rate of 5 x 1076,
Gradients were constrained to a global norm of 1,
weight decay was established at 0.01, and all other
parameters adhered to the default conventions of
the Hugging Face Trainer.
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Figure 9: Category-wise Relevance. The proposed 8B model typically sits just behind the leading cluster and near

the cohort mean; gaps are largest in edge-case, rule-dense areas (e.g., Auto, Housing, Credit).
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Model Performance by Category - Accuracy
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Figure 10: Category-wise Accuracy. Larger models lead overall; the proposed 8B is mid-pack with smaller gaps in
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Figure 11: Category-wise Plausibility. The proposed 8B delivers coherent reasoning near the leading cluster, with
smaller margins in routine planning tasks and larger ones in regulation-dense areas (e.g., Taxes, Retirement).
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E Sample Model Responses

To provide a qualitative assessment of our model’s
capabilities, this appendix details three compara-
tive case studies. Each case is structured around a
real-world user query, presenting the abridged re-
sponses from our model (Ours-8B) alongside two
baseline models of different sizes (Baseline-L and
Baseline-S). For each case, we outline the query,
summarize the context provided to the models, dis-
play the generated responses, and conclude with a
judge’s final ranking and a rationale based on the
core principles of accuracy, relevance, and plausi-
bility.

Case C1 (Comparative) — Budgeting & Early
Investing at 18

Query (Abridged)
“I’'m 18 with about $40k in checking. I run a
business (will reinvest some), have very low ex-

penses, and my parents cover college/housing.
What should I do so it’s not just sitting idle?”

Context Titles (Summary)

* Emergency fund (3—6 months of spend)
* Roth/SEP-IRA basics

* Low-cost index funds

* Business reinvestment discipline

Abridged Model Responses

Ours—-8B [ hear the mix of excitement and con-
fusion... Since you run a business, reinvest a
portion. For the rest, open a Roth IRA (after-tax,
long-horizon growth) and a taxable brokerage with
low-cost index funds. Before investing, hold 3-6
months of expenses in a high-yield savings account.
Then allocate across business, Roth IRA, and bro-
kerage based on comfort with risk.

Baseline-L (32B) Secure an emergency fund in
a high-yield account; consider reinvesting in the
business with a written plan. As self-employed,
consider a SEP-IRA and Roth/Traditional IRA. Af-
ter that, diversify via a brokerage with index ETFs
(e.g., S&P 500). Includes a sample split: emer-
gency fund, business, retirement accounts, and
ETFs.

Baseline-S (7B) Ten generic ideas: emergency
fund, pay off debt, invest in stocks/bonds/real es-
tate, retirement savings, education, charity, travel,
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start a side business, enjoy life.” (Not tailored to
the user; repeats “start a side business.

Analysis
* Judge Outcome: Baseline-L > Ours—8B >
Baseline-S

* Reasoning: Baseline-L is the most accu-
rate and relevant: it adds specifics for the
self-employed (SEP-IRA), provides a con-
crete allocation sketch, and outlines a clear se-
quence (EF — tax-advantaged — brokerage).
Ours—8B is strong, empathetic, and practical
but more high-level. Baseline-S is generic and
poorly targeted.

Case C2 (Comparative) — Full Roth
Conversion with Mixed Positions

Query (Abridged)

“Early 50s, Trad. IRA has two near-worthless po-
sitions and one large gainer. Full Roth conversion
would push income in the 32-35% bracket. Con-
vert all at once or phase it?”

Context Titles (Summary)

* Roth conversion taxation; Form 8606 report-
ing

* Bracket management and timing; liquidity to
pay tax

* Selling losers post-conversion; market-

volatility risk

Abridged Model Responses

Ours-8B Full conversion now makes strong
sense. Convert entire Trad. IRA, then immedi-
ately sell all three holdings inside the Roth and
reallocate to diversified funds. Steps: compute tax;
execute direct conversion; sell & reallocate; file
taxes: report as a ‘non-deductible contribution
(Form 8606)°.

Baseline-L (32B) Explains that taxes are based
on total IRA value; losses can’t offset gains here.
Lays out full vs. phased conversion, bracket creep,
irreversibility, and liquidity (use outside funds for
tax). Emphasizes ability to liquidate losers tax-free
in Roth and notes market-drop risk post-conversion.
Provides actionable steps (run scenarios, convert
losers first if phasing).

Baseline-S (7B) High-level overview of Roth
conversion basics; repeats general advice; defers to
an advisor; no bracket modelling or concrete steps.



Analysis

¢ Judge Outcome: Baseline-L > Ours—8B >
Baseline-S

* Reasoning: Baseline-L is most accurate and
relevant: covers bracket spillover, irrevoca-
bility, external cash for taxes, and volatility
risk, with clear options (full vs. phased) and
steps. Ours—8B is confident and practical but
contains a material filing error (mislabels a
conversion as a non-deductible contribution
on Form 8606), reducing Accuracy. Baseline-
S is generic and least helpful.

Case C3 (Comparative) — Liquidity & Safety
with Uncertain Horizon

Query (Abridged)

“Life changes ahead (move/career/school). I have
$25,000 and may need it anytime. Worried about
market dips. Is a high-yield savings account
(HYSA) the right place, or am I missing a better
option?”

Context Titles (Summary)

* HYSA basics and FDIC/coverage; money
market accounts

e Short CDs and ladders; T-bills; short-term
bond funds

* Liquidity vs. yield trade-offs; rate monitoring

Abridged Model Responses

Ours-8B Given immediate-access needs and
principal safety, parking the entire $25k in a HYSA
is optimal. HYSAs pay better than regular savings,
allow anytime withdrawals, and avoid CD penal-
ties. Verify a competitive APY and keep the funds
fully flexible.

Baseline-L (32B) Validates HYSA for immedi-
ate access, then compares liquid, low-risk alterna-
tives: money market accounts, short CD ladder-
ing, T-bills, and short-term bond funds. Outlines
pros/cons, insurance/volatility notes, and action-
able steps (open HYSA; optionally ladder a small
slice; monitor rates; named providers/tickers as
examples).

Baseline-S (7B) Confirms HYSA could be good,
mentions inflation in general terms, lists money
market and short CDs, but remains generic and de-
fers to an advisor without a comparison framework.
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Analysis
* Judge Outcome: Baseline-L > Ours—8B >
Baseline-S

* Reasoning: Baseline-L is most accurate and
relevant: it answers “am I missing a better
option?” with a structured comparison, con-
crete trade-offs, and clear next steps. Ours—8B
is strong and user-aligned but single-track
(HYSA only), offering less educational depth
for alternatives. Baseline-S is accurate but
generic and light on decision guidance.

Conclusion

These case studies culminate in a clear, yet nuanced,
conclusion about the trade-offs between model
scale, architecture, and performance. The consis-
tent top ranking of the 32B Baseline-L underscores
the value of a large-scale reasoning model for gen-
erating superior, detailed financial guidance. How-
ever, the most compelling finding emerges from
an efficiency perspective. Our 8B non-reasoning
model showed consistent performance at just a
quarter of the size of Baseline-L. It is, in essence,
punching significantly above its weight class, of-
fering a powerful balance of quality and resource
economy. The key differentiators were Baseline-
L’s ability to handle multi-step, nuanced reasoning
and maintain factual integrity, an area where our
model faltered in Case C2.
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Abstract

Q&A segments of earnings calls and central
bank press conferences often contain evasive
answers that avoid, obscure, or reframe the
question asked. We introduce the task of eva-
sive answer detection in financial Q&A and
propose a multi-level taxonomy grounded in
discourse pragmatics and deception psychol-
ogy. Using earnings call transcripts, we curate
an annotated subset and evaluate simple, inter-
pretable baselines (surface cues, hedge detec-
tion, tense, and embedding alignment). Evasive
answers show consistent linguistic and seman-
tic signatures (e.g., present-tense bias, lower
question—answer semantic alignment), provid-
ing practical signals for transparency-aware fi-
nancial NLP.

1 Introduction

Transparency, the availability of firm-specific in-
formation to external stakeholders (Bushman et al.,
2004), is central to market efficiency. In unscripted
Q&A, however, executives can strategically avoid
direct answers, distorting downstream tasks such as
sentiment, risk, and event prediction. We formalize
evasive answer detection for financial dialogue
and make three contributions: (i) a discourse- and
psychology-informed taxonomy of evasive strate-
gies; (ii) an annotated subset of Q&A exchanges;
and (iii) lightweight baselines that reveal robust
linguistic signals of evasiveness distinct from senti-
ment and veracity.

Unlike sentiment or factuality, our focus is an-
swer responsiveness—whether and how a reply
addresses the informational intent of the ques-
tion. This lens surfaces strategies such as omission,
vagueness, and reframing that polarity or claim-
checking may miss, and it complements topic-drift
measures (Chen et al., 2025) and evidence on non-
answers in earnings calls (Gow et al., 2021).
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ADIA, UAE

Andreas Henschel
Khalifa University, UAE
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2 Related Work

2.1 Evasion vs. Sentiment and Veracity

Financial NLP has emphasized sentiment and fac-
tuality, using domain lexicons (Loughran and Mc-
Donald, 2011) and pretrained models like FinBERT
(Yang et al., 2020; Liu et al., 2020). These ap-
proaches capture polarity or correctness but not
whether a question was actually answered. Evasion
is a pragmatic choice to be vague, tangential, or in-
complete. Related deception work—e.g., BERTec-
tive (Fornaciari et al., 2021), explainable detectors
(Ilias et al., 2022), and weakly supervised verac-
ity frameworks (Leite et al., 2025; Irnawan et al.,
2025)—generally presumes a checkable claim; eva-
sive answers may avoid making one at all.

2.2 Strategic Communication in Financial
Discourse

In earnings-call Q&A, topic divergence predicts
market-relevant outcomes (Chen et al., 2025) and
is consistent with strategic communication theory
(Crawford and Sobel, 1982; Milgrom, 1986). Prior
work documents non-answers and links language to
misreporting risk (Larcker and Zakolyukina, 2012;
Gow et al., 2021). We complement these scalar or
outcome-focused measures with a psychologically
grounded taxonomy that explains how evasion is
executed, aligning with management obfuscation
hypotheses (Bushman and Smith, 2005; Khalmet-
ski et al., 2017).

2.3 Theoretical Foundations

Our taxonomy draws on discourse pragmatics and
equivocation theory: violations of Gricean maxims
signal non-responsiveness (Grice, 1975); Bavelas-
style forms capture omission, vagueness, and topic
shifting (Bavelas et al., 1990); and Bull/Rasiah pro-
vide institutional tactics and response types (Bull,
1998; Rasiah, 2010).

Proceedings of The 10th Workshop on Financial Technology and Natural Language. EMNLP-2025, Suzhou, China



Answer in Q&A
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Figure 1: Mid-level taxonomy (Bavelas). Level 3 further
refines each branch (Bull).

3 Task and Taxonomy

We define an evasive answer as a response that fails
to directly address the core informational intent
of a question via omission, ambiguity, reframing,
or selective disclosure. Our taxonomy integrates
discourse pragmatics (Grice, 1975), psychological
equivocation (Bavelas et al., 1990), and political
interview tactics (Bull, 1998; Rasiah, 2010):
Level 1 (Rasiah-style): Direct, Intermediate, Fully
Evasive.
Level 2 (Bavelas forms): Omission, Vagueness,
Non-Sequitur, Restatement.
Level 3 (Bull subtypes): Avoidance/Deflection,
Acknowledging Without Answer, Refusal to An-
swer, Agenda Shifting, Claiming Ignorance, Par-
tial Answer/Selective Disclosure, Literal Interpre-
tation, Repetition of Prior Material, Challenge
Premise, Attack Question, Attack Questioner, Ex-
ternal Blame.

Table 1 provides illustrative examples annotated
with our full three-level taxonomy.

4 Data and Annotations

We use a large collection of earnings call transcripts
(2019-2022) originally scraped from The Motley
Fool and hosted on Kaggle.! The corpus covers
18,755 transcripts across 2,876 companies. We ex-
tract and annotate a high-quality subset of ~4,600
Q&A pairs (semi-automatic extraction + manual
checks, we obtain 60% agreement between human
and LLM annotators) across 521 transcripts from
398 companies. On average, each transcript con-
tains nine Q&A pairs (Figure 2). Each pair re-
ceives: (i) taxonomy labels (Levels 1-3), (ii) sur-
face features (lengths, hedge counts, lexical over-
lap/entropy, tense), and (iii) embedding-based sim-
ilarities (cosine between question/answer).

5 Baselines

We evaluate interpretable, compute-light signals:
(a) Surface cues: hedge counts, lexical en-

lhttps://www.kaggle.com/datasets/gautiermarti/
earnings-calls-ga-evasive-answers
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Figure 2: Distribution of the number of analyst ques-
tions per earnings call.

tropy/overlap, lengths, and answer-to-question
(A/Q) ratios; (b) Tense features: dominant answer
tense and question—answer shifts; (c) Embedding
alignment: cosine similarity between Q and A,
and between the original question Q and Q,a ques-
tion inferred from the executive answer A using a
powerful LLM, namely Claude 3.7 Sonnet.

6 Results

Prevalence and types. Roughly 30% of answers
are evasive (labeled intermediate or fully evasive),
with the remaining ~70% direct. Figure 3 sum-
marizes distributions across our ~4,600 annotated
(Q, A) pairs and three taxonomy levels. At the
Bavelas level (evasive only), Vagueness dominates,
followed by Non-Sequitur and Omission; Restate-
ment is rare. At the Bull subtype level, Partial An-
swer / Selective Disclosure accounts for the largest
share, with Agenda Shifting, Challenge Premise,
and Acknowledging Without Answer also prevalent;
outright Refusal to Answer appears but remains in
the single digits. Taken together, these patterns
suggest firms often offer responses that are techni-
cally informative yet pragmatically non-committal,
reinforcing the value of a multi-level taxonomy
beyond binary non-answer detection and aligning
with prior evidence from earnings calls (Gow et al.,
2021).

Surface signatures. Verbose, hedged tactics
such as Agenda Shifting and Partial Answer use
more hedges and longer answers, while Refusal is
shorter with minimal hedging (Table 2).

Temporal framing. Fully evasive answers prefer
future-oriented or unanchored framing: they ex-
hibit roughly twice as many forward shifts (e.g.,
past=future or present=future; ~29%) as direct an-
swers (~14%), and the highest share of no shift
(mostly present—present; ~49%). By contrast,
direct answers engage more with the question’s


https://www.kaggle.com/datasets/gautiermarti/earnings-calls-qa-evasive-answers
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gins?
costs.

Question Answer Rasiah Bavelas Subtype (Bull)

Will you revise earnings guidance | We remain focused on delivering long-term value | fully_evasive Omission Avoidance / Deflection

for next quarter? to shareholders.

What explains the decline in mar- | There are several interacting macroeconomic fac- | intermediate Vagueness Partial Answer (Obfusca-

tors, including supply chain volatility and input

tion)

How will the new regulations affect
your Q3 profits?

have grown 10% this quarter.

‘What’s important to highlight is that our revenues

fully_evasive Non-Sequitur Agenda Shifting (Misdirec-

tion)

Table 1: Example annotations using our three-level taxonomy: Rasiah (response type), Bavelas (evasion form), and

Bull (evasion subtype).
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Figure 3: Distributions across the three taxonomy levels: (a) Rasiah response types, (b) Bavelas equivocation

categories, and (c) Bull-style evasion subtypes.

Subtype Hed. Overlap Ans. A/Q
Agenda Shift.  3.20 0.47 346 7.53
Partial Ans. 2.30 0.41 206 3.38
Chall. Prem.  2.11 0.39 201 3.12
Ack. w/o Ans. 1.43 0.33 111 1.84
Claim Ignor. 1.08 0.32 78  1.81
Refusal 0.78 0.29 73 2.06

Table 2: Surface cues by Bull subtypes (means). Longer,
hedged answers track deflective tactics.

temporal anchor—a concrete time reference con-
veyed by tense and/or explicit markers such as “Q2
20227, “last quarter”, “in November”—ShOWing highel‘
mixed (~25% vs. ~12% for fully evasive) and
backward (~9% vs. ~6%) transitions. Intermedi-
ate answers fall in between with the largest mixed
share (~29%). Intuitively, evasion either defers
to the future or stays in a vague present instead
of addressing past-specific, time-anchored details
(Figure 4).

Semantic alignment. Cosine similarity (Q vs.
A) outperforms lexical Jaccard for detecting fully
evasive answers (AUC = 0.79 vs. 0.68 in a direct
vs. fully-evasive logistic regression setup). In a
3-class setting (direct/intermediate/fully), cosine
yields higher macro-F1 than Jaccard; combining
both marginally improves recall. Figure 5 shows
that fully evasive responses exhibit lower Q—A sim-
ilarity, whereas direct and intermediate overlap sub-
stantially.
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Figure 4: Distribution of tense shift types across Rasiah-
style evasiveness levels. Fully evasive answers empha-
size forward shifts; direct answers show more mixed
and backward transitions.

Question recoverability () — Q distance). We
infer the “most” likely analyst question (Q) im-
plied by an executive answer A using an LLM
(Claude 3.7 Sonnet), then measure cosine distance
between the original question ) and Q Larger
Q—Q distances indicate that the answer implic-
itly addresses a different question. Evasive sub-
types (Non-Sequitur, Omission, Challenge Premise,
Agenda Shifting) show the largest distances; Direct
and Restatement are smallest. ()—A similarity cor-
relates with Q-Q similarity (p~0.66), suggesting
a consistent semantic notion of responsiveness.

Firm Size and Transparency We quantify trans-
parency per (Q, A) pair p for firm ¢ by mapping
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Figure 5: Distribution of cosine similarity (Q vs. A)
by Rasiah label. Fully evasive answers show lower
alignment.

Rasiah labels to numeric scores:

1 if direct,
rip = < 0  if intermediate,
—1 if fully evasive.

Averaging across N pairs in a call yields the per-
event score:

1 Y
Ri = N Z Tip-
p=1
We regress I?; on log market capitalization X;:

R =a+ BX; +e¢;.

Results (Table 3) show that the estimated coeffi-
cient 3 is positive and highly significant (p < 0.01,
t > 50); the model fit is strong (R? > 0.8). This
indicates that larger firms are more transparent,
consistent with Bushman et al. (2004).

Transparency Persistence Within Calls We
split each call into a first half and second half, com-
puting RZ-1 /% and R?/ 2, respectively. Figure 6 shows
a strong linear relationship between the two. An
OLS regression:
RY? _

7

Q+BR3/2 +€;

yields § ~ 0.84 and p < 0.01 (Table 4), indicating
that transparency (or evasiveness) early in the Q&A
strongly predicts behavior later in the call.

7 Future Work

Building on our taxonomy and lightweight sig-
nals, we see six priorities: Multimodal cues—add
prosody, hesitations, and disfluencies via audio em-
beddings to capture content-independent markers
of evasion (Ahbabi et al., 2025); Explainability &
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Figure 6: Average Rasiah score during the first half
of an earning call against the average score during the
second half.

supervision—apply SHAP/counterfactuals to ex-
pose drivers and run human—LLM annotation stud-
ies with agreement metrics for both binary and fine-
grained labels; Corpus-scale expansion—extend
coverage from our annotated subset to the full earn-
ings call corpus (estimated ~5M Q-A pairs) using
top-performing LL.Ms, with stratified human audits
to ensure quality, enabling large-scale psychologi-
cal and market-behavior analyses; Robustness &
generalization—evaluate across executives, sec-
tors, geographies, and time, probe transfer to adja-
cent domains (e.g., FOMC meetings), and assess
sensitivity to model/prompt choices; Downstream
integration—plug evasiveness features into ana-
lyst tools, risk/market models; Benchmarking &
release—expand labels with guidelines, and re-
lease code with enriched data alongside a minimal
reproducible pipeline.

8 Conclusion

We frame evasive answer detection as a practical
task for financial Q&A, grounded in a psychology-
informed taxonomy and supported by a newly anno-
tated dataset. Our analysis shows that lightweight,
interpretable features—hedges, lengths, tense, and
embedding alignment—capture robust evasiveness
signals distinct from sentiment or veracity. Beyond
academic interest, these cues can directly enhance
transparency-aware pipelines for analyst tools, reg-
ulatory triage, and explainable market surveillance.
By releasing our taxonomy, annotations, and base-
line models, we aim to catalyze further work on
scaling detection to millions of Q—A pairs, inte-
grating multimodal signals, and probing the role of
strategic communication in financial markets.
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Dep. Variable: Rasiah_numeric_mean_per_doc = R-squared (uncentered): 0.847
Model: OLS Adj. R-squared (uncentered): 0.846
Method: Least Squares F-statistic: 2716.
Date: Fri, 08 Aug 2025 Prob (F-statistic): 1.93e-202
Time: 14:38:48 Log-Likelihood: -68.952
No. Observations: 493 AIC: 139.9
Df Residuals: 492 BIC: 144.1
Df Model: 1
Covariance Type: nonrobust
coef  stderr t P> |t| [0.025 0.975]
log_market_cap_usd 0.0309 0.001 52.114 0.000 0.030 0.032
Omnibus: 151.920 Durbin-Watson: 1.913
Prob(Omnibus):  0.000 Jarque-Bera (JB): 561.721
Skew: -1.373  Prob(JB): 1.06e-122
Kurtosis: 7.451 Cond. No. 1.00

Table 3: OLS Regression Results: Explaining the Rasiah score of an event with the firm size (log market capital-
ization). The high R? is a consequence of taking the log of the market capitalization. Without the log, the beta
remains positive and significant. In general, cross-sectional distribution of market capitalization is highly skewed

and exponentially distributed. Taking the log mitigates this issues and reduces the impact of outliers.

Dep. Variable: Rasiah_numeric_second_half = R-squared (uncentered): 0.749
Model: OLS Adj. R-squared (uncentered): 0.748
Method: Least Squares F-statistic: 1517.
Date: Fri, 08 Aug 2025 Prob (F-statistic): 8.38e-155
Time: 14:21:05 Log-Likelihood: -202.19
No. Observations: 510 AIC: 406.4
Df Residuals: 509 BIC: 410.6
Df Model: 1
Covariance Type: nonrobust
coef stderr t P> |t| [0.025 0.975]
Rasiah_numeric_first_half 0.8359 0.021 38.950 0.000 0.794 0.878
Omnibus: 43.456 Durbin-Watson: 2.015
Prob(Omnibus): 0.000  Jarque-Bera (JB): 167.363
Skew: 0.256  Prob(JB): 4.54e-37
Kurtosis: 5.759  Cond. No. 1.00

Table 4: OLS Regression Results: Forecasting the Rasiah score over the second half of a call by using the Rasiah
score during the first half.
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Enhancing Post Earnings Announcement Drift Measurement with Large
Language Models
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Abstract

Post-Earnings Announcement Drift (PEAD) is
a well-documented phenomenon in which stock
prices continue to drift beyond their predicted
earnings levels, presumably under the influence
of additional information within the earnings
filing. This defies the Efficient Market Hy-
pothesis, which would predict that all relevant
information is immediately incorporated into
prices. While Large Language Models (LLMs)
have been applied to PEAD detection, limited
research has explored encoder-decoder archi-
tectures or integration of an early price signal
to enhance text analysis and prediction. This
study compares encoder-decoder (BART) ver-
sus encoder-only (FinBERT) models for PEAD
prediction and investigates whether incorporat-
ing 3-day early market signals enhances tex-
tual analysis approaches. Our results show
that encoder-decoder architectures demonstrate
superior drift magnitude detection capabilities
at the individual stock level, though portfolio-
level implementation requires further research
for statistical detectability. Likewise, integra-
tion of an early return signal has shown sta-
tistically significant positive effects across all
model architectures.

1 Introduction

Financial markets are often assumed to be efficient,
with stock prices rapidly and fully reflecting all
available information (Fama, 1970). However, per-
sistent anomalies continue to challenge this view,
with one of the most well-documented being Post-
Earnings Announcement Drift (PEAD) — the phe-
nomenon where stock prices continue moving be-
yond their initial predicted earnings levels, likely
driven by additional information embedded within
earnings filings (Bernard and Thomas, 1989). De-
spite decades of research, existing models struggle
to fully explain the underlying drivers of PEAD,
leaving both theoretical gaps and practical ineffi-
ciencies unaddressed.
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Recent advances in Natural Language Process-
ing (NLP) and Large Language Models (LLMs)
have opened new avenues for extracting informa-
tion from unstructured financial text. Initial appli-
cations to PEAD detection have shown promise,
though existing approaches have been limited in
both architectural scope and signal integration.

In this work, we investigate whether novel
architectural and methodological approaches ap-
plied to the Management Discussion and Analysis
(MD&A) sections of quarterly 10-Q filings can
improve PEAD detection beyond existing LLM
methods. The MD&A provides a narrative account
of firm performance, strategy, and outlook, yet its
complexity may benefit from encoder-decoder ar-
chitectures designed for complex language under-
standing tasks.

We evaluate three LLM architectures: BART,
a general-purpose encoder-decoder model (Lewis
et al., 2019); FinBERT, a domain-adapted BERT
variant pretrained on financial corpora (Yang et al.,
2020); and LLaMA 3 with Low-Rank Adaptation
(LoRA) (Meta, 2024), representing the state of the
art in scalable, parameter-efficient fine-tuning for
domain-specific applications.

Our study contributes to the growing literature
on LLM applications in finance by introducing both
architectural innovations and 3-day signal integra-
tion to PEAD detection. By systematically eval-
uating these approaches, we aim to advance un-
derstanding of how different LLM architectures
and multi-signal integration can enhance financial
anomaly detection and uncover genuine informa-
tional content within corporate disclosures.

The remainder proceeds as follows: Section 2
provides background on PEAD and related work.
Section 3 presents the theoretical motivation for
our architectural and methodological choices. Sec-
tion 4 formalizes our research hypotheses. Sec-
tion 5 details our experimental design, including
data collection, model architectures, and evaluation
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protocols. Section 5.5 presents empirical findings
on predictive performance and abnormal returns.
We conclude by discussing implications for market
efficiency research and future work.

2 Background and Related Work

Early applications of NLP in finance predominantly
relied on dictionary-based sentiment analysis, ex-
emplified by the Loughran and McDonald finan-
cial dictionary (Gubbels, 2022). While useful for
broad sentiment classification, these approaches
often struggle with domain-specific language, con-
text sensitivity, and syntactic complexity inherent
in financial disclosures (Gubbels, 2022). More
recent work has explored the use of transformer-
based models such as FinBERT, designed to cap-
ture domain-adapted representations of financial
text, yielding improved performance in sentiment
detection and market reaction prediction (Jalooli,
2022; Schone, 2024).

Moreover, recent studies demonstrate that LLMs
like ChatGPT can predict short-term stock price
movements using unstructured textual data, even
without explicit financial training (Lopez-Lira and
Tang, 2024). These findings suggest that suffi-
ciently advanced LLMs possess emergent capabili-
ties for extracting predictive signals from complex
financial narratives, raising new questions about
their role in market efficiency and information as-
similation.

Several works have extended these insights to
specific financial contexts. For example, (Chung
and Tanaka-Ishii, 2023) apply computational lin-
guistics to earnings calls, showing that incorpo-
rating textual and contextual features from such
narratives improves PEAD prediction beyond tra-
ditional quantitative factors. Similarly, (Liu et al.,
2022) employ deep learning to forecast earnings
surprises, emphasizing the predictive value of
narrative-driven models in both developed and
emerging markets.

Recent advances have also explored LLM ap-
plications in financial forecasting beyond sen-
timent analysis. Ni et al. (2024) demonstrate
that parameter-efficient tuning techniques such as
QLoRA enable LLMs to outperform traditional
models in earnings report-driven stock prediction
tasks. Similarly, Itoh and Okada (2024) utilize
LLM-driven textual analysis to extract fundamen-
tal signals from financial data, underscoring the
broader applicability of large language models in
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financial contexts.

2.1 Management Discussion and Analysis

(MD&A) Overview

The Management Discussion and Analysis
(MD&A) section serves as management’s narra-
tive interpretation of the company’s financial per-
formance, business environment, and strategic out-
look. Unlike standardized financial statements that
follow Generally Accepted Accounting Principles
(GAAP), the MD&A offers management consid-
erable discretion in how they present and interpret
financial results (Securities and Exchange Commis-
sion, 2003). This narrative flexibility makes the
MD&A particularly valuable for extracting subjec-
tive assessments of business performance, competi-
tive positioning, and forward-looking expectations
that may not be captured in quantitative financial
metrics alone (Li, 2010).

The MD&A typically encompasses several key
areas of discussion:

* Results of Operations: Detailed explana-
tion of revenue trends, cost structure changes,
and margin analysis, often including segment-
specific performance drivers and year-over-
year comparisons.

Financial Condition and Liquidity: Assess-
ment of cash flow generation, debt capac-
ity, and management’s evaluation of the com-
pany’s ability to meet short-term and long-
term obligations.

Forward-Looking Information: Discussion
of strategic initiatives, risk factors, market
conditions, and other factors that could in-
fluence future performance, including critical
accounting policy changes.

To illustrate the information of MD&A content,
consider Apple Inc.’s Q2 2013 10-Q filing (see Ap-
pendix A), which demonstrates the typical structure
and informational depth of these narratives.

The unstructured, narrative nature of MD&A
content makes it particularly well-suited for natural
language processing techniques. Unlike earnings
calls, which involve real-time Q&A interactions, or
press releases, which are typically brief and highly
structured, the MD&A provides management with
space for nuanced discussion of complex business
dynamics. This richness in textual content, com-
bined with the regulatory requirement for mate-
riality and accuracy, creates an ideal corpus for



extracting subtle signals about management senti-
ment, strategic direction, and potential future per-
formance that may not be immediately reflected in
market prices (Brown and Tucker, 2004).

For PEAD detection specifically, the MD&A
offers several theoretical advantages. Manage-
ment’s discussion of quarterly results often in-
cludes forward-looking statements and qualitative
assessments that may take time for investors to
fully process and incorporate into valuation mod-
els. Additionally, the technical nature of account-
ing discussions and industry-specific terminology
may create information processing delays, partic-
ularly among retail investors, contributing to the
gradual price adjustment characteristic of PEAD
phenomena (Hirshleifer et al., 2009).

Recent work within the FinNLP community
has also explored PEAD prediction using natural
language processing techniques, with researchers
developing multilingual frameworks that demon-
strate fine-tuned language models like BERT, Fin-
BERT, and RoBERTa can effectively classify the
temporal impact of financial events across multi-
ple languages. Their approach of translating non-
English financial texts to English before applying
transformer-based models achieved strong perfor-
mance in impact duration prediction tasks. (Baner-
jee et al., 2024)

2.2 Research Gap and Contribution

While prior studies have applied LLMs to PEAD
detection, several critical gaps remain:

* Model Architecture Exploration: Previous
work has primarily focused on BERT-family
models, with limited exploration of encoder-
decoder architectures like BART that excel at
complex language understanding tasks.

3-Day Signal Integration: Existing studies
treat PEAD prediction as a static problem,
without incorporating early market signals
that could enhance text-based prediction mod-
els.

¢ Architecture-Performance Theory: Previ-
ous studies have not systematically investi-
gated whether language understanding advan-
tages carry over to financial applications.

Our study addresses these gaps by systematically
comparing encoder-decoder (BART) and encoder-
only (FinBERT) architectures for PEAD detec-
tion using MD&A narratives, and by investigating
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whether incorporating 3-day post-announcement
market signals can enhance purely textual predic-
tion approaches.

3 Theoretical Motivation

3.1 Theoretical Rationale for BART

BART’s encoder-decoder architecture is theoreti-
cally advantageous for financial narrative analysis:

1. Bidirectional and Generative Context:
BART combines a bidirectional encoder for
context-rich understanding and an autoregres-
sive decoder for coherent generation, support-
ing nuanced interpretation across financial
disclosures (Lewis et al., 2020; Zhang et al.,
2025).

. Denoising Pretraining and Complex Sum-
marization: The denoising autoencoder ob-
jective makes BART robust to noise and am-
biguity typical in financial narratives, while
its encoder-decoder architecture excels at syn-
thesizing insights over long, structured disclo-
sures (Lewis et al., 2020; Khanna et al., 2022;
Zhang et al., 2025).

3.2 Theoretical Rationale for 3-Day Signal
Integration

Incorporating early post-announcement market
data offers several theoretical advantages for PEAD
detection:

1. Early Signal Validation: Initial market reac-
tions within 3 days serve as a filtering mecha-
nism, helping distinguish between narratives
containing genuine informational content ver-
sus linguistic noise, while revealing which
textual elements attract market attention.

. Information Synthesis: Combining narrative
signals with early price movements leverages
both qualitative insights from MD&A disclo-
sures and revealed preferences of market par-
ticipants, creating a more comprehensive in-
formation set for PEAD prediction.

. Underreaction Identification: Early market
movements help identify cases where the mar-
ket’s initial response is incomplete relative
to narrative content, precisely the conditions
under which PEAD is most likely to occur.



4 Hypotheses

Building on the theoretical foundations outlined
above, we propose two primary hypothesis:

* Hypothesis 0 (Null): LLM-based PEAD pre-
diction models generate abnormal returns that
are not statistically different from zero, in-
dicating no genuine predictive capability be-
yond random chance.

* Hypothesis 1 - Model Architecture Superi-
ority: BART’s encoder-decoder architecture
and superior natural language understanding
capabilities will outperform domain-specific
models like FinBERT in extracting PEAD-
relevant signals from financial narratives, de-
spite FinBERT’s financial domain pretraining
advantage.

* Hypothesis 2 - Temporal Information
Enhancement: Incorporating 3-day post-
announcement market data into model predic-
tions will improve PEAD detection accuracy
by providing early market reaction signals that
complement narrative analysis.

5 Methodology and Experimental Design

This section outlines the methodological approach
used to investigate our hypotheses.

5.1 Research Objectives

Our investigation is guided by three central re-
search questions:

1. Do different LLM architectures, specifically
encoder-decoder versus encoder-only models,
demonstrate varying effectiveness in financial
narrative analysis for PEAD detection?

2. Does incorporating early post-announcement
market signals (3-day returns) enhance the
predictive accuracy of purely textual PEAD
models?

3. How do different LLM architectures com-
pare in generating abnormal returns through
PEAD-based trading strategies, and what ad-
ditional value does a 3-day early signal inte-
gration provide?

5.2 Data Collection and Preprocessing

The empirical analysis is based on a curated dataset
comprising both textual and financial data:

* Textual Data: MD&A sections were system-

atically extracted from quarterly 10-Q filings
accessed through the SEC’s EDGAR database.
The dataset encompasses 2,628 unique com-
panies over the study period.

Financial Data: Historical stock prices and
consensus earnings estimates were collected
from Yahoo Finance for NYSE companies
from 2010 through 2024.

Labeling Framework: To isolate the relation-
ship between narrative signals and price drift,
firms were first separated based on earnings
performance:

— Earnings Beat Group: Companies that
exceeded analyst earnings expectations.

— Earnings Miss Group: Companies that
fell short of analyst earnings expecta-
tions.

Within each group, PEAD labels were as-
signed as follows:

— Label = 1 (Drift): Positive abnormal re-
turns for earnings beats; negative abnor-
mal returns for earnings misses.

— Label = 0 (No Drift): Lack of abnormal
returns in the expected direction, or con-
tradictory abnormal returns.

The subsequent modeling and analysis were
conducted separately for each group to con-
trol for the directionality of earnings outcomes
and to focus explicitly on the presence or
absence of post-announcement drift. The
same companies appear in both training (2010-
2020) and testing (2021-2024) datasets, with
temporal separation ensuring no overlap of
specific quarterly observations between the
two periods.

5.3 Model Architectures

Three transformer-based LLMs were employed:

* BART: A denoising autoencoder combining
encoder-decoder mechanisms, well-suited for
capturing complex dependencies in unstruc-
tured financial text.

* FinBERT: A domain-specific BERT variant
pretrained on financial corpora, optimized for
capturing sentiment and nuanced financial lan-
guage patterns.



* Llama-3.2-3B: A large-scale LLM employing
8-bit quantization and parameter-efficient fine-
tuning for task-specific adaptation.

5.4 Training and Evaluation

The dataset was partitioned to preserve temporal
integrity and simulate real-world forecasting sce-
narios:

The dataset was partitioned temporally: train-
ing set (2010-2020, 10,000 examples) and test set
(2021-2024, 4,000 examples). Performance was
assessed via classification accuracy and economic
utility through Buy and Hold Abnormal Return
(BHAR) methodologies.

5.5 Empirical Findings
5.5.1

The PEAD classification accuracies achieved by
each model are summarized in Table 1 while the
returns generated are summarized in Table 2.

Model Performance

Table 1: PEAD Classification Accuracy by Model

Model Positive Group Acc. (%)
BART 55.2
FinBERT 57.6
LLaMA 3 56.3
Model Negative Group Acc. (%)
BART 54.8
FinBERT 58.3
LLaMA 3 56.2

The results in Table 1 and Table 2 demonstrate
that different models excel at different aspects of
PEAD detection. FinBERT achieves the highest
classification accuracy (57.6% and 58.3% for posi-
tive and negative groups respectively), suggesting
its financial domain pretraining effectively captures
PEAD-relevant narrative signals.

However, to evaluate practical relevance, we con-
structed long-short portfolios by ranking 10-Q fil-
ings based on predicted PEAD probabilities and
selecting the top 10% most likely to exhibit drift.
BART delivers the strongest abnormal returns in
trading applications, indicating superior practical
utility for investment strategies.

5.5.2 Statistical Significance Testing

Null Hypothesis Testing

Before evaluating relative model performance,
we tested whether any model generates statistically
significant abnormal returns. Using one-sample
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Table 2: Top 10% Portfolio 60-Day BHAR by Model

Model Positive Group Ret. (%) + SD
BART 3294225
FinBERT 2.83+1.25
LLaMA 3 1.56 £ 1.33
Model Negative Group Ret. (%) + SD
BART -3.18+3.42
FinBERT -2.39 +1.97
LLaMA 3 -2.83+1.10

t-tests against the null hypothesis of zero abnormal
returns, we find that all three models demonstrate
genuine predictive capability. For the positive earn-
ings group, BART achieves statistical significance
(t=2.47,p =0.018), as does FinBERT (t=3.21, p
=0.031) and LLaMA 3 (t =2.15, p=0.041). In the
negative earnings group, BART similarly shows
significance (t = -2.89, p = 0.017), along with Fin-
BERT (t = -2.54, p = 0.015) and LLaMA 3 (t =
-3.12, p = 0.030). These results indicate that all
LLM-based approaches generate abnormal returns
statistically distinguishable from zero, confirming
genuine alpha generation beyond random chance.
Comparative Model Performance

To evaluate Hypothesis 1, we employ two statis-
tical approaches that address different aspects of
model comparison. First, using individual stock-
level observations (N = 203 for positive earnings,
N = 187 for negative earnings), student-t tests com-
paring BART and FinBERT abnormal returns show
consistent significance across both groups. For
both positive and negative earnings groups, BART
identifies significantly larger drift than FinBERT
(positive: t = 2.31, p = 0.022; negative: t =-2.18,
p = 0.031). Similarly, stock-level t-tests show
FinBERT identifies significantly larger drift than
LLaMA 3 in both positive (t = 3.42, p <0.001) and
negative earnings groups (t = -2.87, p = 0.005).

To assess practical implementation relevance,
we conducted paired Wilcoxon signed-rank tests
on quarterly portfolio returns (N = 16 quarters),
where the pairing reflects the same quarters across
models. For the positive earnings group, BART’s
superior abnormal returns (3.29% vs. 2.83%) were
not statistically significant (p = 0.202, z = 0.88).
Similar results were observed in the negative earn-
ings group (p = 0.26, z = 1.13).

The divergent results highlight that while stock-
level t-tests provide greater statistical power and
confirm BART’s architectural advantages, paired



quarterly portfolio analysis better reflects practical
implementation but lacks sufficient power to detect
differences. The stock-level significance across
both earnings groups provides strong support for
Hypothesis 1, though portfolio-level implementa-
tion may require larger samples to achieve statisti-
cal detectability.

5.5.3 Risk-Adjusted Performance Analysis

To evaluate risk-adjusted performance across mod-
els, we calculated the Coefficient of Variation
(CV = standard deviation/mean) for each archi-
tecture’s portfolio returns. The results reveal dis-
tinct risk-return profiles: FinBERT demonstrates
the strongest risk-adjusted performance with a CV
of 0.44 for positive earnings and 0.82 for nega-
tive earnings, indicating relatively low volatility
relative to returns. BART exhibits moderate risk
adjustment (CV = 0.68 for positive, 0.93 for neg-
ative), while LLaMA 3 shows the highest relative
volatility (CV = 0.85 for positive, 0.39 for negative
earnings). These CV values, ranging from 0.39 to
0.93, fall within typical ranges for financial trading
strategies, though they suggest substantial return
variability. FinBERT’s superior risk-adjusted met-
rics complement its higher classification accuracy,
reinforcing its effectiveness for more conservative
investment approaches, while BART’s higher abso-
lute returns come at the cost of increased relative
volatility.

5.6 Analysis of BHAR and Distributional
Visualizations

LLM-informed strategies consistently outperform
the S&P baseline, with BHAR trajectories show-
ing distinct patterns across models and earnings
groups. For positive earnings, all models exhibit
upward abnormal return trends, with BART and
FinBERT generating the strongest returns. For neg-
ative earnings, all models show downward drift as
expected. The violin plots reveal concentrated re-
turn distributions for positive earnings and notably
wider spreads for negative earnings. While Fin-
BERT achieved the highest classification accuracy,
BART delivered the strongest average abnormal
returns, highlighting a trade-off between predictive
precision and trading impact.

Figure 1 shows BHAR trajectories over the 60-
day post-announcement period, with positive earn-
ings groups displaying consistent upward trends
and negative groups showing downward drift pat-
terns. Figure 2 presents distributional characteris-

tics, revealing right-skewed distributions above the
S&P baseline for positive earnings and more dis-
persed, below-benchmark distributions for negative
earnings. These patterns confirm asymmetric mar-
ket reactions and demonstrate the economic value
of LLM-enhanced PEAD detection strategies.

6 3-Day Early Signal Validation

6.1 3-Day Signal Integration Methodology

We augmented our textual features with early mar-
ket reaction data. For each earnings announcement
in our dataset, we calculated the 3-day cumulative
return from the market open on Day 1 through the
close of Day 3 post-announcement. This 3-day win-
dow captures the initial market processing period
while avoiding overlap with our PEAD measure-
ment window of days 4-60.

To incorporate temporal signals with textual fea-
tures, we modified our existing LLM architectures
through text injection. Each MD&A sample was
prepended with a standardized sentence describ-
ing the stock’s recent performance: *The three-day
stock return for this period was X.XX%.” This ap-
proach allows the model to process market signals
as part of the natural language input, enabling the
pre-trained language model to learn contextual re-
lationships between recent price movements and
management narrative through its existing attention
mechanisms.

Models were retrained using the same temporal
split (2010-2020 training, 2021-2024 testing) to
ensure fair comparison with text-only baselines.
The training process remained identical except for
the modified input. Performance was evaluated
along two dimensions:

* Classification Accuracy: Direct comparison
of text-only versus text+3-day model accuracy
on the same test set

* Economic Utility: Portfolio construction us-
ing the same top-decile selection methodol-
ogy, comparing abnormal returns between
text-only and temporally-enhanced predic-
tions

Statistical significance of improvements was as-
sessed using paired t-tests for accuracy differences
and Wilcoxon signed-rank tests for return differ-
ences.
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Figure 1: Buy-and-Hold Abnormal Return (BHAR) trajectories by model and earnings group. Each row shows
BHAR performance for a single model (BART, FinBERT, LLaMA 3), comparing positive earnings events (left) with
negative earnings events (right). Trajectories display average abnormal returns relative to the S&P 500 benchmark
over the 60-day post-announcement period, with vertical error bars indicating standard deviation.
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Figure 2: Distribution of final 60-day Buy-and-Hold Abnormal Returns (BHAR) by earnings group. Violin plots
show the range, density, and central tendency of abnormal returns across all three models (BART, FinBERT, LLaMA

3) for positive earnings events (left) and negative earnings events (right). The S&P 500 baseline is included for
reference.
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Table 3: Performance Comparison - Text-Only vs. Text+3-Day Integration

Model Text-Only Acc. (%) Text+3-Day Acc. (%) Improvement
Positive Earnings Group

BART 55.2 56.1 +0.9%

FinBERT 57.6 57.9 +0.3%

LLaMA 3 56.3 57.0 +0.7%
Negative Earnings Group

BART 54.8 55.4 +0.8%

FinBERT 58.3 58.4 +0.1%

LLaMA 3 56.2 56.8 +0.6%

Table 4: Portfolio Performance - Text-Only vs. Text+3-Day Models

Model Text-Only BHAR (%) Text+3-Day BHAR (%) Improvement
Positive Earnings Group

BART 3.29£2.25 391 +2.41 +0.62%

FinBERT 2.83+1.25 3.12+1.38 +0.29%

LLaMA 3 1.56 + 1.33 1.69 £ 1.41 +0.13%
Negative Earnings Group

BART -3.18 £3.42 -3.70 £ 3.58 -0.52%

FinBERT -2.39+1.97 -2.64+£2.12 -0.25%

LLaMA 3 -2.83+1.10 -3.05+1.23 -0.22%

6.2 3-Day Signal Integration Results

The integration of 3-day market signals resulted in
consistent improvements across all model architec-
tures. Table 3 presents the classification accuracy
comparison between text-only and text+3-day mod-
els.

The results demonstrate that temporal integra-
tion provides modest improvements, with BART
showing the largest enhancement (+0.9% and
+0.8% for positive and negative groups respec-
tively)

The enhanced models also demonstrated supe-
rior economic utility in portfolio construction. Ta-
ble 4 compares abnormal returns for top-decile port-
folios selected using text-only versus temporally-
enhanced predictions.

3-day signal integration improved portfolio re-
turns across all models, with BART again show-
ing the strongest enhancement. The improvements
were statistically significant for all models in both
earnings groups (p < 0.05), providing strong sup-
port for Hypothesis 2.

7 Hypothesis Validation and
Interpretation

Our empirical findings provide partial support for
the proposed hypotheses:
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Hypothesis 1 - Encoder-Decoder Architecture
Superiority: Individual stock-level analysis pro-
vides statistically significant evidence that BART
outperforms FinBERT in drift magnitude across
both earnings groups (positive: t = 2.31, p = 0.022;
negative: t =-2.18, p = 0.031). This confirms that
encoder-decoder architectures demonstrate genuine
advantages over domain-specific models in extract-
ing PEAD-relevant signals from financial narra-
tives. However, at the portfolio implementation
level, BART’s higher average abnormal returns
(3.29% vs. 2.83% for FinBERT) were not sta-
tistically significant (p = 0.202), indicating that
while architectural superiority exists at the granular
level, practical trading implementation may require
further research to achieve statistical detectabil-
ity. The stock-level significance for BART’s supe-
rior drift magnitude detection, combined with Fin-
BERTs slightly higher classification accuracy, sug-
gests that different architectures offer complemen-
tary advantages - with encoder-decoder capabili-
ties translating to meaningful drift benefits, while
portfolio-level results reflect implementation con-
straints rather than underlying model limitations.

Hypothesis 2 - Temporal Information En-
hancement:

The integration of 3-day market signals con-
sistently improved model performance across all



architectures, with accuracy gains ranging from
+0.1% to +0.9% and portfolio return enhancements
up to +0.62% for positive earnings announcements.
These improvements achieved statistical signifi-
cance in both classification accuracy and portfolio
returns (all p < 0.05). The directional consistency
of improvements across all models suggests that
early market reactions may contain valuable signals
for PEAD prediction.

8 Discussion

The results provide evidence that architectural
choices and temporal signal integration may mean-
ingfully enhance LLM-based PEAD detection from
narrative financial disclosures. While all three mod-
els achieved respectable performance, each exhib-
ited distinct strengths across evaluation metrics,
with notable differences between encoder-decoder
and encoder-only architectures.

FinBERT achieved the highest classification ac-
curacy at 57.6%, suggesting domain-specific pre-
training effectively captures PEAD-relevant narra-
tive signals.In contrast, BART identified the largest
drift magnitudes (3.29% positive, -3.18% negative)
in top-decile portfolios, indicating encoder-decoder
architectures may offer practical advantages for
drift detection despite lacking financial domain pre-
training. While portfolio-level differences were
not statistically significant (p = 0.202), individual
stock-level analysis confirms BART’s superior drift
identification capabilities with statistical signifi-
cance across both earnings groups.

The temporal integration experiments provided
evidence for methodological innovation, with 3-day
market signal incorporation yielding improvements
for both architectures. This supports our hypothesis
that early market reactions contain valuable infor-
mation enhancing purely textual PEAD prediction
approaches, though requires further research for
statistical significance.

Several considerations arise from these results:

* Architectural Trade-offs: Encoder-decoder
models showed promise for abnormal returns
while encoder-only models with domain pre-
training achieved higher classification accu-
racy, suggesting different architectures may
be optimal for different objectives.

Temporal Signal Value: Consistent improve-
ments from 3-day signal integration demon-
strate that combining narrative analysis with
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early market reactions creates more compre-
hensive information for PEAD detection.

Economic Relevance: Both innovations
yielded profitable abnormal returns, though
our analysis assumes frictionless execution,
ignoring transaction costs and liquidity con-
straints that could diminish real-world prof-
itability.

These findings advance PEAD detection method-
ology by systematically comparing architectures
and introducing temporal signal integration. The
improvements from temporal integration, com-
bined with directional advantages observed in
encoder-decoder models, suggest promising av-
enues for enhancing LLM-based financial anomaly
detection and contribute to the growing literature
on LLM applications in finance.

9 Conclusion and Future Directions

This study demonstrates that architectural choices
and temporal signal integration can enhance Post-
Earnings Announcement Drift (PEAD) detection
by extracting narrative signals from corporate dis-
closures. Our systematic comparison of encoder-
decoder versus encoder-only architectures revealed
distinct strengths: FinBERT achieved highest clas-
sification accuracy while BART identified the
largest drift magnitudes. Most notably, incorpo-
rating 3-day early market signals consistently im-
proved performance across all models.

Our findings advance PEAD methodology in two
ways. First, encoder-decoder models demonstrated
statistically significant drift identification advan-
tages at the individual stock level, though portfolio-
level implementation showed non-significant re-
sults (p = 0.202). Second, temporal integration
validated that early market reactions contain valu-
able information enhancing textual approaches.

Several limitations remain. Accuracy improve-
ments are incremental, and analysis is restricted
to MD&A sections of 10-Q filings, providing a
focused but narrow view of firm communications.

Future work should explore incorporating ad-
ditional disclosure types (earnings calls, press re-
leases, social media), testing architectural compar-
isons on larger datasets, and refining interpretabil-
ity through attention visualization. Practical con-
siderations such as transaction costs and regulatory
implications warrant investigation to translate find-
ings into viable trading strategies.



Limitations

Several limitations should be acknowledged in in-
terpreting our results. A key methodological con-
sideration involves the temporal relationship be-
tween earnings announcements and 10-Q filings.
While our analysis treats these as simultaneous
events for modeling purposes, empirical evidence
from our dataset reveals that companies do not al-
ways release their 10-Q filings on the same day
as their earnings announcements. As shown in
Appendix B, 50.5% of companies file their 10-Q
within 0-2 days of their earnings release, with the
remaining 49.5% exhibiting delays ranging from
3 days to over 30 days. This gap between earn-
ings announcements and formal 10-Q filings may
introduce noise into our PEAD detection models,
as market participants have access to preliminary
earnings information before the complete MD&A
narrative becomes available through the 10-Q fil-
ing.

Additionally, our analysis of abnormal returns
assumes frictionless trading conditions that may
not reflect real-world implementation challenges.
The calculated Buy-and-Hold Abnormal Returns
(BHAR) do not account for transaction costs, in-
cluding brokerage fees, bid-ask spreads, and mar-
ket impact costs that would reduce realized profits
in practice. Furthermore, our portfolio construc-
tion methodology assumes sufficient liquidity to
execute trades at prevailing market prices, which
may not hold for smaller capitalization stocks or
during periods of market stress. The timing of our
trading signals, particularly for strategies requiring
rapid execution following 10-Q filings, may also
be compromised by processing delays in extracting
and analyzing MD&A content in real-time market
conditions.

Future research could benefit from incorporat-
ing this filing lag as an additional feature, focusing
specifically on companies that maintain consistent
same-day filing practices, and conducting more re-
alistic backtests that account for transaction costs
and liquidity constraints to better assess the prac-
tical viability of LLM-based PEAD trading strate-
gies.
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A Sample MD&A Analysis

This appendix presents a representative example of
the MD&A content analyzed in our study. Figure 3
shows an excerpt from Apple Inc.’s Form 10-Q
for the quarter ended March 31, 2013 (Q2 2013),
demonstrating the typical structure and information
of MD&A narratives that serve as inputs to our
LLM models.

This excerpt demonstrates several key character-
istics of MD&A content relevant to our analysis:

* Forward-Looking Statements: The sec-
tion begins with disclaimers about forward-
looking statements, indicating management’s
attempt to provide guidance while managing
legal liability.
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* Technical Accounting Discussion: Apple’s
explanation of accounting changes for sub-
scription revenue represents precisely the type
of information that may require time for in-
vestors to fully process and incorporate into
valuation models.

Business-Specific Context: The discussion
of iPhone and Apple TV revenue recognition
provides company-specific operational details
that standard financial statements cannot cap-
ture.

Regulatory Compliance Language: The for-
mal tone and extensive references to other
SEC filings demonstrate the regulatory frame-
work within which MD&A content operates.

This example illustrates why MD&A sections
serve as input for natural language processing mod-
els attempting to extract insights that may drive
post-earnings announcement drift.

B Earnings Announcement and 10-Q
Filing Timing Analysis

This appendix presents empirical evidence regard-
ing the relationship between earnings announce-
ments and formal 10-Q filings. To understand the
extent to which companies release earnings infor-
mation and complete 10-Q filings simultaneously,
we analyzed filing patterns from our dataset cover-
ing the period 2010-2024.

B.1 Methodology

Using SEC EDGAR data, we matched earnings
announcements (typically disclosed via Form 8-K)
with subsequent 10-Q filings for companies in our
sample. For each 10-Q filing, we identified the
most recent earnings announcement (8-K filing)
prior to the 10-Q submission and calculated the
number of days between these two events.

B.2 Findings

Figure 4 presents the distribution of days between
earnings announcements and 10-Q filings across
our sample. The analysis reveals substantial varia-
tion in filing timing practices:

Key findings include:

* Same-Day/Next-Day Filing: 50.5% of com-
panies file their 10-Q within 0-2 days of their
earnings announcement, indicating that ap-
proximately half of firms maintain relatively
synchronized disclosure practices.


https://doi.org/10.2139/ssrn.4412788
https://doi.org/10.2139/ssrn.4412788
https://doi.org/10.2139/ssrn.4412788
https://doi.org/10.48550/arXiv.2407.21783
https://doi.org/10.48550/arXiv.2407.21783
https://doi.org/10.48550/arXiv.2408.06634
https://doi.org/10.48550/arXiv.2408.06634
https://doi.org/10.48550/arXiv.2408.06634
https://doi.org/10.25593/open-fau-870
https://doi.org/10.25593/open-fau-870
https://doi.org/10.25593/open-fau-870
https://doi.org/10.25593/open-fau-870
https://www.sec.gov/rules/interp/33-8350.htm
https://www.sec.gov/rules/interp/33-8350.htm
https://www.sec.gov/rules/interp/33-8350.htm
https://www.sec.gov/rules/interp/33-8350.htm
https://doi.org/10.48550/arXiv.2006.08097
https://doi.org/10.48550/arXiv.2006.08097
https://doi.org/10.48550/arXiv.2504.06225
https://doi.org/10.48550/arXiv.2504.06225

Item 2. Management’s Discussion and Analysis of Financial Cendition and Results of Operations

This section and other parts of this Form 18-Q contain forward-looking statements that involve risks and uncertainties. Forward-looking statements
can be identified by words such as “anticipates,” “expects,” “believes, plans, predicts,” and similar terms. Forward-looking statements are not
guarantees of future performance and the Company's actual results may differ significantly from the results discussed in the forward-looking
statements. Factors that might cause such differences include, but are not limited to, those discussed in Part II, Item 1A, “Risk Factors,” which are
incorporated herein by reference. The following discussion should be read in conjunction with the Company's Annual Report on Form 10-K for the

year ended September 26, 2009 and any amendments thereto (the “2009 Form 10-K") filed with the U.S. Securities and Exchange Commission

(“SEC”) and the Condensed Consolidated Financial Statements and notes thereto included elsewhere in this Form 18-Q. All information presented

herein is based on the Company’'s fiscal calendar. Unless otherwise stated, references in this report to particular years or quarters refer to the
Company’s fiscal years ended in September and the associated quarters of these fiscal years. The Company assumes no obligation to revise or

update any forward-looking statements for any reason, except as required by law.

Available Information

The Company’s Annual Report on Form 18-K, Quarterly Reports on Form 18-Q, Current Reports on Form 8-K, and amendments to reports filed

pursuant to Sections 13(a) and 15(d) of the Securities Exchange Act of 1934, as amended (“Exchange Act”) are filed with the SEC. Such reports and
other information filed by the Company with the SEC are available on the Company's website at http://www.apple.com/investor when such reports

are available on the SEC website. The public may read and copy any materials filed by the Company with the SEC at the SEC's Public Reference

Room at 10@ F Street, NE, Room 1580, Washington, DC 28549. The public may obtain information on the operation of the Public Reference Room

by calling the SEC at 1-88@-SEC-8330. The SEC maintains an Internet site that contains reports, proxy, and information statements and other
information regarding issuers that file electronically with the SEC at http://www.sec.gov . The contents of these websites are not incorporated into
this filing. Further, the Company's references to the URLs for these websites are intended to be inactive textual references only.

Retrospective Adoption of Mew Accounting Principles

In September 2009, the Financial Accounting Standards Board (“FASB") amended the accounting standards related to revenue recognition for
arrangements with multiple deliverables and arrangements that include software elements (“new accounting principles”). The Company adopted the

new accounting principles on a retrospective basis during the first quarter of 201e.

Under the historical accounting principles, the Company was required to account for sales of both iPhone and Apple TV using subscription

accounting because the Company indicated it might from time-to-time provide future unspecified software upgrades and features for those products
free of charge. Under subscription accounting, revenue and associated product cost of sales for iPhone and Apple TV were deferred at the time of sale
and recognized on a straight-line basis over each product’s estimated economic life. This resulted in the deferral of significant amounts of revenue
and cost of sales related to iPhone and Apple TV.

Figure 3: Apple Inc. Q2 2013 MD&A Sample - Representative example of quarterly MD&A content analyzed in
this study
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Figure 4: Distribution of Days Between Earnings Announcements and 10-Q Filings. Based on analysis of [sample
size] earnings events from 2010-2024. The chart shows that while approximately half of companies file their 10-Q
within 0-2 days of their earnings announcement, significant portions exhibit longer delays, with nearly 20% waiting
more than two weeks.
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* Short Delays: 15.0% of companies exhibit de-
lays of 3-7 days, while 15.8% delay filing for
8-15 days after their earnings announcement.

* Extended Delays: 18.7% of companies wait
more than 15 days after their earnings an-
nouncement to file their 10-Q, with 7.3% de-
laying more than 31 days.

B.3 Implications for PEAD Analysis

This timing variation has important implications for
post-earnings announcement drift (PEAD) research.
A large portion of companies do not file their 10-
Q simultaneously with earnings announcements,
which suggests that investors may react to prelim-
inary earnings information before having access
to the complete narrative provided in the MD&A
section. This separation could influence the infor-
mation processing dynamics that drive PEAD phe-
nomena and represents an important consideration
for interpreting our results.

209



Natural Language Inference as a Judge: Detecting Factuality and Causality
Issues in Language Model Self-Reasoning for Financial Analysis

Yilin Wu', Han Yuan', Li Zhang, Zheng Ma™
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{Yilin.Wu, Han.Yuanl, Li.Zhangl, Zheng.Ma2}@aexp.com

Abstract

Language models (LMs) have revolutionized fi-
nancial analysis by demonstrating expert-level
versatility. Recent advances in self-reasoning
have further improved LMs’ performance on
complex tasks. However, LMs are known to
hallucinate facts and generate non-causal rea-
soning paths, which compromise their output
quality, lead to erroneous conclusions, and pose
risks of monetary losses. Therefore, detecting
factual and causal errors in LMs’ reasoning is
essential for risk management and responsible
application of LMs in finance. In this study,
we adopt natural language inference (NLI) as a
paradigm for detecting factual and causal errors
in LMs’ reasoning. We evaluate this approach
by constructing a dataset comprising financial
reasoning points generated by LMs, along with
annotations by domain experts. Our findings
demonstrate that NLI, powered by backbones
of either pre-trained encoders or LMs, exhibits
statistically significant capability in detecting
factual and causal issues. Also, we show that,
although LMs achieve improved performance
with increasing parameters, they underperform
encoders and exhibit self-evaluation bias. Fine-
tuning effectively mitigates this type of bias and
enhances both backbones’ detection capability.

1 Introduction

Language models (LMs) have transformed finan-
cial natural language processing (NLP) through
their expert-level comprehension of financial infor-
mation and versatile problem solving capabilities
according to users’ instructional prompts (Li et al.,
2023; Kong et al., 2024; Hu et al., 2025). Recent
advancements in self-reasoning (Liu et al., 2024a)

T These authors contributed equally to this work.

™ Correspondence: Zheng Ma, Singapore Decision Sci-
ence Center of Excellence, American Express, 1 Marina
Boulevard, 018989, Singapore.
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Premise

Manufacturing PMI falls below 50,
GDP growth tums negative, and stock
market index drops significantly.

Encoders
<. P(Contradiction): 0.8

%g -~ " P(Entailment): 0.2

Does premise imply <«
hypothesis?
Yes or No?

Hypothesis

LMs
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O

The economy is stable and healthy.

Figure 1: NLI can detect factual and causal errors in
LMs’ self-reasoning for financial analysis

have further enhanced LMs’ ability to tackle com-
plex jobs that cannot be resolved through direct
question answering. However, LMs are known to
hallucinating facts or producing non-causal state-
ments during the reasoning process, which can
lead to erroneous conclusions and compromise the
quality of their outputs (Manakul et al., 2023; La-
ban et al., 2023; Li et al., 2024; Paul et al., 2024,
Chandler et al., 2024; Chen et al., 2025). Such is-
sues pose significant risks in financial applications,
where inaccuracies result in monetary losses (Chat-
wal et al., 2025; Shukla et al., 2025). Even when
the final outcome is correct, flawed reasoning steps
may mislead users who interpret these steps as jus-
tifications for LMs’ decision and indicate that the
outcome was reached by chance rather than logic
(Wu et al., 2024; Wang, 2024; Chu et al., 2025; Bao
et al., 2025). Sole outcome evaluation risks over-
looking deficiencies in the underlying reasoning
and potentially leading to monetary losses.
Therefore, detecting factual and causal errors in
LMs’ reasoning is crucial for mitigating potential
risks in financial decisions and for supporting ef-
fective regulation and compliance (Chatwal et al.,
2025). In this study, we adopt a classic and com-
putationally affordable paradigm, natural language
inference (NLI), in identifying factual and causal
errors in LMs’ reasoning (Lattimer et al., 2023).
To address the absence of well-annotated datasets
aligned with our objectives, we construct a special-
ized dataset by employing LMs to generate final de-
cisions and reasoning process on a public financial
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dataset. Domain experts then manually annotate
the factuality and causality of each reasoning point.
After that, we test pre-trained encoders and LMs as
NLI backbones to derive the probability of factual
or causal issues. Finally, We perform rigorous sta-
tistical analyses to evaluate the feasibility of NLI
as a paradigm for detecting factuality and causality,
compare the performance of pre-trained and fine-
tuned encoders and LMs, and investigate biases
when LMs assess their proprietary reasoning.

As a pilot study on LMs’ self-reasoning in fi-
nance, our work contributes in four aspects. First,
we provide an annotated dataset with labels of fac-
tuality and causality on LMs’ reasoning points.
Second, we demonstrate the effectiveness of the
classic NLI as a detection paradigm for factual and
causal errors, using encoders and LMs as back-
bones. Third, we perform referable statistical anal-
yses to illustrate limitations of LMs in this task:
their inferior accuracy compared to encoders and
potential biases when assessing proprietary reason-
ing in certain scenarios. Last, we demonstrate the
necessity of fine-tuning, which not only enhances
the detection ability of both backbones but also mit-
igates LMs’ self-evaluation bias. Relevant dataset
and notebooks are open-accessed on GitHub'.

2 Related work

As a fundamental NLP task, NLI determines the
logical relationship between a given pair of sen-
tences: a premise and a hypothesis. Typically,
transformer encoder-based NLI models (Devlin
et al., 2019) output three probabilities: entailment,
contradiction, and neutrality (Gubelmann et al.,
2024; Guo and Yang, 2024; Magomere et al., 2025).
Specifically, entailment indicates that the hypothe-
sis logically follows from the premise, contradic-
tion signifies that the hypothesis is false given the
premise, and neutrality implies that the premise is
insufficient to determine the truth of the hypothesis.

NLI plays a crucial role in tasks involving causal-
ity, and its capabilities have significantly improved
with the evolution of foundational models from pre-
trained encoders to LMs (Rozanova et al., 2023;
Guo and Yang, 2024). For example, lonescu et al.
(2020) employ five pre-trained encoders to exam-
ine causality in financial documents. Pre-trained
encoders, in addition to being used for post hoc
causality detection, can also be integrated in real-

1h'ctps ://github.com/Han-Yuan-Med/
nli-as-a-judge
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time content generation. ConCoRD (Mitchell et al.,
2022) is a framework that enhances LMs’ output
quality by selecting optimal sentences that main-
tain causal consistency throughout the generation
process. With LMs’ advancement, they outperform
specialized pre-trained encoders in some tasks.
Beyond its original purpose of causality, NLI has
also proven effective in tasks concerning factual-
ity. Similar to causality, both pre-trained encoders
(Kryscinski et al., 2020; Goyal and Durrett, 2020;
Sathe and Park, 2021; Fabbri et al., 2022; Utama
et al., 2022; Ni et al., 2024; Yang et al., 2024) and
LMs (Fatahi Bayat et al., 2023; Lattimer et al.,
2023; Li et al., 2024) have been employed for fac-
tuality detection. SummaC (Laban et al., 2022) is
a comprehensive benchmark for evaluating the per-
formance of NLI encoders in factuality detection.
It demonstrates that NLI encoders based on classic
architectures, such as BERT (Devlin et al., 2019),
can achieve a balanced accuracy of nearly 0.75. A
recent comprehensive framework, SelfCheckGPT
(Manakul et al., 2023), integrates both pre-trained
encoders and LMs to perform NLI for assessing the
factuality of LMs’ generated Wikipedia content.

3 NLI as a Judge

NLI evaluates whether a hypothesis follows from a
premise, producing probabilities for three possible
outcomes: entailment, neutrality, and contradiction
(Yu et al., 2024). Our study adopts NLI as the
framework for detecting factual and causal issues
in LMs’ self-reasoning for financial analysis.

Formally, D denotes the input dataset and D;
refers to a specific case within D. Each D; con-
tains .J sentences, denoted as D; ; (j = 1,2, ..., J),
which provide various input details for financial
classification. Given D; as input, a LM generates
a response O;, comprising K sentences of O; j.
The first sentence, O; 1, states the classification
outcome for D;. The subsequent sentences, O; j,
(k =2, ..., K), outline the reasoning points under-
lying this classification and the primary focus of
this study is to detect factual and causal errors in
O; i, through the paradigm of NLI.

Specifically, NLI takes a premise S}, and a hy-
pothesis S, as input. Then it outputs probabili-
ties of three possible outcomes: entailment, neu-
trality, and contradiction. For factuality detection
(Utama et al., 2022), the premise S), corresponds
to the input information D; and the hypothesis S}
is each reasoning statement O; , (k = 2, ..., K).
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For causality detection, the .S, is the reasoning
statement O; , (k = 2,..., K) and S}, is the clas-
sification outcome O; ;. Following Manakul et al.
(2023), we omit the neutral class and focus only
on the probability of entailment P.(S), S;,) and
contradiction P.(Sy, Sy). With this simplifica-
tion, the output becomes binary and is further
normalized to ensure the entailment probability
P! = P./(P. + P.) to be bounded within [0, 1].
For both factuality and causality detection of O; 1,
a reasoning point is classified as containing factual
or causal errors if P, is less than 0.5. We adopt a
threshold of 0.5 because our dataset is relatively
small, reserving a separate validation set for thresh-
old optimization would further reduce the effective
training data and increase the overfitting risk, and
this choice is consistent with established practice
(Kazemi et al., 2023; Chicco and Jurman, 2023).

For the comprehensiveness, both classic en-
coders and LMs are used as backbones for cal-
culating P!. For encoders pre-trained on NLI, the
output has been shaped into probability suiting the
formulation. For LMs, we follow the design in
Lattimer et al. (2023) and prompt the LMs with
the following template: "S, Question: does this
imply Sp? Yes or No?". The logits correspond-
ing to "Yes" and "No" are extracted as P. (S, Sp)
and P.(Sp, Sp), respectively. The final probabil-
ity P/ is then computed as illustrated above. The
simple prompt design is adopted to enhance com-
putational efficiency, eliminate variance introduced
by prompt optimization, facilitate domain-agnostic
assessment without the need for adaptation, enable
the evaluation of long test cases by employing short
prompts with fewer tokens (Laban et al., 2023), and
eliminate hallucination introduced by techniques
such as In-Context Learning (ICL) and Chain-of-
Thought (CoT) (Gao et al., 2023; Paul et al., 2024;
Zhang et al., 2024; Turpin et al., 2023).

4 Dataset

We conduct our experiments using a refined ver-
sion (Yuan et al., 2025) of the public German credit
dataset (Hofmann, 1994) with increased signal-to-
noise ratio and better alignment with modern LMs’
training context. Since no standard annotations of
factuality and causality in LMs’ generated reason-
ing points are available for this dataset, we con-
struct our own data through a two-step process: (1)
collecting LMs’ responses, including both classi-
fication outcomes and reasoning points; and (2)
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manually annotating the reasoning sentences for
factual and causal issues.

Following Zhang et al. (2024), we utilize the
processed data, formatted as text input, to prompt
three LMs, Llama-3.2-3B (Touvron et al., 2023),
Gemma-2-2B (Mesnard et al., 2024), and Phi-3.5-
mini (3.8B) (Abdin et al., 2024), to generate both
classification outcomes and the underlying reason-
ing points behind their decisions. Specifically, the
three LMs generate 862, 495, and 515 reasoning
points, respectively, for 50 positive and 50 nega-
tive cases. This suggests that Llama, on average,
employs more reasoning points than the other two.

After that, two authors annotate the reasoning
points using a two-step workflow. Each point is
first assessed for factuality issues, defined as the
involvement of non-factual information. If no fac-
tual errors are found, the reasoning point is further
evaluated for causality issues, also referred to as
logical inconsistencies. A causality issue is identi-
fied when a negatively framed reasoning point is
incorrectly presented as supporting a positive clas-
sification, or vice versa (Yuan et al., 2025). After
independent annotation, the two annotators summa-
rize conflicting cases and consult the senior authors
to resolve discrepancies and reach consensuses.
Among the 1,872 annotated reasoning points, 72
(3.9%) were labeled as factually inaccurate, and
329 (17.6%) were identified as causally erroneous.

S Experiments

We evaluate both pre-trained encoders and LMs,
along with their fine-tuned versions, on the anno-
tated data for factuality and causality detection.
Pre-trained models are used in their original form
as released on HuggingFace. For fine-tuning, we
explore full-parameter fine-tuning (FPFT) and two
parameter-efficient fine-tuning (PEFT) methods
(Appendix A) of Last Layer fine-tuning (LLFT)
and Low-Rank Adaptation (LoRA) (Hu et al.,
2022). Specifically, we apply three-fold cross-
validation for all fine-tuning experiments, using one
fold for testing and the remaining two for training
in each run. A consistent training setup is adopted
for both encoders and LMs, using the AdamW op-
timizer (Loshchilov and Hutter, 2019) with a learn-
ing rate of le-5 and and default settings for other
hyperparameters over five epochs. For encoders,
the input consists of premise—hypothesis pairs and
the output is a binary classification label (either
entailment or contradiction). For LMs, the premise
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Figure 2: Entailment probability distributions for statements with and without factual or causal errors

and hypothesis are concatenated into a coherent
instruction, and the model is trained to generate a
target token, either Yes or No, reflecting the rela-
tionship between premise and hypothesis. We ac-
knowledge that additional hyperparameter tuning
and training techniques (e.g., warm-up schedules)
may further enhance model performance. However,
the primary objective of fine-tuning is to demon-
strate its advantages over pre-trained models, rather
than to achieve the upper-bound performance of
fine-tuning, which is reserved for future work.

For backbones based on transformer encoders,
we select DeBERTa-v3-large (He et al., 2021),
RoBERTa-large (Liu et al., 2019), and BART-
large (Lewis et al., 2020). For open-access (OA)
LMs (Lasheras and Pinheiro, 2025), we utilize
the same three families for dataset construction:
Llama (Llama-3.2-3B and Llama-3.1-8B), Gemma
(Gemma-2-2B and Gemma-2-9B), and Phi (Phi-
3.5-mini and Phi-3.5-MoE). All OA models, ex-
cept for Phi-3.5-MoE, have fewer than 10 billion
parameters, aligning with the constraints of our
computational resources. Although Phi-3.5-MoE
contains a total of 60.8 billion parameters, only
6.6 billion parameters are active during any single
inference due to its mixture-of-experts (MoE) ar-
chitecture, thereby keeping computation within our
budget. Section 3 details the process of obtaining
the normalized entailment probability P, which
is used for performance comparison and statistical
tests in the following sections. In addition to OA
LMs, we include the proprietary GPT-40 (OpenAl,
2024) as a state-of-the-art (SOTA) backbone. It
should be noted that GPT-4o is evaluated only un-
der the pre-trained setting, as the internal training
procedures and fine-tuning methodologies used by
OpenAl are not publicly disclosed (OpenAl). To
estimate P., we use the same instruction prompt
as for the OA LMs and query the API ten times,
calculating the proportion of "Yes" as a proxy.

First, we assess the effectiveness of NLI as a de-
tection paradigm for pre-trained backbones. Tables
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Model Mode FI BA AUPRC AUROC
Pre-trained 0.28 0.67 0.30 0.84
DeBERTa-v3-large "pppr ™ 082 088 092 0.99
Pre-trained 0.23 0.66 0.35 0.84

BART-large FPFT 077 085 0.80 0.96
Pre-trained 0.19 062  0.29 0.77

RoBERTa-large FPFT 084 092  0.88 0.99
Pre-trained 0.00 0.50 0.10 0.51

Llama-3.2-3B FPET 074 082  0.67 0.85
Pre-trained 0.00 0.50 0.07 0.55

Llama-3.1-88 FPFT 038 066 037 0.77
Pre-trained 0.09 0.53 0.12 0.71

Gemma-2-2B FPFT 044 070 040 0.77
Pre-trained 0.28 0.60 0.15 0.64

Gemma-2-9B FPFT 048 070 041 0.79
Phi-3.5-mini Pre-trained 0.17 0.63 0.20 0.65

: FPFT 073 082  0.68 0.93

. Pre-trained 0.22 0.60 0.21 0.62
Phi-3.5-MoE FPFT 084 089 0.6 0.95
GPT-40 Pre-trained 0.32 0.76 0.28 0.80

Table 1: Factuality detection results of pre-trained and
FPFT encoders and LMs under NLI paradigm

Model Mode FI BA AUPRC AUROC
Pre-trained 0.37 0.62 0.21 0.59
DeBERTa-v3-large "popr ™ 002 095 092 0.98
Pre-trained 0.34 0.52 0.28 0.64
BART-large FPFT 091 096 092 0.98
Pre-trained 0.36 0.61 0.36 0.67
RoBERTa-large FPFT 092 096 094 0.99
Pre-trained 0.19 0.51 0.24 0.49
Llama-3.2-3B FPFT 086 092 091 0.97
Pre-trained 0.18 0.48 0.19 0.53
Llama-3.1-88 FPFT 088 092  0.85 0.95
Pre-trained 0.03 0.46 0.14 0.39
Gemma-2-2B FPET 086 093  0.88 0.97
Pre-trained 0.28 0.46 0.16 0.42
Gemma-2-9B FPFT 074 089  0.82 0.95
Phi-3.5-mini Pre-trained 0.31 0.50 0.14 0.39
1-2--mumt FPFT 091 095 092 0.98
. Pre-trained 0.32 0.54 0.18 0.53
Phi-3.5-MoE FPFT 091 095 0.89 0.98
GPT-4o Pre-trained 031 051 0.19 0.52

Table 2: Causality detection results of pre-trained and
FPFT encoders and LMs under NLI paradigm

1 and 2 present the performance of pre-trained and
FPFT backbones in terms of F1 score, balanced ac-
curacy (BA) (Utama et al., 2022), the area under the
precision-recall curve (AUPRC), and the area un-
der the receiver operating characteristic curve (AU-
ROC), ensuring a robust comparison in the scenario



of class imbalance (Yuan et al., 2022). Additionally,
we adopt statistical tests to demonstrate the effec-
tiveness of NLI as a detection paradigm. We collect
P! for reasoning points with and without factual or
causal errors and apply the Wilcoxon rank-sum test
(Wilcoxon, 1947). The null hypothesis assumes no
difference in P/ between the two groups, while the
alternative hypothesis asserts that sentences con-
taining errors exhibit lower P.. A p-value below
0.05 rejects the null hypothesis and adopts the alter-
native hypothesis, indicating that NLI, powered by
a certain backbone, has statistically significant dis-
tinguishability at the 95% confidence level. Figure
2 shows the entailment probability distribution of
pre-trained and FPFT models across the two tasks.
The red lines represent reasoning points containing
errors, while the blue lines denote those without
errors. Each subplot displays results for a specific
backbone, with corresponding p-values shown at
the top. The first two rows present results from pre-
trained models on factuality and causality detection
tasks, respectively and the bottom two rows show
results from FPFT models on the two tasks. The
statistically significant p-values demonstrate that
NLI is an effective paradigm for distinguishing
sentences containing factual or causal errors in
both pre-trained and fine-tuning settings.

Second, we aim to compare the discriminabil-
ity of different backbone models. We employ the
same rank-sum test for this comparison, conduct-
ing separate tests on sentences with and without
errors. For sentences containing factual or causal
errors, the null hypothesis assumes no difference
in P! between two backbones, By and Bs, while
the alternative hypothesis posits that P, from By is
lower than that from By. A p-value below 0.05 sup-
ports the alternative hypothesis, indicating that B;
outperforms Bs in identifying erroneous sentences.
For sentences without factual or causal errors, the
null hypothesis again assumes no difference in P,
between B; and By, while the alternative hypoth-
esis asserts that P, from Bj is greater than that
from By. A p-value below 0.05 supports the alter-
native hypothesis, demonstrating that B; excels in
classifying error-free reasoning sentences.

Due to space constraints, we present capability
comparisons in factuality detection on reasoning
points containing factual errors under both pre-
trained and fine-tuning settings, and comprehen-
sive details are available in Appendix C. The color
indicates the p-value from a pairwise comparison
between the model in the column and the model in
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Figure 3: Pairwise comparison of factuality detection
on erroneous reasoning points in the pre-trained setting
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Figure 4: Pairwise comparison of factuality detection
on erroneous reasoning points in the FPFT setting

the row. A significant p-value illustrates that the
column model significantly outperforms the row
model. Figure 3 reveals that encoders outperform
LMs in 17 out of 21 cases under the pre-trained
setting. Figure 4 shows that encoders outperform
LMs in 15 out of 18 cases under the FPFT setting.
Under the pre-trained setting, GPT-40 demon-
strates consistent superiority over both encoders
and other LMs in factual error detection, align-
ing with its status as the SOTA model. Howeyver, its
superiority does not extend to causal error detection
(Appendix C). These results suggest that, despite
the general superiority and widespread adoption
across NLP tasks, LMs achieve performance in-
ferior to that of encoders in certain scenarios.
Laban et al. (2023) and Jin et al. (2024) report simi-
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Figure 5: P-value difference in detection capability of
pre-trained and FPFT models

lar findings that LMs, despite having several orders
of magnitude more parameters than pre-trained en-
coders, achieve comparable performance across
multiple benchmarks. Gao et al. (2023) demon-
strate that ChatGPT, despite being one of the most
well-aligned LMs, performs poorly in causal rea-
soning due to bias introduced during its upgrading
training stages. Although increasing the size of OA
LMs generally leads to improved performance, as
reported by Laban et al. (2023), we do not observe
emergent detection capabilities in our experiments.
A potential explanation is that such abilities tend
to emerge only in models exceeding 100 billion
parameters from the same family (Paul et al., 2024;
Kojima et al., 2022). Due to computational con-
straints, we did not test OA LMs of this scale. In
addition, the SOTA LMs like GPT-4 exhibit rela-
tively weak performance on causal understanding
compared to other natural language understanding
tasks (Wang et al., 2023; Romanou et al., 2023;
Paul et al., 2024; Liu et al., 2024b), and do not
significantly outperform encoders.

Third, we perform fine-tuning to compare the
performance of pre-trained versus fine-tuned back-
bones. We use the same rank-sum test and Figure 5
reports the p-value differences between pre-trained
and FPFT models. Smaller p-values indicate bet-
ter discriminability; therefore, a positive difference,
where the p-value of the pre-trained model is higher
than that of the FPFT model, suggests that fine-
tuning enhances the model’s detection capability.
The results show that all models exhibit reduced
p-values after FPFT, confirming the effectiveness
of fine-tuning in improving encoders’ and LMs’
detection performance of factual and causal issues.
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Figure 6: P-value difference in self-evaluation bias
between FPFT and pre-trained models

Lastly, we investigate whether fine-tuning can
mitigate the self-evaluation bias exhibited by LMs,
whereby they tend to classify their own erroneous
reasoning or that of models within the same family
but with different parameter sizes as correct (Zheng
et al., 2023). To quantify this bias, we apply the
rank-sum test to compare P, assigned to erroneous
proprietary reasoning versus erroneous reasoning
from other models. The null hypothesis posits no
difference of P/ between the two groups, while the
alternative hypothesis suggests that P/ assigned to
erroneous proprietary reasoning is higher than that
for reasoning generated by other LMs, revealing
that LM are less capable of detecting errors in their
own or closely related outputs compared to those
from other LMs. Based on the computed p-values
from pre-trained and FPFT LMs, Figure 6 presents
the p-value differences between FPFT models and
their pre-trained counterparts. A positive difference
implies that the p-value of self-evaluation bias is
higher in the FPFT model than in the pre-trained
model, suggesting that fine-tuning effectively mit-
igates LMs’ self-evaluation bias. The Llama fam-
ily is excluded from this comparison due to their
pre-trained versions’ near-zero discriminability.

6 Conclusions

Our study investigates factual and causal error de-
tection in financial analysis by LMs. We adopt
NLI as the detection paradigm supported by both
encoders and LMs. Our experiments show that
while LMs outperform encoders in many financial
NLP tasks, users should realize their potential dis-
advantages relative to encoders as well as their
susceptibility to biases when evaluating proprietary



reasoning. Also, practitioners are advised, although
pre-trained models show certain ability, to fine-tune
models when resources permit, as it enhances dis-
criminability and mitigate self-evaluation bias.

Limitations

First, we generated 1,872 reasoning points from
responses of 3 LMs to 50 positive and 50 negative
cases in a public dataset. To further validate our
findings, future experiments should extend to ad-
ditional tasks, a wider range of LMs, and diverse
NLI backbone models. Second, the results indicate
that LMs exhibit relatively weak performance com-
pared to pre-trained encoders in certain scenarios,
likely due to the absence of prompt engineering
and reliance solely on the strategy of comparing
response probabilities of "Yes” and "No" (Lattimer
et al., 2023). Future work will explore prompt
engineering to improve detection accuracy of pre-
trained LMs (Shukla et al., 2025). Third, we do
not conduct a thorough evaluation against top pro-
fessionals, but for time-sensitive applications, Al
models hold a clear advantage since human experts
cannot process thousands of pieces of information
within seconds. Last, we do not examine detection
methods such as keyword-based approaches, and
future work will evaluate whether NLI offers mean-
ingful improvements over these simpler methods.

Ethics statement

This study investigates the factual and causal er-
rors in the reasoning process of LMs within the
financial domain. We demonstrate that NLI is a
computationally efficient detection paradigm. Our
results indicate that its current performance, includ-
ing leveraging LMs as backbones, remains subop-
timal. This aligns with findings by Lasheras and
Pinheiro (2025) that even advanced models such
as GPT-4o exhibit limited capability in causal rea-
soning. Additionally, most existing benchmarks
for factuality and causality detection are built on
English tasks and datasets, often overlooking the
pragmatic differences and cultural nuances inherent
in other languages (Lasheras and Pinheiro, 2025).
Therefore, users are recommended to conduct thor-
ough evaluations before deploying NLI-based de-
tection backbones in real-world applications.

Disclaimer

This paper is provided solely for informational pur-
poses as an academic contribution by the authors
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to the research community and does not represent,
reflect, or constitute the views, policies, positions,
or practices of American Express or its affiliates.
Nothing in this paper should be cited or relied upon
as evidence of, or support for, the business views,
policies, positions, or practices of American Ex-
press or its affiliates.
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A PEFT results

Tables 3 and 4 show PEFT results for both en-
coders and LMs in detecting factual and causal
issues, respectively. With the exception of Llama-
3.2-3B and Gemma-2-9B in factuality and causal-
ity, LoRA consistently outperforms LLFT. Notably,
these two exceptional models exhibit consistent
behavior across both tasks, suggesting that LoRA
struggles to identify more effective parameters than
those in the final layer in some scenarios.

Model Mode FI BA AUPRC AUROC
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Phiv3.5-mini LoRA 0.37 0.83 0.51 0.92
LLFT 0.16 0.64 0.27 0.66
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Table 3: Factuality detection results of PEFT models

B Position bias of LMs

Prior studies have shown that LMs exhibit position
bias when making inferences involving swapped
answer positions (Zheng et al., 2023). In our con-
text, position bias refers to the effect of present-
ing prompts in the order of "Yes" or "No" versus
"No" or "Yes". To assess the position bias, we per-
form a chi-squared test on the decisions made by
pre-trained models across all samples under two
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Table 4: Causality detection results of PEFT models

prompt orders. The null hypothesis posits no signif-
icant difference between the two variants, while the
alternative hypothesis suggests a significant differ-
ence. The results indicate that, with the exception
of Llama-3.2-3B in factuality detection, and Llama-
3.1-8B in both factuality and causality detection,
all other models exhibit p-values less than 0.01.
This provides strong statistical evidence for the
presence of position bias. It is also worth noting
that the absence of bias in Llama is attributable
to its limited capability, as it generates "No" for
nearly all samples, resulting in no variation.

To address the position bias, the reported results
using either average voting or veto voting across
these two prompt variants. For the selection of
voting methods, we adopt a heuristic approach:
when a model’s output is highly skewed toward an
answer (i.e., 95% of responses favor one option),
we apply veto voting to ensure that the minority is
better represented and to encourage output diversity.
For outputs that do not exceed this threshold, we
use average voting to balance positional effects.

C Pairwise comparison

In addition to the 2 comparisons in the main text,
we provide heatmaps of pairwise comparisons
across the remaining 6 scenarios, defined by the
combination of setting (pre-trained vs. FPFT), task
(factuality vs. causality), and issue (true vs. false).
A cell with a significant p-value indicates that the
column model outperforms the row model.
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Abstract

The financial domain frequently deals with
large numbers of long documents that are es-
sential for daily operations. Significant ef-
fort is put towards automating financial data
analysis. However, a persistent challenge, not
limited to the finance domain, is the scarcity
of datasets that accurately reflect real-world
tasks for model evaluation. Existing datasets
are often constrained by size, context, or rel-
evance to practical applications. Moreover,
LLMs are currently trained on trillions of to-
kens of text, limiting access to novel data or
documents that models have not encountered
during training for unbiased evaluation. We
propose SEC-QA, a continuous dataset gen-
eration framework with two key features: 1)
the semi-automatic generation of Question-
Answer (QA) pairs spanning multiple long
context financial documents, which better rep-
resent real-world financial scenarios; 2) the
ability to continually refresh the dataset using
the most recent public document collections,
not yet ingested by LLMs. Our experiments
show that current retrieval augmented gener-
ation methods systematically fail to answer
these challenging multi-document questions.
In response, we introduce a QA system based
on program-of-thought that improves the abil-
ity to perform complex information retrieval
and quantitative reasoning pipelines, thereby
increasing QA accuracy.

1 Introduction

Large Language Models (LLMs) have demon-
strated impressive capabilities in a wide range of
natural language processing (NLP) applications
(Brown et al., 2020). Even though LLMs were
scaled to an unprecedentedly large number of pa-
rameters, they still face many issues with halluci-
nations (Ji et al., 2023), poor reading comprehen-
sion (Liu et al., 2024), and private data leakage
(Balloccu et al., 2024). To address these issues,
Retrieval Augmented Generation (RAG) produces

221

responses by using a few retrieved documents from
reliable sources. As a result, it offers more de-
pendable answers with fewer hallucinations, even
when employing much smaller language models
(Borgeaud et al., 2022). Evaluating RAG-based
systems is challenging due to the added complex-
ity of the retrieval step (Chen et al., 2024), and
the cascading effect of the upstream retrieval task
on the downstream QA task. Early benchmarks
for RAG-based systems mainly focus on simple
common-sense questions that can be answered by
retrieving a single piece of text from a single knowl-
edge source (Joshi et al., 2017; Dunn et al., 2017).
Often these knowledge sources were open textual
knowledge bases such as Wikipedia (Yang et al.,
2018) and WikiHow (Deng et al., 2020).

These benchmarks face two data leakage is-
sues. First, they were created from open Internet
sources (Xue et al., 2021; Penedo et al., 2023),
e.g., Wikipedia, which is heavily used in LLM pre-
training (Touvron et al., 2023). Second, the static
benchmarks themselves are leaked to the Internet
(Balloccu et al., 2024). LLM training datasets sub-
sequently include these benchmarks, leading to in-
flation and unreliable results on these benchmarks.
To combat these problems, there have been pro-
posals to keep benchmarks private (Mialon et al.,
2023) or updated regularly (Fan et al., 2023).

More importantly, in many financial applica-
tions, evaluation based on common-sense knowl-
edge and open knowledge sources may not reflect
the system’s true capabilities (Zhang et al., 2024).
The questions in professional use are far more com-
plex, requiring some combination of multi-hop rea-
soning (Yang et al., 2018), multi-source reference
(Tang and Yang, 2024), document-structure ref-
erence (Saad-Falcon et al., 2023), and collection
structure reference. Additionally, knowledge bases
in a specific domain may be less diverse than open
knowledge bases, e.g., Wikipedia, leading to poor
retrieval performance which in turn has a severe
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impact on the LLM’s response. Retrieval in some
domain-specific areas may instead require domain
knowledge to achieve effective retrieval that has
not been captured in open-domain evaluation.

To overcome these issues, this work introduces
a framework for designing practical quantitative
questions. These questions are much more chal-
lenging than existing financial QA tasks such as
FinQA(Chen et al., 2021) or TAT-QA (Zhu et al.,
2021). The framework allows us to customize ques-
tions at the needed complexity for the target ap-
plications with potential variety in question com-
plexity including multiple entities/financial peri-
ods, multi-hop reasoning, document structure, col-
lection structure, and multiple outputs. We lever-
age Internet-accessible document collections, and
open tabular databases to create real-world com-
plex quantitative questions in finance. We evaluate
four RAG-based systems and show that RAG sys-
tems systematically fail on these carefully designed
real-world questions. Moreover, we show that re-
cent LLMs can use code to effectively navigate
the structure of the document collections; e.g., that
earnings per share information is within 10-Ks,
and that there are 10-Ks for each company and
fiscal year. This leads to drastically improved lev-
els of performance. Additionally, this framework
can be used to dynamically refresh the benchmarks
regularly to prevent training data leakage.

The contributions of this paper are:

* A framework (SEC-QA) for dynamically gen-
erating quantitative multi-hop QA tasks for
the financial domain from publicly accessible
documents and databases.

* A set of practical and challenging questions
for Quantitative Reasoning in the financial do-
main that vanilla RAG models systematically
fail to answer.

* A system that utilizes program-of-thought and
the rich structure of the document collection
to improve QA performance.

2 Related Work

Reasoning Capabilities of LLLM has been found
in natural language processing and other fields.
Some LLMs exhibit emergent capabilities if they
are large enough. A simple prompt “Let’s think
step by step” causes a model to generate solu-
tions with reasoning steps in a chain-of-thought
(Wei et al., 2022). More advanced prompting
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techniques have been discovered which are sim-
ilar to human reasoning processes such as tree-of-
thoughts (Yao et al., 2024) and self-verification
(Weng et al., 2023). However, the numerical rea-
soning of LLMs is still limited, motivating the
adoption of programming languages to offload nu-
merical tasks in program-of-thought (Chen et al.,
2023) and program-synthesis (Austin et al., 2021).
Reasoning capability is enhanced in additional
training on reasoning through human feedback
(Ouyang et al., 2022). However, LLMs still strug-
gle with many domain-specific tasks such as fi-
nance (Koncel-Kedziorski et al., 2023). Recent
studies have pointed out that many popular bench-
marks are contained in LLM pre-training data (Rid-
dell et al., 2024), which causes the inflation of
model performance. As such, benchmarks are kept
private (Mialon et al., 2023), or updated regularly
(Fan et al., 2023) to mitigate data contamination.

Document Grounded Quantitative Reasoning
involves numerical extraction and numerical rea-
soning. Previous work in NLP has explored numer-
ical extraction from scientific documents (Harper
et al., 2021; Elazar et al., 2019) and financial docu-
ments (Loukas et al., 2022). Existing datasets for
the financial domain that require quantity extrac-
tion include HybridQA (Chen et al., 2020), TAT-
QA (Zhu et al., 2021), MultiHierTT (Zhao et al.,
2022), FinQA (Chen et al., 2021), and ConvFinQA
(Chen et al., 2022). However, these works only
involve a small amount of grounding context (e.g.,
a single page, a single document).

Multi-Document QA: TriviaQA (Joshi et al.,
2017) and SearchQA (Dunn et al., 2017) require
the model to search over a large collection of doc-
uments. However, the question itself can be an-
swered by reading a few sentences extracted from
a single document. Some multi-document QA
datasets were created for open-ended QA such as
summarization (MultiNews (Fabbri et al., 2019),
WikiHowQA (Bolotova-Baranova et al., 2023))
where skimming over given documents and extract-
ing evidential cues from these documents are es-
sential. The HotpotQA (Yang et al., 2018) dataset
specifically targets multi-hop questions to resolve
hidden cross-document reference entities in the
questions. However, these datasets were collected
from open knowledge bases (e.g., Wikipedia), so
they have most likely been leaked in LLM pre-
training data (Touvron et al., 2023).

Multihop-RAG (Tang and Yang, 2024) propose



Dataset Multi-Doc Multi-Hop Refreshable #Test Context #Docs Data

— HybridQA v v - 3,463 2,326 44  Hybrid
5 TriviaQA v - - 17,210 3,760 486,956  Text
é‘i SearchQA - - ; 27,248 38 - Text
HotPotQA v v - 7,405 928 15,519  Text
TAT-QA - - - 1,669 47 - Hybrid

2:1 MultiHiertt - - - 1,566 1,646 - Hybrid
S FinQA - - - 1,147 628 - Hybrid
& ConvFinQA - - - 434 628 - Hybrid
Multihop-RAG v - - 2,556 1,574 609  Text
SEC-QA v v v Flexible 123,000 1,315 Hybrid

Table 1: Comparison of QA benchmarks in the quantitative and finance domain. Refreshable indicates that the
dataset can be automatically renewed/generated with a different document set. Hybrid indicates that the context

contains both tabular and textual data.

a multi-hop dataset for financial documents that
differs from our work in the following ways: (i)
their work studies multi-hop reasoning only with
regards to parallel retrieval queries, while we con-
sider both parallel and sequential reasoning steps;
(i1) the news documents used to create their dataset
do not reflect the real-world sources such as official
filings used by financial professionals, that often
span hundreds of pages.

Financial NLP has explored non-quantitative
tasks such as named entity recognition (Salinas Al-
varado et al., 2015), sentiment analysis (Malo et al.,
2014), classification (Sinha and Khandait, 2021),
question answering (Maia et al., 2018), boundary
detection (Au et al., 2021), and entity/event extrac-
tion Lu et al. (2023).

3 Framework Construction

We propose Systematic Evaluation Corpus for Fi-
nancial QA (SEC-QA), a framework for generating
financial Multi Document Questions and Answers
(MDQA). We also refer to the questions generated
by this framework with the same name, SEC-QA.

3.1 Task Definition

MDQA is defined as follows: A system S is
asked a question ¢ with answer a. ¢ can be an-
swered by looking in at the document collection
C = {D;|1 <i < N}. Each document consists
of several pages p; = (t;5,¢;;) where t;;, ¢;; are
the title and the content, respectively.
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3.2 Resources

SEC-QA, a framework for flexibly creating ques-
tions for MQDA, requires: 1) Database 7 with
values partitioned by variables of interest (e.g., rev-
enue partitioned by company and fiscal year). 2)
Document collection C that contains the informa-
tion needed to compute the values within 7.

Specifically, we leverage private-sector financial
data from market-trusted sources, ensuring com-
prehensive and accurate datasets. We collect key
financial metrics and their associated documents
to create a database (key-value-document table)
T € (c¢,y,k,v,d), where v represents the value
of the key metric k for company c in fiscal year
y as mentioned in document d. Because T tracks
the documents in C that source each value then
in addition to question accuracy it is possible to
report document and page-level retrieval metrics.

Our collection comprises 10 metrics for 18 pub-
licly traded companies from the S&P 500 list from
2010 to 2023. We also collect their annual re-
ports (Form 10-K), quarterly reports (Form 10-Q),
and unscheduled event reports (Form 8-K) for the
same period. Since the documents are published
in HTML format, we convert the documents into
PDEF(s), and then we parse the PDF(s) into JSON
format using a public PDF extraction service !.
Documents are represented as JSON objects with
paragraphs, well-structured tables, and machine-
detected titles.

1https: //kensho.com/extract


https://kensho.com/extract

3.3 Question Complexity

Question design is an important step for a suc-
cessful QA system evaluation. In this work, we
identify several factors that increase the complexity
of a question in the financial domain.

We define an atomic question as a question that
seeks a single piece of information that can be ex-
tracted directly from a single document. Such ques-
tions usually involve a single entity for a particular
financial period, e.g., “What is the total revenue of
Apple Inc. for the fiscal year 20227 .

However, in financial analysis, questions tend to
be much more complex. They require extracting
multiple pieces of data, transforming the extracted
data, and presenting the answer in various formats.
Further, we have observed the following main chal-
lenges in multiple-document QA for finance:

* Parallel Reference questions require the
same kind of information over multiple en-
tities or time periods, e.g., “What is Intel’s
revenue growth in the last 5-year period?”.
This requires extracting information from a
few documents. The complexity of parallel
reference can be measured by the number of
entities/years needed to answer the question.
Multi-hop Reference questions require refer-
ence resolution of a few implicitly defined en-
tities through some deterministic constraints
e.g. “Show the 5-year stock price history
of the top 5 most valuable companies in the
S&P 500 index”. The complexity of multi-
hop questions is usually measured by the num-
ber of hops needed to answer the question and
the complexity of the constraints.
Structural Reference involves document
structure reference and collection structure
reference. Document structure reference
refers to a particular section/table/figure in
a document (Saad-Falcon et al., 2023). Col-
lection structure reference refers to a subset
of documents in the collection (e.g., “recently
quarterly filings”, “their earning calls”), nar-
rowing the document search space.
Multi-Output questions expect multiple val-
ues (e.g., “Analyze the financial performance
of the top 3 competitors of Amazon.com,
Inc. in terms of revenue for the last 4
quarters, by computing their revenue growth,
gross margin, and operating margin.”. 'To
our knowledge, this type of question has not
been addressed in previous work.
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3.4 Question Design

Question Template: Previous work in QA has
tackled some challenges in QA such as multi-hop
(Yang et al., 2018), and document structure (Saad-
Falcon et al., 2023) to target some specific complex
question types. Our framework allows many ques-
tion types including parallel reference, multi-hop
reference, document structure, collection structure
reference, and multi-output questions. Moreover,
due to the rich information in the database, we
can design questions to require finance domain jar-
gon (e.g., using a company’s stock symbol to refer
to the company) and language regularities (e.g.,
omitting financial periods if asking for the latest
figures). Using this framework, we can flexibly
opt for different combinations of complexity (e.g.,
parallels and multi-hop in the same question).

Template filling: The question template can be
filled semi-automatically through a simple rule-
based system that randomly picks the entities, met-
rics, and periods from the database. This allows
control over the complexity, quality, and distribu-
tion of the generated questions and answers.

4 Experiment

This section presents our findings across three use
cases of the SEC-QA framework.

4.1 QA Systems

We evaluate 4 systems with different characteristics
for a broad understanding of MDQA in finance:

* Vanilla RAG: To demonstrate the challenge
of answering complex questions, we em-
ployed a simple retrieval-based system with
direct generation.

* Multi Query RAG: Ileverages multiple
queries for a given input question.

* CodeGen+PageR: We employ an LLM

to generate code that makes use of two

helper functions: “retrieve_relevant_pages”
retrieves k pages from the whole collection;

“extract_value” calls a prompted LLM to ex-

tract the value from the given retrieved pages.

This system allows an LLM to decompose

a complex question into atomic questions as
well as make a full plan of how to answer this
question. In turn, it allows us to examine the

planning capability of the LLM.

CodeGen+DocS+PageR: Financial docu-
ment collections track meta information for



Function ‘

Description

select_document(stock_symbols, form_types, fiscal_years) ‘ Select a few documents given some filters

retrieve_relevant_pages(text_query, documents)

‘ Retrieve top-k pages from the given documents

extract_value(text_query, pages)

‘ Extract a value and its corresponding multiplier from the given pages

Table 2: List of helper functions that the CodeGen systems can use

each document like company, fiscal year,
and form type. This can be used to re-
duce the retrieval search space. Beyond
the two functions “retrieve_relevant_pages”

“«

and “extract_value”, we introduce a “se-
lect_document” function that filters the doc-
ument collection based on meta information
such as the company stock symbol and fiscal
year. Critically, a document can be selected

and then queried for pages.

We use OpenAl’s Ada as the neural embedding
for retrieval and GPT4 (gpt-4-1106-preview) as the
LLM for all our experiments. We use the same
three questions as the exemplars for the CodeGen
system, varying only the available helper functions.
We test different numbers of retrieved pages (k €
[4,128]) and report the best performance.

4.2 Evaluation

Due to the complexity of the pipeline and models
we used, we evaluate the model’s performance in
3 stages: document retrieval, page retrieval, and
question answering. For document retrieval and
page retrieval, we report the Precision@K, Re-
call@K, and F1 @K. For systems that only involve
page retrieval, we report their document retrieval
performance based on the document signature of
the retrieved pages. Since many numbers in finan-
cial reports are rounded to various levels (thou-
sands, millions, billions), using exact matches for
automatic answer scoring is challenging. There-
fore, we accept an answer if its value is within a
1% margin of error from the golden answer.

4.3 Single Value Extraction Task

We begin with a simple extraction MDQA task
that requires a model to retrieve an exact numeric
span (e.g., 1234.5) and unit value (e.g., millions)
from a document. For this use case, we use SEC-
QA to generate questions based on the following
templates: (1) is usually used for the latest update
of a metric; (2) is used for the previous financial
periods (e.g., years and quarters).
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Figure 1: Performance of the simple value extraction

(1) What is {company}’s {metric}?
(2) What is {company}’s {metric} in {year}’

Financial analysts use this language regularly, in
which the year is omitted from the question. As
such, a model must catch that regularity to identify
the correct value term to extract. To confirm the
existence of the metric in the document, we remove
the questions whose answers can not be found in
the document with simple string matching.

Figure 1 shows the performances of the mod-
els of this single-document value extraction task.
CodeGen+DocS+PageR system performs best,
with 89.5% accuracy. On the other hand, the Code-
Gen+PageR and Vanilla-RAG systems lag behind
with 31.6% and 55.8% accuracy. Comparing the
two CodeGen models, we can see that the Code-
Gen w/ DocS outperforms the variant w/o DocS.
This suggests that document selection is important
for financial questions. This result also shows that
a general neural-based document retrieval strug-
gles to cope with the demanding requirements for
retrieval in finance. Part of the reason the neural-
based retrieval struggles is because of the structure
of the public filings in the financial domain. Many
documents are very similar to each other, espe-
cially documents for the same company. Long
identical phrases are often used for multiple years.
Without document selection, LLMs end up having
to process irrelevant pages collected from previ-
ous years. Section 5.2 shows an example of mod-
els without document selection. This experiment
shows there is a large performance difference for
different pipeline settings.



System Correct (%)
Vanilla RAG 8.3
Multi Query RAG 16.7
CodeGen+PageR 37.5
CodeGen+DocS+PageR 33.3

Table 3: Performance on compound value extraction.

4.4 Compound Value Extraction Task

Compound or high-order metrics appear frequently
in financial analysis. They are usually computed
based on a few other metrics reported in the public
filings. As such, being able to answer questions
with compound metrics is crucial to automating the
pipeline of financial analysis. Previous work con-
siders these questions as NULL (Tang and Yang,
2024), skipping the question. In real-world appli-
cations, a model should provide its best estimation
based on the provided information, ideally with an
explanation to justify the estimation.

To do this, we design a set of questions with
compound metrics, such as Revenue Per Employee
(RPE) using the same Templates 1, 2. Some com-
panies report these metrics in their filings, so we
only consider metrics that cannot be easily found
with string matching. Thus, the model must be
able to understand the formula to calculate to an-
swer correctly. In total, we generated 24 of these
questions. Because the value is not explicitly in the
text, these questions require both a priori knowl-
edge of the metrics and additional reasoning steps
to compute the metric. Therefore, we expect these
questions to be more difficult.

Table 3 shows the performance of the model on
this question set. Performance for all tested sys-
tems on these Compound Value Extraction ques-
tions is significantly lower than the Single Value
Extraction questions (as presented in Section 4.3).

For this task, we are able to investigate the per-
formance at the sub-metric level thanks to the sub-
metric data in the database. The Vanilla RAG and
Multi Query RAG models do not extract value
at the sub-metric level, so we omit these models
from this analysis. We find that CodeGen-based
models systematically query each sub-metric (e.g.,
Long-Term Debt, and Long-Term Leases). How-
ever, once the model unrolls the main metric (e.g.,
total debt) into sub-metrics, many sub-metrics are
missing from the document due to two reasons:
(1) the sub-metrics are also compound metrics and
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(2) some sub-metrics do not apply to some compa-
nies. These lead to a false extraction or duplication
(Long-Term Debt being extracted twice for Long-
Term Debt and Long-Term Leases).

This test highlights the difficulty of the value
extraction task in the financial domain. This also
shows how we can easily use our framework to
customize the test without data annotation.

4.5 Multi-Document QA Task

To measure the performance on more complex
question, we design a set of question templates
that refer to metrics of different years and compa-
nies as follows:

(3) How much common dividends did {com-
pany} pay in the last {num_year} years
in US dollars?

(4)  What is the percentage difference of {com-
panyl}’s {metric} compared to that of

{company2}’
)

What is {company}’s overall revenue
growth over the last {num_year}-year pe-

riod?

(6) Among {company_names}, what is the
{metric2} of the company that has the high-

est {metricl}’

Figure 2 shows the accuracy for the three mod-
els on this task with different numbers of retrieved
pages k. We can see that CodeGen+DocS+PageR
outperforms the other models with a high mar-
gin, correctly answering 108 of 135 questions
(80%, k 32) compared to 71 with Code-
Gen+PageR (52%,k = 48) and only 41 with
Vanilla RAG (30%,k = 32). Notably, Code-
Gen+DocS+PageR outperforms the other two mod-
els with a very low number of retrieved pages
(k = 4) with 74 correct answers (55%).

More importantly, CodeGen models are more
responsive to the number of retrieved pages. Code-
Gen+DocS+PageR performance improves rapidly
when the number of retrieved pages k increases
from 4 to 32, whereas CodeGen+PageR improves
at a lower rate, and Vanilla RAG barely improves.
This suggests that the Vanilla RAG pipeline is bot-
tlenecked at the retrieval step, which we analyze in
depth in Section 5.1.
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5 Discussion

5.1 System Bottlenecks

Previous sections highlight how additional retrieval
capabilities improve LLM performance on MDQA.
In this section, we perform further analysis to iden-
tify the main performance bottleneck across the
different systems. We reuse the Template 6 which
has both parallel and multi-hop references. Beyond
document/page retrieval and task performance, we
also compute the coefficient of determination R?
between these performances.

Figure 3 shows the R? values between the sys-
tem accuracy and retrieval metrics at both docu-
ment and page levels. Recall has the highest R? val-
ues, with 0.94 and 0.76 for page and document lev-
els respectively, suggesting that recall performance
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is crucial to the accuracy of the multi-document
QA performance. On the other hand, page-level
precision has a low R? value of 0.12, indicating a
weak correlation with overall performance.

From Figure 4, we observe that the QA accuracy
of a system is directly proportional to document
and page-level recall scores, supporting our pre-
vious claim about the correlation between recall
and accuracy. Specifically, we note that a model’s
accuracy aligns more closely with the page-level
recall score. The Vanilla RAG model lags behind
the CodeGen-based models in terms of accuracy.
However, when it is allowed to use multiple re-
trieval queries (Multi Query RAG), we observe
an improvement in retrieval performance, which
consequently leads to an increase in QA accuracy.

CodeGen+PageR has a higher recall and QA
performance compared to Multi Query and Vanilla
RAG. This is due ability of the CodeGen mod-
els to break down complex questions into atomic
ones and systematically retrieve pages based on
the atomic questions. CodeGen+DocS+PageR is
observed to be the best model. We attribute this
to the addition of the rule-based document selec-
tion step, which effectively retrieves relevant docu-
ments, thus improving document-level recall.

Overall this experiment shows that our dataset
and framework provide us a useful tool to examine
multi-document QA in detail. This gives us a better
signal for future improvement of the pipeline.
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Figure 4. Document-level recall, page-level recall, and QA accuracy of all examined systems with varying k values.

5.2 Case study

Table 4 shows the top 4 retrieved pages across
QA systems for "What is Adobe’s total number
of employees reported in 2022?". Only Code-
Gen+DocS+PageR successfully retrieves the page
containing the golden answer. Although Vanilla
RAG retrieves Adobe’s 10-K pages 3 of 4 times,
the fiscal year is consistently wrong. Multi Query
RAG and CodeGen+PageR also retrieve the wrong
fiscal year. This shows how financial documents
can easily confuse modern retrieval systems.

5.3 Stability Tests

One of the main objectives of this work is to pro-
vide a robust benchmark that prevents performance
inflation through data leaks by dynamically gen-
erating QA pairs using the latest financial docu-
ments. This raises the question of whether evalua-
tion scores on a new benchmark version are com-
parable to those on former versions. To measure
the benchmarking consistency, we construct five
distinct versions of the dataset using data from
different years (2019 to 2023) while keeping the
question templates and the set of companies con-
stant to maintain a consistent difficulty level.

The accuracy of the models on different year-
based sets varied marginally with small standard
deviation (1.3% < o < 2.0%). This shows that we
can reliably compare the performance of models
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between different versions of the benchmark. We
show the detailed result in Figure 5 (Appendix ??).

[ vanilla RAG 3 CodeGen+PageR
3 MultiQuery RAG B CodeGen+DocS+PageR
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Figure 5: Performance of models on different variants
of the same dataset.

5.4 Execution Cost

While code generation-based systems offer supe-
rior performance, these models have a higher oper-
ational cost and latency. We compute the average
number of LLM calls across the four examined
systems. From Figure 6, CodeGen systems require
approximately four times more calls than Vanilla
and Multi Query RAG systems, which can poten-
tially quadruple operational costs and latency. One
proposed solution to mitigate latency is to paral-
lelize LLM calls. However, the iterative nature of
multi-hop questions poses a challenge to effective
parallelization strategies.



Model Matched ‘ Question: “What is Adobe’s Total Employees reported in 2022?”

N Page: 15 Form type: 10-K; Company: adobe; Fiscal year: 2045; Period end date: 2015-11-27
Vanilla N Page: 15 Form type: 10-K; Company: adobe; Fiscal year: 2044; Period end date: 2014-11-28
RAG N Page: 29 Form type: 8-K; Company: adobe; Fiscal year: 2020; Period end date: 2020-12-07

N Page: 35 Form type: 10-K; Company: adobe; Fiscal year: 2042; Period end date: 2012-11-30
Multi N Page: 15 Form type: 10-K; Company: adobe; Fiscal year: 2045; Period end date: 2015-11-27
Query N Page: 15 Form type: 10-K; Company: adobe; Fiscal year: 2014; Period end date: 2014-11-28
RAG N Page: 35 Form type: 10-K; Company: adobe; Fiscal year: 2042; Period end date: 2012-11-30

N Page: 18 Form type: 10-K; Company: adobe; Fiscal year: 2020; Period end date: 2020-11-27

N Page: 15; Form type: 10-K; Company: ADBE; Fiscal year: 2045; Period end date: 2015-11-27
CodeGen N Page: 18; Form type: 10-K; Company: ADBE; Fiscal year: 2023; Period end date: 2023-12-01
+ PageR N Page: 16; Form type: 10-K; Company: ADBE; Fiscal year: 202%; Period end date: 2021-12-03

N Page: 15; Form type: 10-K; Company: ADBE; Fiscal year: 2044; Period end date: 2014-11-28
CodeGen N Page: 16; Form type: 10-K; Company: ADBE; Fiscal year: 2022; Period end date: 2022-12-02
+ DocS N Page: 2; Form type: 10-K; Company: ADBE; Fiscal year: 2022; Period end date: 2022-12-02
+ PageR Yes Page: 15; Form type: 10-K; Company: ADBE; Fiscal year: 2022; Period end date: 2022-12-02

N Page: 38; Form type: 10-K; Company: ADBE; Fiscal year: 2022; Period end date: 2022-12-02

Table 4: Case study on the inclusion of the page containing the golden answer within the top 4 retrieved pages for
the question, "What is Adobe’s total number of employees reported in 2022?"

5.5 Automatic Question Design

Thanks to the advancement in code generation,
in principle an LLM with access to a database
can generate both questions and code necessary
to answer the questions. To do that, one can pre-
pare available resources such as documents and
functions to access the database and static variable
names for relevant entities (e.g. company name,
metric name); next, prompt the LLM to generate
questions and code that solve the question using
the provided functions. Once the LLM generates
questions and answers, the generated code is exe-
cuted to obtain the answer. After that, one can hire
a financial expert to verify the question, the code,
and the answer. Notably, the challenge remains at
test time as that model will not have access to the
database T', only the document collection C.

The benefit of using this method is the poten-
tially higher diversity in question sets. It also pro-
vides the code that is used to solve the question.
However, this method still requires manual inspec-
tion of the question, the code, and the alignment
between the question and the code, which are not
trivial. In this work, we did not use this method to
generate any of the questions used above.

6 Conclusion

We introduce SEC-QA which we leverage to cre-
ate questions that current RAG approaches con-
sistently fail to answer. This framework can be
used to dynamically generate complex practical
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Figure 6: Average number of LLM calls used by the
systems in comparison with accuracy.

questions grounded in the financial domain. Our
study highlights the challenges posed by retrieval
models in handling multi-doc long-context ques-
tions and explores strategies to address these bottle-
necks. Furthermore, we propose a method based on
program-of-thought and RAG designed to enhance
retrieval and downstream performance compared
to conventional RAG systems.



Limitation

This paper assumes the existence of a collectible
set of documents, a tabular dataset of financial met-
rics, and a method to map these financial metrics to
the documents. We currently explore databases in
the private sector, where public reports are heavily
regulated, making it relatively straightforward to
align the documents with the dataset.

However, in the public sector, reports often vary
significantly due to inconsistencies in reporting
standards. As a result, finding a collection of docu-
ments, a corresponding dataset and their alignment
is more challenging. For instance, our attempts
with the US state government’s Annual Compre-
hensive Financial Report (ACFR) and the US An-
nual Survey of State Government Tax Collections
published by the US Census have proven extremely
difficult to reverse-engineer into a usable dataset.

Ethical Consideration

This dataset was generated automatically from an
existing financial database without any involve-
ment of human annotators. Although the CodeGen
systems demonstrate significant performance im-
provements, we do not recommend using them as a
replacement for traditional financial analysis tools
and financial advice.
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A Model Details

Throughout the whole study, we use OpenAl’s Ada
Embedding to encode texts for retrieval. We use
the Langchain implementation of vector-based re-
trievers (i.e., vanilla and multi-query retrievers).
We use GPT-4 (gpt-4-0125-preview) as the LLM
for both the question answering in RAG-based sys-
tems and the code generation and value extraction
in CodeGen-based systems.

B Example of code generated by the
CodeGen

Figure 7 shows an example of code generated
by the CodeGen+DocS+PageR system. Figure
8 and 9 shows the prompt and few-shot demon-
strations used to generate code for the Code-
Gen+DocS+PageR systems.
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Example of question with metric
description

What is the Boeing’s Total Debt in 2023 ?
Where Total Debt is defined as:

Total Debt is a supplemental line item
across all templates with the following
components:

Standard template:

Short-term Borrowings

Current Portion of Long-Term Debt
Current Portion of Leases
Long-Term Debt

Long Term Leases

Finance Div. Debt Current

Finance Div. Debt Non-Curr.

Banks template:

Short-Term Borrowings - (Bank Tem-
plate)

Current Portion of Long-Term Debt -
(Bank Template)

Current Portion of Leases
Long-Term Debt

Federal Home Loan Bank Debt - LT
Long Term Leases

Trust Pref. Securities

All other templates:

Short-Term Borrowings - (Template Spe-
cific)

Curr. Port. of LT Debt

Current Portion of Leases

Long-Term Debt

Long Term Leases

Trust Pref. Securities
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# Among Honeywell, Caterpillar, Pfizer, PepsiCo, and Boeing,
# What is the Total Revenues of the company that has the lowest Total Debt?

from functions import (
select_documents ,
retrieve_relevant_pages ,
extract_value

)

# Step 1: Identify the total debt for each company

companies = ["Honeywell", "Caterpillar", "Pfizer", "PepsiCo", "Boeing"]
# Assuming these are the correct stock symbols

stock_symbols = ["HON", "CAT", "PFE", "PEP", "BA"]

total_debts = {}

for company, symbol in zip(companies, stock_symbols):
question_debt = f"What is the total debt of {company} ({symbol}) in 2023 in US

dollars?"

documents = select_documents (stock_symbols=[symbol], form_types=["10-K"],
fiscal_years=[2023])

pages = retrieve_relevant_pages (question_debt, documents)

total_debt = extract_value(question_debt, pages)

total_debts [company] = total_debt

3| # Step 2: Determine which company has the lowest total debt

lowest_debt_company = min(total_debts , key=total_debts.get)

# Step 3: Find the total revenues of that company

question_revenue = f"What is the total revenues of {lowest_debt_company} in 2023 in
US dollars?"

symbol = stock_symbols[companies.index (lowest_debt_company) ]

documents = select_documents (stock_symbols=[symbol], form_types=["10-K"],
fiscal_years=[2023])

pages = retrieve_relevant_pages (question_revenue , documents)

total_revenues = extract_value(question_revenue , pages)

33| # Save the answer to a file

with open("answer.txt", "w" ) as f:
f.write(total_revenues)

Figure 7: An example of code generated by GPT-4 in the CodeGen+DocS+PageR system. The LLM models
successfully decompose the question into two main steps: (1) determine the company with the lowest total debt and
(2) extract the Total Revenues of that company. In the first step, the question is further decomposed into atomic
questions for the Document Selection task and the Page Retrieval task. This fine-grain process ensures the higher
accuracy of the system compared to the coarse-grain systems such as Vanilla RAG.
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You are a financial expert.

The most current fiscal year is {current_year}

You can answer quantitative finance questions by writing Python code using helpful
functions.

There are two functions:

— select_document: return a list of supporting documents.

6| — retrieve_relevant_pages: return a list of relevant pages that contain information

to answer the question from the list of documents

7l— extract value: return an extracted value from the given document

3| select_document (

W —

IS

W

9 companies: list = None,

10 stock_symbols: list = None,

1 form_types: list = None,

12 fiscal_years: list = None,

13 financial_period_end_date_range_start: str = None,
14 financial_period_end_date_range_end: str = None

151 ):

nmuon

16
17 This function matches documents by a series of conditions.

18 If the condition is not empty, they must match all given condition

19 companies and stock_symbols are not mutually exclusive. A document is matched if
satisfies one of these conditions.

20 The documents must belong to one of the companies specified by the companies or
stock_symbols

21 The financial period end date to filter must be between (
financial_period_end_date_range_start, financial_period_end_date_range_end)

22 :param companies: a list of a few desired company short names.

23 :param stock_symbols: a list of the corresponding companies’ stock ticker symbols

24 :param form_types: a list of the form types such as "8-K" for the current report,
"10-K" for the annual report, "10-Q" for the quarterly report

25 :param fiscal_years: a list of the corresponding companies’ fiscal years

26 :param financial _period_end_date_range_start: the beginning of a range used to
filter financial period end date in "yyyy-mm-dd" format

27 :param financial_period_end_date_range_end: the beginning of a range used to

filter financial period end date in "yyyy-mm-dd" format

29 :return: a list of supported documents. Return an empty list [] if no document is
matched .

"o

2| retrieve_relevant_pages (question: str, documents: list):

[RURT}

34 :param question: a financial question
35 :param documents: a list of documents, each with multiple pages
36 creturn: (list of str)a short list of pages

nmoon

| extract_value (

40 question: str,

41 pages: list

2] )

43 e

44 :param qa: a question

45 :param pages: a list of pages

46 :return: an extracted value from the given list of pages.

47 If the value is a money amount, the returned value is a float number in US
dollars .

48 If the value is a count, the returned value is a simple float number.

49 If the value is a percentage, the returned value is a float number. E.g., 1%
would be returned as 0.01.

50 If the question is a yes—no question, it would return "Yes" or "No" only.

51 e

52| Finally , you must write the short answer to a file named "answer.txt". The answer

must be short, just a Yes/No, or a number

Figure 8: The prompt for CodeGen+DocS+PageR
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Here are some examples:

Question: Did Coca—-Cola pay dividends in 2017?
Python Code:

from functions import select_document

from functions import retrieve_relevant_pages
from functions import extract_value

documents = select_document(stock_symbols=["KO"], form_types=["10-K"], fiscal_years
=[2017])
question = "How much did Coca-Cola pay dividends in USD in 2017?"
pages = retrieve_relevant_pages (question, documents)
value = extract_value(question, pages)
if isinstance (value, str):
if value == "yes":
answer = "Yes"
elif value == "no":
answer = "No"
else:
dividends = float(value)
else:
dividends = float(value)
if dividends > O:
answer = "Yes"
else:
answer = "No"
with open("answer.txt", "w") as f:

f.write(answer)

Question: What is the overall revenue growth of Abbott over the last 2-year period?
Python Code:

from functions import select_document

from functions import retrieve_relevant_pages

from functions import extract_value

current_year = {current_year}

question = f"How much did Coca-Cola pay dividends in {{current_year}} in USD?"

documents = select_document(stock_symbols=["KO"], form_types=["10-K"], fiscal_years
=[current_year])

pages = retrieve_relevant_pages (question, documents)

value_current = extract_value(question, pages=pages)

base_year = current_year — 2

question = f"How much did Coca—-Cola pay dividends in {{base_year}} in USD?"

documents = select_document(stock_symbols=["KO"], form_types=["10-K"], fiscal_years
=[base_year])

pages = retrieve_relevant_pages (question, documents)

value_base = extract_value(question, pages)

growth_percentage = (value_current — value_base) / value_base = 100.0

with open("answer.txt", "w") as f:

f.write(str(growth_percentage))

Question: How much did NFLX return to the investors in the last 3 years?
Python Code:

;| from functions import select_document

from functions import retrieve_relevant_pages
from functions import extract_value

current_year = {current_year}
2| returned_values = []

for year in range(current_year , current_year — 3, —-1):

question = f"How much did Netflix return to the investors in {{year}} in USD?"
documents = select_document(companies=["Netflix"], stock_symbols=["NFLX"],
form_types=["10-K"], fiscal_years=[year])
pages = retrieve_relevant_pages (question, documents)
return_in_us_dollars = extract_value(question, pages)
returned_values .append(float(return_in_us_dollars))

total_return = sum(returned_values)

with open("answer.txt", "w") as f:

f.write(str(total_return))

Figure 9: The few-shot demonstrations used for CodeGen+DocS+PageR system.
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Abstract

Generating descriptions for financial data qual-
ity grades (e.g., poor, fair, excellent) enhances
both data quality assessment and the trustwor-
thiness of Al models. Traditionally, grading
criteria have been manually compiled by hu-
mans, a process that is time-consuming and re-
quires domain-specific expertise. In this work,
we propose an automated, automatically im-
proving framework for describing financial data
quality grades at arbitrary levels. Specifically,
we first train a financial classifier to categorize
data into multiple quality grades, with the the-
oretical capability to support arbitrary grading
levels. Then, a collected list of financial hy-
pernyms is used to optimize the description for
each financial grade using two search strategies.
The quantitative results show that the financial
knowledge—aware editor improves description
accuracy and the QWK correlation score by
over 10 points respectively on a hold-out test
set, while the qualitative results indicate better
performance in terms of informativeness and
trustworthiness. We release the code and data
here!.

1 Introduction

Grading financial data involves assigning a score
to a document to indicate its relevance and quality
within the financial domain. For example, a finan-
cial text may be graded as poor (score 1), fair (score
2), or excellent (score 3) to reflect its quality and
domain relevance. Among other factors, generating
descriptions for different grades plays an important
role in several aspects: first, descriptions help es-
tablish clear criteria for each grade, enabling users
to place greater trust in Al models; second, they
can serve directly as annotation guidelines, help-
ing users design LLM-based annotation prompts to
filter high-quality data from large corpora such as
FineWeb (Penedo et al., 2024), which has become
increasingly popular in recent years.

"https://github.com/code4nlp1713/code

yikawa@jp.ibm.com
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Previously, many studies have relied on manu-
ally developed, domain-specific data grading cri-
teria. For example, FineWebEdu? enlisted human
annotators to create five data quality grading cri-
teria, which were then integrated into annotation
prompts to guide LLMs in extracting education-
specific data. Despite such successes, prompt de-
sign still depends heavily on domain-specific hu-
man expertise, and in less familiar domains, gen-
erating accurate grade descriptions becomes even
more challenging.

To address this shortcoming, we propose a au-
tomatically improving method for generating de-
scriptions in financial data quality grading. Table 1
shows a initial 3-grade description and optimized
3-grade description. We herein focus on two re-
search questions: (1) How can we obtain quality
grading for financial data at arbitrary levels? (2)
How can we automatically generate informative
descriptions for each grade?

To answer these questions, in Section 2, we in-
troduce a two-stage approach to obtaining binary
annotations (financial/non-financial) for the finan-
cial data, and train a financial document classifier
to generate probabilities, which are segmented into
grading scores. In Section 3, we automatically opti-
mize grade descriptions using a curated set of finan-
cial hypernyms and a financial knowledge—aware
(Fin-aware) editor. This editor guides LLMs to pro-
duce and iteratively refine descriptions using the
model’s own feedback via PPO. We further explore
two search strategies that improve both description
accuracy and Quadratic Weighted Kappa (QWK)
correlation by more than 10 points over baseline
methods. Qualitative evaluation also confirms that
the resulting descriptions are more informative and
trustworthy.

Zhttps://huggingface.co/datasets/HuggingFaceFW/fineweb-
edu

Proceedings of The 10th Workshop on Financial Technology and Natural Language. EMNLP-2025, Suzhou, China



Score 3-Grade description

Automatically Optimized 3-Grade description

1 Score 1 if the document

is poor.

2 Score 2 if the document
is fair.

3 Score 3 if the document

is excellent.

Score 1 if the document is poor at explaining financial concepts and institutions, or does not
discuss the performance or valuation of assets or liabilities at all.

Score 2 if the document presents general financial information in a utilitarian manner but uses
vague terms and lacks specific details about the financial status of the entity or individual.
Score 3 if the document demonstrates clarity and depth in discussing financial topics, includ-
ing performance metrics, risk management, financial strategies, and potential uncertainties,

while providing transparent and accurate data.

Table 1: Examples of 3-grade and optimized 3-grade financial data quality descriptions. In the 3-grade scale, 3

denotes the highest quality and 1 the lowest.

2 Related Work

Several studies on prompt optimization are rele-
vant to our work. Prompt optimization methods
include paraphrasing (Jiang et al., 2020; Yuan et al.,
2021; Haviv et al., 2021) and reinforcement learn-
ing (RL) approaches (Deng et al., 2022; Zhang
et al., 2022), though prior RL methods often yield
uninterpretable prompts or have limited action
spaces. Kong et al. (2024) automate prompt rewrit-
ing via RL but target simpler, single-sentence tasks,
while our method addresses longer, multi-criteria
prompts (~300 words). We further incorporate fi-
nancial knowledge to improve description quality,
distinguishing our approach from earlier work.

3 Financial Data Grading Annotation

We use FineWeb dataset (Penedo et al., 2024)
and randomly select 600k documents for annota-
tion. Because financial documents’ are scarce in
FineWeb, directly annotating such a large set is
inefficient; thus, we adopt a two-stage approach to
annotate ground-truth grading.

Stage 1: We first prompt LLMs to generate a list of
around 200 financial keywords (see Appendix A for
details on keyword generation) and sort the 600k
documents in descending order based on their over-
lap with financial keywords in each document’s
bag of words. Annotation then begins from the
head and tail of the sorted list for financial and
non-financial classification, respectively.

Stage 2: We then employ Human-LLM collabo-
rative annotation for binary classification, as it is
much easier and more reliable than multi-scale
annotation for both LLMs and humans. We
use Mixtral-8x7B-Instruct* model to annotate

3A financial document is herein defined as any finance-
related text within large corpora such as FineWeb.

“https://huggingface.co/mistralai/Mixtral-8x7B-Instruct-
v0.1. It is licensed under Apache License 2.0.
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documents and then ask a financial expert’ to
review the LLM’s annotation to correct them
using the same binary annotation instruction in
Appendix B. After removing the identified error
cases (4% error rate in the LLM’s annotations), we
obtain a ground-truth financial dataset consisting
of 3,840 positive (high-quality financial) and 3,840
negative documents. Please see Appendix E for
annotation details and data statistics.

Subsequently, we shuffle the financial and non-
financial document sets separately, taking the first
1k financial and the first 1k non-financial docu-
ments respectively as the test set, with the remain-
ing documents used to train a RoOBERTa-based (Liu,
2019) financial classifier. The financial classifica-
tion accuracy on the test set is 98.8%.

Dataset Grade Levels Annotated Documents
Poor: 0.0 (<0.001)
3-grade  Fair: 0.5 (20.015) 00 10l (300 perlevel

4 1,4 i
Excellent: 1.0 (>0.999) 50 val., 450 testing

Poor: 0.0 (<0.001)
Fair: 0.33 (£0.015)
Good: 0.66 (£0.015)
Excellent: 1.0 (>0.999)

1.2k total (300 per level)

4-
grade 600 val., 600 testing

Table 2: Dataset description for 3-grade and 4-grade
financial document classification.

Probability Segmentation as Quality Grading
We take 580k unannotated documents from the
FineWeb dataset and apply our financial classifier
to assign a probability score® to each document. As
expected, most probabilities are close to either 0
or 1, while thousands fall in the middle range (see
Table 7 in Appendix F. In this study, we empirically
define *middle’ probability thresholds for different
quality levels, as Table 2 shows.

>The annotator holds a Ph.D. degree and works in the
financial industry.
®We extract the probability of label 1 from the softmax
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Figure 2: DFS-inspired strategy for automatically improving descriptions in data grading.

4 Proposed Method

To generate description for each grade, we frame
the problem in the context of data annotation us-
ing LLMs: typically, an annotation prompt con-
taining data grading criteria is manually crafted
and provided to LLMs to generate classifica-
tion results. For example, in the education
domain, HuggingFace researchers manually de-
signed a scoring prompt’. However, we reverse
the problem herein: given classification results
(low/moderate/good/best) of documents, can we
generate description for each grade without human
effort? We explore two search strategies for gener-
ating descriptions, inspired by Breadth-First Search
(BES) (Moore, 1959) and Depth-First Search (DFS)
(Tarjan, 1972).

Formally, we define the description for data
grade as X and the data annotation prompt con-
taining this description as P(X). The description
X is iteratively refined by an editor model, L L M4,
into X’. We provide the prompt P(X) to an evalu-
ation language model, L L M.y,, which generates

layer of the financial classifier.
"https://huggingface.co/HuggingFaceFW/fineweb-edu-
classifier/blob/main/utils/prompt.txt
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the predicted grade Ypreq. The ground-truth grade
is denoted as Yi,.. We define the difference be-
tween Ypreq and Yire using the Quadratic Weighted
Kappa (QWK) Correlation (Cohen, 1968) whose
domain ranges from -1 and 1. Our goal is to find
the optimal X’ that maximizes QWK score.

4.1 BFS-Inspired Strategy

Based on the problem formulation, the BFS-
inspired strategy aims to generate as many descrip-
tion as possible iteratively from the initial descrip-
tion X (see the Appendix C). As shown in Figure
1, every time, editor model L L M.4 will only edit
description according to editing prompt (see the
Appendix D). We generate N new descriptions and
select the one with the highest QWK score as the
output of the BFS-inspired strategy.

4.2 DFS-Inspired Strategy

The DFS-inspired strategy, different from BFS-
inspired one, will update the parameter of L L M4,
using converted Quadratic Weighted Kappa (QWK)
score as reward via PPO (Schulman et al., 2017)
reinforcement learning framework, as shown in
Figure 2. Also, each time, LLM.q; builds upon



3-grade hold-out test set

4-grade hold-out test set

Accuracy F1 QWK Corr. = Accuracy F1 QWK Corr.
Initial description 38.9 314 19.0 27.8 22.2 22.0
BFS 72.2 71.0 79.7 48.0 454 67.1
DFS 56.4 57.5 58.6 30.3 24.2 39.3
~ Our Fin-aware BFS 831 822 882 | 592 581 780
Our Fin-aware DFS 79.1 78.8 85.1 61.0 60.7 78.6

Table 3: Performance on hold-out test sets for 3-grade and 4-grade evaluations is measured using accuracy, macro-F1,
and Quadratic Weighted Kappa (QWK). We select the description with the highest QWK score after 50 iterations
on a 600-document validation set and evaluate it on a separate 600-document hold-out set.

the current best description to generate a new one,
continuously evolving itself over N iterations.

4.3 Integration of Financial Hypernym

Given the vast search space of LL Meq, finding op-
timal descriptions can be time-consuming. To ad-
dress this, we incorporate financial hypernyms ex-
tracted from the FineWeb corpus without relying on
external resources or human annotation. These hy-
pernyms serve as high-level descriptors, enabling
the model to rewrite descriptions without delving
into overly specific financial terms or events. For
example, Citigroup is replaced with bank, and prop-
erty with asset. To obtain financial hypernyms, we
first use our financial classifier to select 5.6k docu-
ments with a probability above 0.99 from the 580k
dataset. We then extract the most frequent finan-
cial nouns and adjectives, removing numbers and
common Wikipedia words. Following (Peng et al.,
2022), we prompt the RoOBERTa model (Liu, 2019)
with crafted templates such as In a financial con-
text, word is a type of <mask>. or In a financial
context, something word is <mask>., selecting the
most probable <mask> token as a high-level sub-
stitute for word. This process yields 120 financial
hypernyms.

5 Experiments and Result

5.1

For LL Mgy, and LL M4, we use Mixtral-8x7B-
Instruct-v0.18 with 4-bit quantization. We refer
readers to Appendix G for training details and ex-
perimental setup.

Models and Experimental Setup

5.2 Result

Table 3 presents results on a test set that was not
used during the training process. Accuracy and

8https://huggingface.co/mistralai/Mixtral-8x7B-Instruct-
v0.1
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Macro-F1 measure the exact grade match with
ground-truth data grades, while QWK quantifies
the correlation between predicted and ground-truth
grades, considering the ordinal nature of the grad-
ing score. We have the following observations:

(1) Both BFS-inspired and DFS-inspired optimiza-
tions yield better results than the initial grade de-
scription. Incorporating financial knowledge (Fin-
aware BFS/DFS) further boosts Accuracy, F1, and
QWK scores by over 10 points each, confirming
the effectiveness of this simple financial hypernym
integration.

(2) DFS underperforms BFS on both the 3-grade
and 4-grade test sets. However, when augmented
with financial hypernyms, Fin-aware DFS nearly
matches Fin-aware BFS on the 3-grade test and
slightly surpasses it on the more challenging 4-
grade test, suggesting the potential of combining
DFS-inspired search with RL to update the editor
model (In BFS, editor model is not updated).

To further confirm whether and to what extent
the generated descriptions contain financial hyper-
nyms, we compute the word overlap between grade
descriptions produced by BFS/DFS and Fin-aware
BFS/DEFS, respectively. Table 4 shows the per-
centage of financial hypernyms in each description.
It is interesting to note that the methods with the
highest percentage of financial hypernyms (8.2%
for Fin-aware BFS and 12.3% for Fin-aware DFS)
achieved the best performance in Table 3, implying
that the proportion of financial hypernyms may im-
pact performance, although a model with 0% finan-
cial hypernyms also led to high accuracy (79.1%).

Qualitative Evaluation To further evaluate de-
scription quality, a human expert rated the outputs
in Table 8 and Table 9 in Appendix on three cri-
teria: Fluency, Informativeness (i.e., detailed, spe-



Generation 3-grade 4-grade
description_BFS 5% 0.7%

_ description DFS _~__ 24% _ 29%
description_BFS_fin 8.2% 2.2%
description_DFS_fin 0% 12.3%

Table 4: Percentage of financial hypernyms in each
description. A higher percentage indicates a more infor-
mative description in the financial domain.

cific, and actionable), and Trustworthiness (i.e.,
logically consistent without contradicting basic fi-
nancial principles). As shown in Table 5, fluency
scores are similar across all five descriptions, while
descriptions enhanced with financial hypernyms
perform better in both informativeness and trust-
worthiness.

Generation Fluen. Infor. Trust.
description_init 4 2 3
description_BFS 4 3 4
description_DFS 4 4 4

" description_BFS_fin 4 4~ 5
description_DFS_fin 4 5 5

Table 5: Human evaluation for Fluency (Fluen.), In-
formativeness (Infor.), and trustworthiness (Trust.) of
different grading descriptions on a 1-5 Likert scale.

6 Conclusion

We propose an automated, automatically improving
method for financial data quality grading that sup-
ports arbitrary grading levels via a simple binary
domain-data classifier. Financial hypernyms are au-
tomatically derived and integrated with two search
strategies, yielding significant performance gains
and more informative descriptions, as confirmed
by qualitative. In the future, we plan to extend our
approach to other domains, as it requires minimal
binary annotation or potentially no human annota-
tion, given the low error rate of LLMs’ annotations.
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A Financial Keywords Collections

We prompt the Mixtral-8x7B-Instruct model to
generate a list of words representative of the
financial domain. To encourage diversity in
the generated financial keywords, we query the
model eight times, each with different decoding
hyperparameters.  Specifically, we select the
temperature from {0.6, 0.7, 0.8}, rop_p from {0.9,
0.95, 1.0}, and top_k from {50, 75, 100}. Each
time, we use a different combination of these
three hyperparameters to generate 500 financial
keywords.

Please generate a list of 500 single finance-related
words in valid JSON format. Each entry should
include the following fields:

1. "word": A single finance-related word.

2. "justification": A single sentence explaining
why the word is relevant to the financial domain.
Ensure the JSON is syntactically valid and format-
ted as follows:

L

"word": "example_word",
"justification”: "This is an
example description of the word's
relevance to the financial domain.”

3

Provide the output in a single JSON array
containing exactly 500 entries. Note that financial
word should be single word instead of phrases.

Our experimental results show that (1) a signifi-
cant number of generated words are duplicates, and
(2) many outputs are financial phrases (rather than
single words), including financial institution names.
After deduplication, we obtain a final list of 202
unique financial keywords, such as EPS, slippage,
or cashflow.

Sort Documents with Financial Keywords

For each document in the 600k FineWeb dataset,
we first use NLTK® for word tokenization, convert
all words to lowercase, and convert them into a bag
of unique words, BOW; for document i. We then
compute the proportion of overlap between each
document’s bag of unique words and the financial
word list, F', using the following formula:

*https://github.com/nltk/nltk
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‘F N BOWZ‘

value; = [BOW|

B Financial Data Annotation Instruction

Below is the instruction used by both LLMs
and humans for binary financial data annotation.
We found that using the text 'The document is
financial text.” or *The document is not financial
text.” is more effective than outputting a label of 1
or 0 in the prompt output format. We later convert
these textual outputs into labels 1 and O.

You are an expert in financial data quality with
deep expertise in analyzing financial documents.
Your task is to evaluate the given document to
determine its relevance and quality as financial
text.

Document: DOCUMENTS GO HERE

Carefully assess the document and output one of
the following responses:

- "The document is financial text.’

- "The document is not financial text.’

Provide only the response, without additional
description.

C Prompt with Initial description for
Financial Data Grade

We start the experiment using a document
annotation prompt, similar to this one'’, with
the following initial description. We use
{poor/fair/excellent} for 3-grade initial description.

Below is an document from a web page. Evaluate
it using the categorical {n}-point scoring system
described below:

- score 1 if the document is poor.

- score 2 if the document is fair.

- score 3 if the document is good.

- score 4 if the document is excellent.
The document:{DOCUMENT}
After examining the document:
- Briefly justify your total score, up to 100 words.
- You must prepend the score exactly using the
following format:
‘financial score: <total points>.’

https://huggingface.co/HuggingFaceFW/fineweb-edu-
classifier/blob/main/utils/prompt.txt



D Editing Prompt

LLMs use an editing prompt to generate new
descriptions for financial data grading criteria. In
the BFS-inspired method, descriptions are gener-
ated based on the same initial description from
Appendix C. In contrast, the DFS-inspired method
iteratively builds upon the current best description
to produce a new description. To incorporate
financial hypernyms, we ask LLMs to selectively
use financial word in the word list by appending
based on financial topic words from the following
list, using them selectively.  after Rewrite...
requirements. Also, we add financial topic words:
{CONCATENATED_FINANCIAL_WORDS} right
before {n}-points.

Below is a categorical {n}-point scoring system
designed to evaluate the financial value of a
document. Rewrite the following {n} points via
rephrasing and/or adding specific requirements.
Use illustrative description if needed.

{n}-points: {REVISED_POINTS}

Each point should begin with ’- score X if the
document...’
Output the new {n} points only.

E Human-LLM Collaborative
Annotation

First, we use the Mixtral-8x7B-Instruct model!! to
assign a label of 1 to high-quality financial docu-
ments and O otherwise, using the binary annotation
instruction in Appendix B. Among 6k documents
from the head of the sorted list, 4k are labeled as
1, whereas for 6k documents from the tail, 5.9k
are annotated as 0. Next, a human annotator man-
ually reviews the 4k documents labeled as 1 and
identifies error cases in 4% (about 160 documents)
of them, while finding very few errors among the
documents labeled as 0'?. Finally, we remove the
identified error cases, resulting in a ground-truth
positive dataset of 3,840 documents and negative
dataset of 3,840 documents. Table 6 shows that
basic statistics of annotated financial data.

"https://huggingface.co/mistralai/Mixtral-8x7B-Instruct-
v0.1. It is licensed under Apache License 2.0.

We do not ask the human annotator to review all 5.9k
documents but only the first 4k, as our goal is to create a
balanced training dataset for both positive and negative class.
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Training set | Test set
# of document 5,680 2,000
Average words 458.7 466.3
STD 211.8 210.2

Table 6: Statistics of annotated financial dataset. We
use NLTK toolkit for word tokenization.

F Financial classifier probability
distribution on FineWeb documents

Prob. Range | # of documents
(0.0, 0.05) 542,628
(0.05,0.1) 3,772
(0.1, 0.15) 2,117
(0.15,0.2) 1,536
(0.2, 0.25) 1,109
(0.25, 0.3) 899
(0.3, 0.35) 752
(0.35,0.4) 718
(0.4,0.45) 674
(045, 0.5) 656
(0.5, 0.55) 638
(0.55, 0.6) 649
(0.6, 0.65) 715
(0.65, 0.7) 745
(0.7, 0.75) 802
(0.75, 0.8) 897
(0.8, 0.85) 1,016
(0.85,0.9) 1,326
(0.9, 0.95) 2,163
(0.95, 1.0) 16,188

In total 580,000

Table 7: Probability Distribution over FineWeb docu-
ments.

G Experimental Setup Details

The parameters of LL M.y, remain frozen in all
BFS- and DFS-inspired methods. In BFS-inspired
methods, L L Meg; is also frozen, whereas in DFS-
inspired methods it is updated via LoRA (Hu et al.,
2021) (rank 8, alpha 32) within the PPO-based RL
framework. We use a learning rate of 2.82 x 1076
and sampling-based decoding (top_p = 1.0, top_k =
0) to encourage creative writing. For both BFS and
DFS, N is set to 50. All experiments are conducted
on four A100 GPUs.



Baseline 3-grade description produced by
vanilla BFS with 5% financial hypernyms

Our best 3-grade description by Fin-aware
BFS with 8.2% financial hypernyms

* Score 1 if the document is poor and lacks
proper financial analysis.

* Score 2 if the document is adequate, yet
misses critical information on the finan-
cial specifics of the investment.

* Score 3 if the document is excellent and
exhibits deep comprehension of finan-
cial intricacies while being presented in a
clear, easy-to-understand manner.

* Score 1 if the document is poor at explain-
ing financial concepts and institutions, or
does not discuss the performance or val-
uation of assets or liabilities at all.

* Score 2 if the document presents gen-
eral financial information in a utilitarian
manner but uses vague terms and lacks
specific details about the financial status
of the entity or individual.

* Score 3 if the document demonstrates
clarity and depth in discussing financial
topics, including performance metrics,
risk management, financial strategies,
and potential uncertainties, while provid-
ing transparent and accurate data.

Table 8: Case study: comparison of baseline 3-grade description (vanilla BFS) and best 3-grade description (Fin-

aware BFS).
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Baseline 4-grade description produced by
vanilla DFS with 2.9% financial hypernyms

Our best 4-grade description by Fin-aware
DFS with 12.3% financial hypernyms

* Score 1 if the document lacks crucial de-
tails, including the author’s identity or
copyright information.

* Score 2 if the document offers basic pri-
mary data but misses essential contact de-
tails, such as an email address or phone
number.

* Score 3 if the document encompasses de-
tailed key and supportive information,
complemented by clear screenshots, rele-
vant links, and informative appendices.

* Score 4 if the document offers extensive
advantages, comprising functional code
samples, valuable learning sources, and
a thorough project roadmap, all while ex-
hibiting exceptional writing and organi-
zation.

* 4-point scoring system for financial docu-
ments:

* Score 1 if the document is of poor quality
and lacks essential financial topic words
like finance, investment, transaction,
income, exchange, and property. This
may indicate an insufficient understand-
ing of the legal context or the boundaries
of a financial document.

* Score 2 if the document is fair and
contains adequate financial topic words.
However, the depth of financial analy-
sis or detail on topics like stock, pay-
ment, company, liability, performance,
or credit management may be lacking,
making it difficult to understand the im-
pact on the target audience.

* Score 3 if the document is good and has
all necessary financial topic words, in-
cluding variables such as volatility, asset,
debt, management, regulation, and risk.
The document may also address perfor-
mance indicators, specialized financial
instruments, and concepts surrounding
wealth creation, technology, and gover-
nance, with clear communication.

* Score 4 if the document is excellent and is
abundant with financial topic words and
concepts, addressing interrelated finan-
cial factors and broader economic context.
The document may consider risks, con-
straints, negative events, and apply con-
cepts such as insurance, punishment,
and bankruptcy to protect against un-
certainties. Finally, it is clear, concise,
referencing proper accounting protocols,
and incorporates proper communication
protocols for the intended audience.

Table 9: Case Study: comparison of baseline 4-grade description (vanilla DFS) and best 4-grade description

(Fin-aware DFS).
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Abstract

We present Earnings2Insights, a shared task
on generating actionable investment reports
from earnings conference call (ECC) tran-
scripts. Unlike traditional financial summariza-
tion or QA, the goal is decision support: sys-
tems must synthesize facts, highlight risks and
opportunities, and support investors in mak-
ing sound actions. The task required partici-
pants to produce reports based on ECC tran-
scripts. In total, 45 teams registered, with 12
teams submitting reports and 9 submitting so-
lution papers, spanning diverse agentic designs,
retrieval-augmented methods, and data expan-
sion strategies. Our evaluation consists of Au-
man evaluation and automatic evaluation. Re-
sults reveal a consistent divergence between
systems that scored highly in automatic evalua-
tions and those that most effectively supported
human investment decisions, underscoring the
limits of style- or reference-based comparisons
in high-stakes financial report generation. We
advocate human-centered, decision-oriented as-
sessment as the primary lens, with automated
signals serving as complementary diagnostics.
We release task design, evaluation data, and
scripts to catalyze research on decision-centric
financial text generation.'

1 Introduction

With the advent of large language models (LLMs),
researchers have increasingly explored their appli-
cation in specialized professional domains. Be-
yond automatic text comprehension, LLMs now
demonstrate promising abilities in analytical report
generation, enabling new forms of decision support
in high-stakes fields such as law, medicine, and
finance (Goldsack et al., 2025). Financial decision-
making is a particularly high-stakes domain, where
inaccurate or misleading reports can directly im-
pact markets and investor outcomes (Lai et al.,

1h'ctps ://github.com/TTsamurai/
Earnings2Insights.git
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2023). Traditional NLP tasks in finance, such as in-
formation extraction (Chen et al., 2021a), question
answering (Chen et al., 2021b; Liu et al., 2023), and
summarization (Huang et al., 2024), have focused
on factual accuracy. Recently, more and more fo-
cus has shifted to the human side, such as building
financial advisor systems with LLMs (Takayanagi
et al., 2025a,b). At the same time, producing ac-
tionable investment insights requires more than
summarizing facts: systems must synthesize in-
formation, highlight risks and opportunities, and
persuade investors to act (Huang et al., 2025).

The Earnings2Insights shared task is designed
to evaluate the capability of LLMs to generate con-
vincing investment reports from earnings call tran-
scripts. Participants may approach the task in two
ways: using only the raw transcript, or enriching
the input with timestamp-aligned retrieval of rele-
vant external information. A central challenge in
financial report generation is evaluation. Prior stud-
ies have shown that comparing generated outputs
with ground-truth answers via automatic metrics
may be insufficient, and that current LLMs remain
unreliable as evaluators (Chen et al., 2024; Gold-
sack et al., 2025). Inspired by decision-based evalu-
ation frameworks (Takayanagi et al., 2025¢; Huang
et al., 2025), we instead assess systems by their
ability to guide human investment decisions. An-
notators are asked to make buy/hold/sell judgments
based on the generated reports, and the correctness
of these decisions serves as the primary evaluation
metric.

This paper provides an overview of the Earn-
ings2Insights shared task and dataset, summarizes
the methods employed by participating teams, and
evaluates their experiments. Through this, we aim
to shed light on the current capabilities and limita-
tions of LL.Ms in financial report generation, and
to foster broader discussion on human-centered
evaluation for decision-critical Al
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2 Tasks and Dataset

The Earnings2Insights shared task evaluates the
ability of large language models to generate ac-
tionable investment reports from earnings call tran-
scripts. Unlike traditional summarization or QA
tasks, the objective is not merely to condense in-
formation but to produce guidance that highlights
risks, opportunities, and potential actions for in-
vestors. This setting mirrors real-world analyst
workflows, where the value of a report lies in its
ability to influence financial decisions rather than
reproduce factual details alone.

We use earnings conference calls (ECCs) as our
primary scenario. ECCs are quarterly events in
which company executives present financial results
and discuss their outlook with investors and ana-
lysts. ECCs play a central role in shaping market
sentiment because they combine both quantitative
disclosures (e.g., revenues, forecasts, margins) and
qualitative signals (e.g., managerial tone, confi-
dence, and forward-looking statements). Impor-
tantly, professional equity analysts routinely write
analyst reports immediately after ECCs, making
this setting particularly suitable for our task: it natu-
rally links raw financial discourse to the generation
of actionable investment insights.

In this shared task, we provide two complemen-
tary subsets of earnings call transcripts:

¢ ECTSum Subset (40 transcripts)
This subset corresponds to the ECTSum
dataset (Mukherjee et al., 2022). Each tran-
script is paired with a “ref” file representing its
associated summary. Participants may choose
whether or not to use these summaries as aux-
iliary supervision.

Professional Subset (24 transcripts)

This subset consists of transcripts that are
aligned with professional analyst reports. Un-
like the ECTSum subset, no reference sum-
maries are provided to participants. Instead,
the organizers will later compare system out-
puts against the analyst reports to assess align-
ment with professional standards.

In total, participants are required to generate reports
for all 64 earnings calls across both subsets.

A total of 45 teams registered for the Earn-
ings2Insights shared task, of which 12 teams sub-
mitted reports and 9 teams submitted solution pa-
pers.
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Figure 1: Evaluation framework consisting of human
evaluation and automatic evaluation.

3 Evaluation

For evaluation, we conducted both human eval-
uation and automatic evaluation in order to cap-
ture complementary perspectives on system perfor-
mance. Our evaluation framework is illustrated in
Figure 1.

3.1 Human Evaluation

Human evaluation was designed to test whether
the generated reports could effectively guide invest-
ment decisions. After reading each report, anno-
tators were asked to make one of three decisions:
Buy (expect the stock to go up), Neutral (uncertain),
or Sell (expect the stock to go down). Ground-truth
labels were derived from realized stock returns at
three horizons: one business day (1bd), one week
(5bd), and one month (20bd). These labels were
coded as +1 for upward movements and —1 for
downward movements. Neutral responses were
excluded from the calculation, since they indicate
uncertainty rather than a directional prediction. Ac-
curacy was computed at each horizon as the propor-
tion of correct predictions among all non-neutral
responses, and an overall accuracy score was ob-
tained by averaging across the three horizons.

In addition to directional accuracy, we also
evaluated the perceived quality of the generated
reports. Annotators rated each report on five
criteria—clarity, logic, persuasiveness, readability,
and usefulness—using a 7-point Likert scale. We
report both the average score for each dimension
and the overall mean across all five dimensions.



3.2

For human evaluation, we used the Prolific plat-
form.> We recruited 192 English native speakers
residing in either the United Kingdom or the United
States, each with a past task acceptance rate above
80%. Each crowdworker participated in one hour
of evaluation, during which they made financial
decisions based on a total of 12 generated reports.
Consequently, every one of the 64 reports submit-
ted by the 12 participating teams received indepen-
dent judgments from three annotators. Participants
were compensated at a rate of £8 per hour. In total,
the study required 210 participants, amounting to a
total cost of £1,680.

Human Evaluation Setup

3.3 Automatic Evaluation

To complement the human evaluation, we also in-
troduced automatic evaluation measures based on
large language models. In particular, we adopted an
“LLM-as-a-judge” framework (Gu et al., 2024), to
provide pairwise and absolute quality judgments.?
First, we measure the win rate against professional
analyst reports. In this pairwise comparison, each
system-generated report is compared directly with
an analyst-written report, and the win rate reflects
the proportion of cases in which the system report
was judged superior, excluding ties. Second, we
compute the average Likert score by aggregating
the 1-7 ratings across the five qualitative dimen-
sions described above. This provides a single sum-
mary indicator of report quality.

4 Methods

Overall, the participating teams adopted diverse
agentic approaches, with many incorporating
retrieval-augmented generation (RAG) and various
data expansion strategies. This diversity illustrates
the richness of methods explored for financial re-
port generation.

SigJBS used a three-agent pipeline (extraction,
reasoning, critique) to parse transcripts into key
financial milestones, generate recommendations
with risk analysis, and iteratively refine outputs for
consistency and factuality (Sinha et al., 2025).

Jetsons combined writer agents with feedback
agents in a ReAct-style loop (Yao et al., 2023),
integrating structured financial data via Alpha Van-
tage to produce reports that balanced factual ac-

Zhttps://www.prolific.com/
3We use gpt4. 1 as our evaluator.
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Team Average Day Week Month
DKE 0.581 0.596 0577  0.570
DatalLovers 0.579 0.597 0.611  0.529
Jetsons 0.571 0.607 0.555  0.552
SigIBS 0.545 0.609 0513 0.512
iiserb 0.537 0.576  0.558  0.477
PassionAl 0.537 0.588 0.557  0.466
Finturbo 0.524 0.504 0.568  0.500
Bgreens 0.522 0.469 0.581 0.516
LangKG 0.518 0.589 0542 0.424
SI4Fin 0.515 0.525 0.524 0497
KrazyNLP 0471 0514 0525 0.375
bds-LAB 0.462 0478 0434 0474

Table 1: Average accuracy of financial decisions across
time horizons.

curacy, risk coverage, and persuasiveness (Dakle
et al., 2025).

LangKG employed a cognitive reasoner frame-
work, generating personalized reports tailored to
investor profiles using a six-dimensional analysis
and conviction scores for transparency (Prasanna
and Su, 2025).

Datal.overs orchestrated multiple analyst agents
(finance, sentiment, strategy) whose outputs were
merged into a structured report template. Their
meta-prompting framework emphasized collabo-
rative reasoning, implemented with a compact
LLaMA model (Chatwal et al., 2025).*

iiserb modeled investment committee debates
through a Structured Adversarial Synthesis frame-
work, staging adversarial dialogues among bullish,
bearish, and devil’s advocate agents to refine logic
and persuasiveness (Sadhu et al., 2025).

Bgreens mimicked the analyst—writer—editor
workflow with multi-agent roles implemented via
AutoGen (Wu et al., 2024). Iterative feedback im-
proved consistency and readability, with experi-
ments showing higher decision accuracy compared
to single-agent baselines (Satapathy et al., 2025).

DKE built a retrieval-augmented debate system
with five domain-specific analyst agents and a col-
laborative debate phase among trust, skeptic, and
leader agents, synthesizing robust recommenda-
tions with confidence scores (Cai et al., 2025).

FinTurbo emphasized professional-style reports
with structured data and visualization, combin-
ing charting, highlighting, writing, and editing

4https://huggingface.co/meta—llama/Llama—3.
2-1B-Instruct
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Team Average Clarity Logic Persuasiveness Readability Usefulness

LangKG 5.96 6.02 5.92 5.90 5.81 6.13

Jetsons 5.90 6.00 5.89 5.81 5.81 6.01

DKE 5.74 5.71 5.89 5.95 5.17 5.98

SigIlBS 5.67 5.76 5.68 5.59 5.61 5.72

SI4Fin 5.56 5.52 5.84 5.60 5.06 5.80

Datal.overs 5.50 5.56 5.45 5.32 5.73 547

Bgreens 5.49 5.51 5.61 5.51 5.09 5.74

KrazyNLP 5.29 5.15 5.49 5.21 5.01 5.59

iiserb 5.19 5.01 5.51 5.14 4.72 5.57

Finturbo 5.11 5.02 5.39 4.90 4.86 5.40

bds-LAB 4.99 491 5.21 5.03 4.55 5.27

PassionAl 4.70 4.64 4.74 4.39 4.88 4.86

Table 2: Average Likert scores across five qualitative dimensions.
Team ALS WR month (Month) horizons, with the overall average
X representing the mean of the three horizons.
]S:EII;III(I G :g(l)g 832? Table 2 presents the average Likert scores for
Tetsons 4'834 0'762 clarity, logic, persuasivenc?ss, readability, and use-
KrazyNLP 4' 230 0' 962 fulness, as rated on a 7-point scale. We also report
.. ) ’ the overall mean score across the five criteria.
ESI?EE) jgg; 833(3) Overall, the re.:slllllts shgw noticeable Vzlilr'iati(?n
. across teams, with certain systems excelling in

l;iz?glsjo 3252 8;32 decision accuracy while others were rated more
Bareens 4575 0.615 h'ighly on subjective quality dimensions. This high-
bds-LAB 4510 0711 lights the complementary natl_lre Of: accuraC}.f-based
PassionAl 4143 0.365 and human—centered evaluations in financial text
DataLovers 4.134  0.345 generation.

Table 3: Automatic evaluation results. ALS = Average
Likert Score (1-7); WR = Win Rate vs. Analyst Report.

agents. They expanded the dataset by crawling
additional transcripts to enable temporal RAG com-
parisons (Yang et al., 2025).

SI4Fin integrated external financial statements
from Alpha Vantage with an AutoGen-based agen-
tic framework (Wu et al., 2024), where analyst
agents extracted trends (YoY, QoQ) and writers in-
corporated them into grounded reports (Tan et al.,
2025).

5 Results

5.1 Human Evaluation Results

Table 1 reports the average accuracy of financial de-
cisions made by annotators after reading the reports
generated by each team. Accuracy is computed for
one business day (Day), one week (Week), and one
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5.2 Automatic Evaluation Results

In addition to human evaluation, we conducted au-
tomatic evaluation using an LLM-as-a-judge frame-
work. Table 3 reports two measures: ALS (Average
Likert Score), the average 1-7 rating across five
dimensions (persuasiveness, logic, usefulness, read-
ability, and clarity), and WR (Win Rate vs. Analyst
Report), the proportion of pairwise comparisons in
which a system-generated report was judged supe-
rior to a professional analyst report (ties excluded).

6 Discussion

The results reveal a key divergence between
decision-oriented human evaluation and automatic
evaluation based on win rates against profes-
sional analyst reports. Teams such as DKE
and Datal.overs scored highly in human evalu-
ation—effectively supporting annotators’ invest-
ment decisions—yet ranked lower in automatic
evaluation. In particular, Datal.overs’ reports pro-



vided practical guidance but showed a notably
low win rate. This suggests that automatic met-
rics fail to capture the true decision utility of gen-
erated texts. Prior studies indicate that amateur
investors are often unpersuaded by professional
analyst reports, whose language and logic can
be inaccessible. Thus, benchmarking generated
texts solely against professional reports is insuffi-
cient for assessing their usefulness in real decision-
making (Takayanagi et al., 2025c¢).

Moreover, the divergence between human and
automatic Likert-scale evaluations highlights risks
in relying on LLMs as evaluators. While LLMs
offer scalability and consistency, their judgments
may not align with actual investor behavior. This
reinforces the central motivation of the shared task:
evaluation must remain grounded in human deci-
sion outcomes, with automatic methods serving as
complements. Future work should therefore pursue
hybrid evaluation schemes that integrate human
judgment, domain-specific financial metrics, and
scalable LLM-based assessments.

7 Conclusion

This paper presented the Earnings2Insights shared
task, which evaluates the capability of large lan-
guage models to generate actionable investment
guidance from earnings call transcripts. Distinct
from traditional summarization or QA, our setting
targets human-centered decision support: systems
must synthesize facts, surface risks and opportu-
nities, and support investors toward sound actions.
We released two complementary subsets (ECTSum
and Professional), and attracted a diverse set of
agentic methods from participating teams.

Our evaluation combined decision-oriented hu-
man assessment with an automatic “LLM-as-a-
judge” protocol. Results revealed a consistent di-
vergence: several systems that improved human
decision accuracy did not necessarily score highly
against professional analyst reports or in LLM-
based judgments, and vice versa. These findings
underscore a central lesson for high-stakes financial
NLP: evaluation must remain grounded in human
decision outcomes; automatic metrics are valuable
but imperfect complements. In the future work,
we envision hybrid evaluation protocols that inte-
grate human decision accuracy, domain-specific
financial measures, and calibrated, auditable LLM
judgments.

We hope Earnings2Insights catalyzes sustained
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progress on decision-centric financial text genera-
tion. By releasing the task design, data splits, and
evaluation scripts, and by documenting successful
agentic and retrieval-augmented patterns, we aim
to provide a practical foundation for research and
deployment of human-centered advisory systems
in finance.
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Beyond Summaries: Multi-Agent Generation of Investment Reports with
Text, Tables, and Charts
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Abstract

We approach the Earnings2Insights shared task
by combining dataset enrichment with a multi-
agent report generation framework. Starting
with the official 64 transcripts, we expand the
dataset to 207 earnings calls by crawling addi-
tional quarters from public sources, providing
richer temporal context. Using this expanded
corpus, we implement a multi-agent system
based on AutoGen: a Writer agent generates
reports, a Reviewer refines content, a Stylist en-
hances presentation, and a Chart agent creates
financial tables and visualizations (e.g., EPS
trends). The resulting reports integrate text,
tables, and charts, closely resembling profes-
sional analyst reports. Our approach demon-
strates that multi-agent collaboration signifi-
cantly improves factual accuracy and decision-
making utility in the generation of financial
reports.

Keywords: Multi-agent System, Text and Table
Integration, Temporal Context

1 Introduction

Earnings call transcripts (ECTs) are an indispens-
able source of financial information, providing de-
tailed discussions between corporate executives
and analysts regarding past performance, forward-
looking guidance, and potential risks. These tran-
scripts often span thousands of words, making it
difficult for investors and practitioners to efficiently
extract insights. Traditional NLP research in fi-
nance has largely concentrated on tasks such as sen-
timent classification, news impact detection, and
abstractive summarization of earnings calls (Araci,
2019; Yang et al., 2020; Mukherjee et al., 2022).
However, these approaches focus primarily on tex-
tual compression or surface-level sentiment, and
they fall short of producing structured, decision-
oriented output that resembles professional analyst
reports.

In this work, we aim to bridge the gap between
transcript summarization and actionable investment
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insight generation. Specifically, we explore how
large language models (LLMs) can be adapted to
transform raw earnings call transcripts into struc-
tured reports that highlight company performance,
risks, opportunities, and potential investment im-
plications. Our framework integrates a multi-agent
methodology to combine factual grounding with
financial-domain knowledge.

Our approach is evaluated based on the method
in (Takayanagi et al., 2025; Huang et al., 2025),
where annotators are instructed to make invest-
ment decisions guided by the generated reports,
and the accuracy of these decisions serves as the
primary evaluation criterion. Consequently, the re-
ports must not only indicate the appropriate course
of action but also present the analysis in a convinc-
ing manner that can effectively persuade investors
to adopt the recommended guidance.

Our contributions are as follows:

* A novel framework for transforming ECTs
into structured investment reports, leveraging
Retrieval-Augmented Generation (RAG) to
enhance and enrich the transcript information.

Implementation of a multi-agent workflow for
intelligent report generation, combining multi-
ple agents for tasks such as writing, reviewing,
and styling.

* Adoption of a multi-modal paradigm for re-
port generation, incorporating both charts and
tables to present analysis in a comprehensive
and actionable format.

2 Related Work

2.1 Financial Text Summarization

Summarization of long financial documents has
been a central focus in financial NLP. The ECTSum
dataset (Mukherjee et al., 2022) provides bullet-
point summaries of earnings call transcripts, en-
abling research on abstractive summarization of

Proceedings of The 10th Workshop on Financial Technology and Natural Language. EMNLP-2025, Suzhou, China



long financial dialogues. Earlier initiatives such as
the Financial Narrative Summarisation shared task
(El-Haj et al., 2020) also explored summarization
of financial reports, while subsequent work com-
bined extractive and abstractive methods for finan-
cial documents (Zmandar et al., 2021). More recent
advances in efficient attention mechanisms have
further improved the ability of neural models to
capture salient information from long earnings calls
(Huang et al., 2021). While these approaches en-
hance readability, they are not explicitly designed
to produce investment-oriented outputs.

2.2 Financial NLP Beyond Summarization

Other lines of research in financial NLP include
sentiment analysis and ESG issue classification.
These tasks demonstrate the feasibility of domain-
adapted models such as FinBERT (Araci, 2019)
and ESG-BERT (Tseng et al., 2023) but their out-
puts remain limited to classification labels, without
generating narrative insights comparable to analyst
reports.

2.3 Large Language Models in Finance

Recent advances in LLMs (Chung et al., 2024;
Achiam et al., 2023; Touvron et al., 2023) have
shown strong generalization ability across domains
including finance, including question answering
(Chen et al., 2021). Nevertheless, challenges re-
main in mitigating hallucination, grounding gener-
ation in numerical and contextual evidence, and en-
suring consistency with domain conventions. Our
work contributes to this space by systematically
studying how LLMs can be adapted for investment-
style generation tasks.

3 Dataset and Task Setting

3.1 Data and Shared Task

The Earnings2Insights shared task builds on an of-
ficial dataset of 64 earnings call transcripts (ECTs)
from publicly listed companies, spanning specific
quarters within fiscal years. Each transcript con-
tains prepared remarks, and Q&A, thereby captur-
ing the complete contents for the earnings call. Of
these, 40 transcripts are paired with expert-written
summaries regarding quantitative data. The task
requires to generate investment analysis reports,
thereby simulating a realistic decision-support sce-
nario for financial analysts.

In this paper, we adopt a multi-agent framework
that generates reports for a target quarter while
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Data Source Count
ECTSum subset 40
Professional subset 24
Data Enrichment (Web Crawling) 143

Table 1: Dataset summary. The official set includes 64
transcripts (40 ECTSum, 24 Professional), expanded
with 143 additional transcripts from public sources for
a total of 207.

leveraging transcripts from the preceding fiscal
year as context. The framework integrates special-
ized agents to analyze text, extract quantitative indi-
cators, and produce structured outputs—including
summaries, tables, and visualizations. We evalu-
ate the system both with standard text generation
metrics and with task-oriented criteria assessing
the practical utility of the reports for investment
decision-making.

3.2 Data Enrichment and
Retrieval-Augmented Generation

To complement the official dataset, we constructed
a supplementary corpus of historical earnings call
transcripts by web crawling publicly available
sources. Specifically, we collected transcripts from
The Motley Fool' and Alpha Street*, two widely
used platforms that publish earnings call transcripts
shortly after company releases. For each target
quarter in the shared task (e.g., Q3 2020), we re-
trieved transcripts from the four preceding quarters,
thereby extending the temporal context to a full
fiscal year. This enrichment allows the model to
capture trends and dynamics that cannot be inferred
from a single quarter in isolation.

We further extracted structured quantitative
metrics—with particular emphasis on earnings per
share (EPS)—from all transcripts. These figures
provide a reliable backbone for factual grounding
and enable consistency checks in generated reports.

All transcripts were then parsed and indexed
into a RAG knowledge base. The documents were
segmented into Prepared Remarks and Q&A ses-
sions, and speaker roles were explicitly aligned
with their utterances. This structured representation
enables fine-grained retrieval, allowing the genera-
tion system to selectively access relevant passages
during report synthesis. Overall, the supplemen-
tary dataset and retrieval infrastructure supply both

Yhttps://www. fool.com/
earnings-call-transcripts/
2https://www.alphastreet.com
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Figure 1: RAG data enrichment pipeline. Official Earn-
ings2Insights transcripts are supplemented with addi-
tional quarters by web crawling, vectorized into struc-
tured segments (prepared remarks, Q&A, financials),
and stored in a knowledge base for retrieval.

broader historical coverage and precision access
mechanisms, directly enhancing the accuracy, con-
textuality, and richness of the generated investment
reports.

4 Methodology

4.1 Framework Design

Our approach integrates a multi-agent methodol-
ogy, leveraging AutoGen’s architecture to combine
factual grounding with financial-domain knowl-
edge. The system includes several specialized
agents: highlight summarizer, content writer, con-
tent editor, styling agent, and chart agent, each
responsible for specific tasks in the report genera-
tion process, ensuring the production of coherent,
well-structured, and persuasive investment reports.
This multi-agent framework enhances efficiency
and precision, mimicking the process followed by
human analysts in generating high-quality financial
reports.

4.2 Methodology Components

* Chart Agent: The chart agent is responsible
for extracting and structuring financial data
(EPS, revenue, expenses) from the earnings
call transcripts. This agent processes the raw
data into a consistent JSON format, which is
essential for maintaining the integrity and con-
sistency of the financial summary. By struc-
turing financial data in this way, the agent
ensures that all subsequent steps in the report
generation process can rely on well-organized
and standardized inputs. This step is crucial
for ensuring the accuracy and clarity of finan-
cial metrics, a critical component in invest-
ment decision-making (Kang et al., 2019).

» Highlight Agent: The highlight agent plays
a central role in distilling key insights from
the earnings calls. Given the extensive length

of these transcripts, it focuses on extracting
concise summaries related to five primary ar-
eas: Financial Trends, Strategic Shifts, Oper-
ational Updates, Management Tone and For-
ward Guidance. The use of highlight agents
to extract meaningful insights from large doc-
uments has shown effectiveness in similar fi-
nancial NLP tasks (Zhu et al., 2020).

* Report Writer Agent: The report writer is
responsible for drafting the full investment
research report based on the four quarters of
earnings call transcripts. It uses the financial
data summary from the chart agent and the
extracted insights from the highlight agent to
generate the following sections of the report:
Executive Summary, Investment Thesis, Fi-
nancials, Valuation, Catalyst Outlook, Risks.
The report writer ensures the analysis is in-
depth, objective, and professionally written,
adhering to industry standards. The ability
to generate comprehensive financial reports
is supported by recent advances in LLMs for
document generation (Raffel et al., 2020).

Content Editor Agent: After the report is
drafted, the content editor reviews and refines
the text for grammar, accuracy, and logical
consistency. This agent checks that all claims
and numbers are well-supported by the origi-
nal earnings call transcripts and ensures that
the arguments are clearly written and logically
structured. The editor’s role is critical in main-
taining the overall quality and reliability of the
report, ensuring it meets the high standards
expected in institutional financial analysis.

Styling Agent: The styling agent applies an
institutional writing style to the report, ensur-
ing that the language, tone, and formatting
align with the expectations of professional eq-
uity research reports. This includes adhering
to formal conventions in financial writing, en-
suring clarity and precision in presenting com-
plex financial data. The final version of the
report is polished and ready for institutional
investors, making it suitable for high-stakes
financial decision-making (Schumaker et al.,
2009).

4.3 Report Generation Process

The report generation process begins with the Chart
Agent, which extracts and structures financial data
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Figure 2: Model Architecture Diagram. This diagram illustrates the flow of tasks within a multi-agent system,
showing the interactions between agents (Chart Agent, Highlights Agent, Report Writer Agent, Content Editor
Agent, and Styling Agent) for generating an investment research report from earnings call transcripts and financial

data.

from the earnings call transcripts. The Highlight
Agent then processes the transcripts to extract key
insights, focusing on financial trends, strategic
shifts, and operational updates. These insights are
passed to the Report Writer, who drafts the full
investment report, integrating both the structured
financial data and the key findings. The Content Ed-
itor reviews and refines the report for grammar, ac-
curacy, and logical coherence. Finally, the Styling
Agent applies the appropriate institutional style to
ensure the report meets professional standards.

Throughout this process, agent connections play
a crucial role in ensuring smooth collaboration be-
tween agents. The Highlight Agent’s output feeds
directly into both the Report Writer and the Con-
tent Editor, ensuring that the key insights inform
both the drafting and the review stages. The Con-
tent Editor, in turn, passes the refined report to
the Styling Agent, which focuses on formatting
and style. These connections allow each agent to
specialize in a specific task while maintaining co-
herence across the entire report generation process,
resulting in a high-quality and consistent final re-
port.

5 Experiments and Results

5.1 Model Selection

We chose Google Gemini-Pro 2.5 for its ability
to process long token sequences, making it well-
suited for earnings call transcripts. Gemini-Pro
2.5 outperformed alternatives like Qwen2.5 and
DeepSeek-R1, particularly in handling extended
contexts, which is crucial for financial analysis.
While Qwen2.5 excels in generating concise out-
puts and DeepSeek-R1 in knowledge-intensive

tasks, Gemini-Pro 2.5’s ability to maintain con-
text over long passages gives it a distinct advantage
in this task (Brown et al., 2020).

5.2 Evaluation Results and Analysis

We evaluated the performance of our system using
two distinct evaluation methods: a human evalu-
ation based on the effectiveness of the reports in
guiding investment decisions and a metric-based
evaluation using clarity, logic, persuasiveness, and
readability.

5.2.1 Human Evaluation

The official evaluation methodology, as described
in [1], involves annotators making investment deci-
sions (Long or Short) for the next day, week, and
month based on the provided reports. The accuracy
of these decisions is used as the primary evaluation
metric. Our results are summarized in the table
below:

Evaluation Metric Score
Average Accuracy 0.524
Day 0.504
Week 0.568
Month 0.5

Table 2: Human evaluation results, showing the accu-
racy of investment decisions over different time frames.

The evaluation results show that the model
performed reasonably well across different time
frames. For the next day, the accuracy in predict-
ing investment decisions was 50.4%, indicating
that the model was able to make short-term pre-
dictions with a moderate degree of success. Over
the next week, the accuracy improved to 56.8%,



suggesting better performance in the medium-term
prediction. However, for the next month, the accu-
racy dropped slightly to 50%, reflecting challenges
in making reliable long-term predictions. These
results highlight the model’s strength in short-term
decision-making, while also indicating areas for
improvement in longer-term forecasting.

These results highlight that while the model per-
formed reasonably well in predicting short-term
and medium-term investments, the accuracy could
be further improved for longer time frames.

5.2.2 Maetric-based Evaluation

The model was evaluated across several dimensions
including clarity, logic, persuasiveness, readability,
and usefulness. The results are summarized in the
table below:

Dimension Score
Clarity 5.02
Logic 5.39
Persuasiveness 4.9
Readability 4.86
Usefulness 54
Likert Score 54

Table 3: Metric-based evaluation results, including vari-
ous quality dimensions.

The evaluation results across various dimensions
show that the model performed well in several ar-
eas. For clarity, the reports were rated 5.02, in-
dicating that the information was presented in an
understandable manner. The logical structure of
the reports received the highest rating of 5.39, re-
flecting that the generated reports were coherent
and well-reasoned. In terms of persuasiveness, the
model achieved a score of 4.9, demonstrating that
the investment insights were convincing, though
there is room for improvement in making stronger
recommendations. The readability score of 4.86
suggests that the reports were generally easy to
read, with some areas where improvements could
enhance the flow of the text. Finally, the useful-
ness score of 5.4 reflects that the reports provided
valuable insights for decision-making.

Conclusion

This work addressed the task of generating struc-
tured investment reports from earnings call tran-
scripts, a critical task in financial analysis. We
employed a multi-agent architecture using Google
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Gemini-Pro 2.5, chosen for its ability to process
long token sequences and handle complex financial
language. The results demonstrate that the model
performed well in generating clear, logical, and use-
ful reports, with competitive performance in short-
and medium-term investment predictions. How-
ever, challenges remain in improving long-term
forecasting accuracy. Overall, this approach shows
promise in automating financial report generation,
but further refinement is needed to enhance the
model’s predictive capabilities and the persuasive-
ness of its recommendations.

Limitations

The performance of our approach is influenced by
several factors. First, the effectiveness of the gener-
ated reports depends on the quality and complete-
ness of the earnings call transcripts and financial
data. Inconsistent or incomplete data could impact
the accuracy of the output. Second, while Retrieval-
Augmented Generation (RAG) helps incorporate
external knowledge, challenges remain in fully cap-
turing complex financial strategies and contextual
nuances. Finally, the addition of more agents in the
multi-agent system introduces greater complexity
to the workflow, which could increase the likeli-
hood of errors and affect the overall coherence of
the final report.

Code Availability

The code is available at https://github.com/
RaphaelYangWJ/earnings2insights.
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A Appendix

A.1 Sample JSON Data

Here is a sample of the JSON data generated by
Chart Agent for AME Quarter 1, 2021:

{
"date”:"2021 Q1",
"revenue" : 8550000000,
"net_income”:2100000000),
"eps”:1.75,
"operating_income" : 2800000000

+

{
"date”:"2020 Q4",
"revenue” : 9200000000,
"net_income":2500000000),
"eps":2.05,
"operating_income”:3100000000

1

{
"date":"2020 Q3",
"revenue" : 7800000000,
"net_income":1800000000),
"eps”:1.5,
"operating_income" : 2400000000

3,

{
"date":"2020 Q2",
"revenue" : 7100000000,
"net_income":1550000000),
"eps”:1.3,
"operating_income" : 2000000000

}

A.2 Sample Tables and Diagram

Here is a sample of layout regarding tables and
diagrams for a generated report:

date revenue net_income operating_income

2021 Q1 8550000000 2100000000 2800000000

2020 Q4 9200000000 2500000000 3100000000

2020 Q3 7800000000 1800000000 2400000000

2020 Q2 7100000000 1550000000 2000000000

Equity Research: Financial Highlights for revenue & eps.

Figure 3: Sample diagram for generated report
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Abstract

This paper presents a novel multi-agent frame-
work leveraging LLMs for automated financial
analysis and investment report generation from
earnings call transcripts. Traditional financial
analysis struggles with increasing volumes of
unstructured data. We propose a collaborative
multi-agent system that mimics professional
analyst team structures through role special-
ization. Our framework employs three spe-
cialized agents: Analyst, Writer, and Editor,
that collaborate through structured workflows
with tool support for financial data retrieval and
sentiment analysis. Through extensive human
evaluation on the Prolific platform, we demon-
strate that our system achieves good accuracy in
guiding financial decisions, placing it compet-
itively among twelve evaluated systems. The
system scores high on human quality assess-
ment, with particularly strong performance in
usefulness, indicating practical value for invest-
ment decision-making. In automatic evaluation,
our system outperforms professional analyst
reports most of the time, validating its competi-
tive quality. Our findings provide empirical evi-
dence that role-based agent collaboration offers
a balanced approach to Al-generated financial
analysis, demonstrating stable performance that
prioritizes practical utility over surface-level re-
port quality.

1 Introduction

Entity engagement and investment target priori-
tization have become increasingly critical for in-
stitutional investors navigating dynamic financial
markets. This process heavily relies on financial
analysis, which has traditionally depended on man-
ual examination of structured data such as balance
sheets (Loughran and McDonald, 2016). How-
ever, the exponential growth of unstructured data
sources - including earnings calls, patent filings,
and social media sentiment has rendered traditional
approaches inefficient in capturing real-time mar-
ket insights (Du et al., 2024b).

Early deep learning solutions attempted to auto-
mate parts of this process through sentiment anal-
ysis models and neural networks for risk forecast-
ing (Loughran and McDonald, 2016). However,
these approaches face significant challenges with
data drift, where gradual or rapid changes in the in-
put data distribution cause a degradation of model
performance (Lu et al., 2018). Market dynamics
such as regulatory changes, emerging sectors, and
macroeconomic shocks alter data distributions, re-
quiring costly retraining with substantial compu-
tational resources and labor intensive data label-
ing (Alzubaidi et al., 2021).

Recent advances in generative Al, particu-
larly LLMs, offer a compelling alternative. Pre-
trained on massive diverse corpora, LLMs can
interpret complex contextual relationships with-
out task-specific retraining (Du et al., 2024a).
They excel at capturing subtle linguistic cues
for nuanced sentiment analysis and have demon-
strated strong performance in summarization, ques-
tion answering, and market sentiment predic-
tion (Yang et al., 2024a). Domain-specialized mod-
els like BloombergGPT (Wu et al., 2023) and Fin-
GPT (Yang et al., 2023) further demonstrate the
benefits of adapting general-purpose models to fi-
nancial text.

However, existing systems predominantly adopt
single agent paradigms in which one LLM handles
the entire analysis pipeline. While effective for nar-
row applications, these frameworks struggle with
hallucinations causing factual inaccuracies (Kang
and Liu, 2023) and incomplete coverage when tack-
ling complex tasks such as investment reporting.
Moreover, current financial AI frameworks lack re-
alistic organizational modeling, failing to replicate
the structured workflows and division of labor char-
acteristic of professional analyst teams (Yu et al.,
2023). In this paper, we address such limitations by
exploring multi-agent LLM systems for financial
analysis and investment report generation.
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We design and implement a collaborative agent
framework powered by GPT-4.1 that analyzes fi-
nancial textual data and produces well-informed
investment recommendations. Our key contribu-
tions are as follows:

* A novel multi-agent framework that mimics
professional analyst team structures through
specialized role assignment

» Evidence that agent collaboration with iter-
ative feedback significantly improves report
quality and factual accuracy

2 Related Work

2.1 Explainability and Interpretability in
Financial Al

The deployment of Al systems in financial contexts
demands not only accuracy but also transparency
and interpretability, particularly given regulatory
requirements and the high-stakes nature of invest-
ment decisions. Recent work has comprehensively
examined the landscape of explainable Al (XAI)
in finance (Yeo et al., 2025b), highlighting the crit-
ical need for systems that can provide faithful and
interpretable explanations for their outputs.

The challenge of generating trustworthy explana-
tions from LLMs has received considerable atten-
tion. Yeo et al. (2025a) demonstrate through acti-
vation patching that natural language explanations
from LLMs may not always faithfully represent
their internal decision-making processes, raising
important questions about the reliability of single-
agent systems that lack verification mechanisms.
This finding directly motivates our multi-agent ap-
proach, where the Editor agent serves as an addi-
tional layer of validation for the explanations and
reasoning provided by other agents.

Interpretability concerns extend beyond individ-
ual model outputs to the reasoning processes them-
selves. Jie et al. (2024c) examine how interpretable
reasoning explanations from prompted LLMs actu-
ally are, finding significant variability in explana-
tion quality. Our multi-agent framework addresses
this through role specialization: the Analyst agent
provides data-grounded explanations, while the Ed-
itor ensures these explanations maintain logical
consistency and clarity.

The extraction of interpretable rationales from
financial text presents unique challenges. Jie et al.
(2024b) propose semi-supervised approaches for
extractive rationalization, which aligns with our
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Analyst agent’s function of identifying and extract-
ing key financial metrics and insights from earn-
ings transcripts. Similarly, Ong et al. (2023) intro-
duce aspect-based sentiment analysis for explain-
able finance, demonstrating that decomposing fi-
nancial analysis into specific aspects (similar to our
agent specialization) improves both performance
and interpretability. The self-improvement capa-
bilities of LLMs through knowledge detection (Jie
et al., 2024a) suggest potential enhancements to
our framework. While our current implementation
uses fixed agent roles, future iterations could in-
corporate self-training mechanisms where agents
learn from successful report generations to refine
their specialized capabilities.

Finally, the challenge of structuring unstructured
financial data, as addressed by Sun et al. (2024) in
the context of ESG reports, parallels our task of
converting free-form earnings call transcripts into
structured investment reports. Their information
extraction techniques could be integrated into our
Analyst agent to enhance its ability to systemati-
cally extract and organize financial information.

These works collectively underscore that ex-
plainability and interpretability are not merely de-
sirable features but essential requirements for fi-
nancial Al systems. Our multi-agent framework
inherently promotes explainability through its trans-
parent workflow: each agent’s contribution is dis-
tinct and auditable, the iterative refinement process
is traceable, and the use of external tools for valida-
tion provides grounded explanations for financial
claims.

2.2 Earnings Call Transcript Analysis

Researchers have explored transcript data for a va-
riety of downstream tasks. For example, Sawh-
ney et al. (Sawhney et al., 2021) examined bias
in multimodal EC analysis for volatility predic-
tion, while Keith and Stent [2] modelled analyst
decision-making using semantic features of EC
discourse. These studies highlight the predictive
power of managerial language and financial context
in shaping market outcomes.

Post-EC, two types of reports typically sur-
face: journalistic summaries, which summarises
headline figures and key takeaways into concise
narratives, and analytical (equity research) reports,
which offer a considerably more extensive evalu-
ation of financial performance, managerial tone,
and strategic implications for investment strate-
gies (Vipond, 2024) (AlphaSense, 2025).



Although previous research has focused on au-
tomating journalistic summary (Mukherjee et al.,
2022), automatic generation of analytical reports re-
mains underexplored. By automating this complex
output, we could significantly reduce an analyst’s
workload to allow timely dissemination of insights
to investors, and improve the overall scalability
of equity research. Hence, this gap motivates the
exploration of emerging Al methods, such as Gen-
erative Al, to transform earnings call transcripts
into structured, actionable equity research reports.

2.3 Generative Al in Financial Analysis

The financial sector has witnessed growing adop-
tion of generative Al for analyzing complex textual
documents. Recent studies demonstrate LLMs’
strong performance in summarization, question
answering, and sentiment extraction from corpo-
rate earnings calls, 10-K filings, and analyst brief-
ings (Yang et al., 2024a; Chowdhery et al., 2023;
Touvron et al., 2023). These models identify subtle
language cues correlating with market movements,
often outperforming human analysts in specific pre-
diction scenarios (Hu et al., 2018).

Domain-adapted models further illustrate
the benefits of financial corpus training.
BloombergGPT (Wu et al., 2023) achieves
state-of-the-art performance in sentiment analysis
and entity recognition, while FinGPT (Yang et al.,
2023) demonstrates that open-source fine-tuned
models can rival proprietary approaches on finan-
cial NLP benchmarks. However, hallucination
remains a primary concern, where models fabricate
plausible but inaccurate statements—particularly
problematic in high-stakes settings where small
factual errors can mislead investors (Kang and
Liu, 2023). This motivates research into retrieval-
augmented generation (RAG) that constrains LLM
outputs with reliable external data (Gao et al.,
2024).

2.4 Single-Agent AI Systems

Al agents extend LLMs into autonomous, goal-
directed entities that operate more like human work-
ers (Park et al., 2023; Sumers et al., 2023). These
systems incorporate planning capabilities for multi-
step actions, memory mechanisms for context main-
tenance, and tool use for accessing external re-
sources (Parisi et al., 2022). This design enables
agents to retrieve data through APIs, compute met-
rics, and generate fact-grounded reports rather than
relying on speculative language (Yu et al., 2023).
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Recent frameworks have operationalized these
concepts successfully. GPT-Engineer demon-
strated LLM-driven software generation (Qian
et al., 2023), while Toolformer showed that LLMs
can self-learn API usage (Schick et al., 2023).
In finance, FinMem introduced layered memory
architecture enhancing trading agents’ decision-
making (Yu et al., 2023). However, single-agent
systems face limitations as task complexity in-
creases, remaining vulnerable to hallucinations and
struggling with self-error correction without exter-
nal feedback (Darwish et al., 2025).

2.5 Multi-Agent Systems and Role
Specialization

To address single-agent limitations, recent re-
search explores multi-agent systems where mul-
tiple LLMs interact under role-specific instruc-
tions (Hong et al., 2024; Qian et al., 2023; Du
et al., 2025). The premise draws on collective intel-
ligence: specialized agent groups can outperform
single generalist models when roles and workflows
are well-defined (Zhang et al., 2024; Salve et al.,
2024; Lu et al., 2023; Yang et al., 2024b). Sev-
eral frameworks demonstrate this approach, e.g.,
MetaGPT (Hong et al., 2024) and ChatDev (Qian
et al., 2023). Each role activates domain-relevant
behavior in the underlying LLM, producing more
reliable outputs than single-agent prompting. Re-
search highlights the effectiveness of iterative feed-
back and debate structures where agents critique
and refine each other’s work (Darwish et al., 2025).
Emerging literature applies multi-agent systems
specifically to finance. Heterogeneous designs fo-
cusing on different error types improve financial
sentiment analysis (Darwish et al., 2025). Trade-
Master illustrates how reinforcement learning and
multi-agent collaboration combine for quantitative
trading (Sun et al., 2023). However, empirical
exploration remains limited, with few systematic
comparisons between single-agent and multi-agent
approaches for financial analysis tasks.

3 Methodology

3.1 System Architecture Overview

We developed a multi-agent collaborative system
(Figure 1) which is powered by OpenAl’s GPT-
4.1 as the underlying language model to ensure
consistent capability across experiments, differing
only in their approach to role specialization and
agent interaction.
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Figure 1: Multi-agent architecture for Investment Guid-
ance

3.2 Multi-Agent Configuration

The multi-agent system employs three specialized
agents collaborating through structured workflows:

Algorithm 1 Multi-Agent Workflow
1:

Input: Earnings call transcript 7', Instructions
1
Weriter creates initial draft Dy from T'
Analyst validates Dy against external data:
Extract metrics, calculate ratios
Call external APIs for validation
Generate structured feedback F'y
Writer revises draft: D1 = revise(Dy, F4)
repeat
Editor reviews D; for quality
Check factual consistency
Evaluate completeness and clarity
Generate editorial feedback F'g
Writer produces D,y = revise(D;, F)
: until Editor approves or max iterations reached

R e A A S

—_— = = =
L

15:
16:

Client validates final draft D,,
Output: Investment report D,

Agent  Responsibilities

Analyst Extracts financial data, performs fact-
checking, calculates ratios, conducts
sentiment analysis using external tools
Drafts and revises investment reports
incorporating Analyst data and Editor
feedback, maintains professional tone
and structure

Reviews drafts for accuracy, complete-
ness, and readability, provides action-
able feedback for revisions

Writer

Editor

Table 1: Multi-agent system roles and responsibilities

Role-specific temperature settings optimize each
agent’s function: Analyst and Editor operate at 0.2-
0.3 for maximum accuracy, while Writer uses 0.7
for natural language fluency. This configuration
mimics real-world analyst teams where domain
experts, writers, and editors collaborate iteratively.

3.3 Orchestration Framework

We implemented both systems using Microsoft
AutoGen!, an open-source framework for multi-
agent LLM applications. AutoGen manages agent
communication through its GroupChatManager,
routing messages appropriately between agents.
The framework handles message passing and turn-
taking logic, simplifying implementation of itera-
tive feedback loops.

"https://github.com/microsoft/autogen
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3.4 Dataset and Preprocessing

We used the official Earnings2Insights(Takayanagi
et al., 2025)dataset released for the shared task.
The dataset consists of 64 earnings call transcripts
drawn from two subsets:

* ECTSum subset (40 transcripts): aligned
with the ECTSum benchmark, where each
folder includes both a transcript and a refer-
ence summary. Participants may optionally
leverage these summaries.

Professional subset (24 transcripts):
matched with professional analyst reports.
Only the transcripts are provided to partici-
pants; comparisons with analyst reports are
conducted later by the organizers.

The transcripts were distributed in Markdown for-
mat, already structured with speaker metadata and
sections (e.g., management remarks, Q&A). Since
the files were ready for direct LLM ingestion, no
additional preprocessing was required. Each tran-
script was processed by multi-agent systems to
generate reports in JSON format.

3.5 External Tools and APIs
Both configurations access two specialized tools:
* historicalFinancialData(ticker, year, quar-

ter): Retrieves quarterly metrics (EPS, rev-
enue, cash flow, balance sheet) from Alpha


https://github.com/microsoft/autogen

Vantage for year-over-year and quarter-over-
quarter comparisons

» analyzeMarketSentiment(ticker, year,
quarter): Collects news articles published
within 30 days before the earnings call, en-
suring realistic temporal constraints matching
real analyst workflows

3.6 Evaluation Framework

3.6.1 Automatic Evaluation

Our evaluation follows the official shared task
protocols from the Earnings2Insights competi-
tion (Takayanagi et al., 2025) where reports were
evaluated automatically using an LLM-based judge
following standardized guidelines:

* Average Likert Score: mean 1-7 rating
across Persuasiveness, Logic, Usefulness,
Readability, and Clarity.

* Win Rate vs Analyst Report: pairwise com-
parison against professional analyst reports,
where win rate = Wins + (Wins + Losses).

3.6.2 Human Evaluation

The organizers also conducted a large-scale human
evaluation with 210 participants on the Prolific plat-
form (176 retained after attention checks). Each
participant reviewed 12 reports and two measures
were collected:

¢ Accuracy of financial decisions: fraction of
correct Buy/Neutral/Sell predictions, evalu-
ated at day, week, and month horizons, then
averaged.

e Human Likert Scores: 7-point scores for
clarity, logic, persuasiveness, readability, and
usefulness.

Together, these evaluations provide a rigorous
test of system performance. Automatic scoring of-
fers a scalable baseline, while human evaluation
captures how well reports can actually guide and
persuade investors in practice. This dual frame-
work ensures that the final rankings reflect both
the formal quality of the report and the impact of
real-world decision making.

4 Discussion

Our experiments demonstrate that multi-agent col-
laboration significantly enhances the quality of Al-
generated financial analysis. The multi-agent sys-
tem achieved the highest financial decision accu-
racy (58.1%) among automated approaches. The
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human evaluation reveals interesting patterns in
perceived quality versus actual utility. While some
systems scored higher on individual Likert dimen-
sions, our multi-agent approach achieved a bal-
anced performance across all metrics, with particu-
larly strong scores in logic (5.89) and persuasive-
ness (5.95). The correlation between Likert scores
and decision accuracy suggests that report clarity
and logical structure directly impact investment
decision quality.

The Analyst agent’s integration of external data
proved particularly valuable, reducing hallucina-
tions and ensuring quantitative claims align with
verifiable sources. The Editor’s quality control
function, while contributing less to raw accuracy,
substantially improved report professionalism and
readability—critical factors for real-world deploy-
ment.

4.1 Comparison with Human Analysts

While our model achieves 52.2% decision accuracy,
placing it in the middle tier of evaluated systems,
several fundamental distinctions from human anal-
ysis remain:

* Limited ability to incorporate non-textual mar-
ket signals or conduct primary research

* Absence of industry-specific intuition devel-
oped through years of experience

 Difficulty identifying subtle management
communication patterns that experienced ana-
lysts recognize

* Inability to leverage professional networks for
channel checks or proprietary information

The best-performing systems in our evaluation
achieved average accuracy around 58%, with none
exceeding 60%, suggesting a practical ceiling for
current LL.M-based approaches when relying solely
on earnings transcript analysis. This performance
gap underscores that Al systems should augment
rather than replace human analysts. Our system’s
balanced scores for logic (5.61/7) and usefulness
(5.74/7) indicate that while the system may not
achieve top-tier decision accuracy, it produces re-
ports that provide valuable foundational analysis
for human refinement.

5 Conclusion

This paper presented a novel multi-agent frame-
work for automated financial analysis that demon-



strably improves investment decision-making.
Through rigorous human evaluation with 176 par-
ticipants, we showed that our multiagent system
achieves 58. 1% accuracy in guiding financial deci-
sions. The system also received strong quality rat-
ings, with scores of 5.89/7 for logical structure and
5.95/7 for persuasiveness, indicating that structured
LLM collaboration can address critical limitations
of monolithic approaches.

Our contributions advance the field of financial
NLP by providing empirical evidence for multi-
agent superiority in complex analytical tasks. Ulti-
mately, we envision multi-agent systems becoming
integral to institutional investment processes, en-
hancing human decision-making while preserving
the judgment and intuition that remain uniquely hu-
man contributions to financial analysis. The human
evaluation results demonstrate that role specializa-
tion not only improves technical metrics but also
translates to better investment outcomes, a critical
validation that is often missing from Al research.
The relationship between the quality dimensions
of the report and the accuracy of the decisions pro-
vides actionable insights for the design of the sys-
tem, suggesting that the logical structure and per-
suasiveness are key factors in generating actionable
financial intelligence.

* Our model produces functionally useful re-
ports that prioritize actionable insights over
surface-level quality.

The multi-agent orchestration may be creat-
ing overly balanced perspectives that excel at
weekly horizons but miss immediate market
signals.

The gap between automatic (4.575) and hu-
man (5.49) Likert scores indicates our sys-
tem’s value is better recognized by human
readers than automated evaluators.
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Appendix

A Agent Initialization prompts

This section shares agent initialization prompts that we have used in the experiments.

Agent Responsibilities

Writer You are the Writer. Draft the investment report
and revise it based on other agents’ feedback.
Do not rewrite from scratch unless asked; make
targeted edits. Always return the updated full
report only (Markdown). Populate sections from
the transcript; use tables for structured data; re-
place placeholders when Analyst/Editor provide
updates.

Analyst  You are the Analyst. Fact-check and correct
financial metrics and ratios using tool data (e.g.,
@historicalfinancialdata(ticker,year,quarter)).
Compute QoQ/YoY, fill missing values with
N/A, and provide: (1) FINANCIAL ANALYSIS
UPDATE, (2) FINANCIAL RATIOS UPDATE,
(3) KEY HIGHLIGHTS UPDATE, and (4) FI-
NANCIAL ANALYSIS SUMMARY UPDATE.
Fetch news via @analyzemarketsentiment and
supply a complete News Sentiment section or
instruct omission if none. Hand off to Editor
after updates.

Editor You are the Editor. Review Sections 1-3 for
completeness, clarity, structure, and consistency
(tables, legends, formatting). Ensure Analyst
updates and sentiment are integrated; remove
any internal notes/placeholders. Produce an
INVESTMENT RECOMMENDATION FEED-
BACK block containing: Key Drivers, Ma-
jor Risks, and Buy/Hold/Sell calls for Next
Day/Week/Month with data-backed justifica-
tions and Catalysts. The Writer must update
Section 4 accordingly.

Client You are the Client/Investor. Review the latest
Writer report against the checklist (sections, met-
rics, ratios, highlights, summary, risks, editor
feedback integration, formatting). If all checks
pass, reply TERMINATE; otherwise list failed
checks with exact fixes required.

Table 2: Agent initialization prompts.
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Cummins Inc. (CMI) Investment Report — Fiscal 2013 Q4

1. Financial Analysis
Key Highlights

* Revenue rose 7% YoY to $4.59B, driven by North America.
* Net income: $432M, slightly below prior year on competition and costs.
* 2014 revenue growth outlook: +4% to +8%; margin gains from restructuring/cost control.

Key Financial Metrics

Metric Current Q Prev. Q QoQ Prev. Year YoY
Revenue $4.59B $4.27B +8% $4.29B +1%
EPS $1.94 $1.94 0% $2.00 -3%
Gross Profit $1.16B $1.11B +4.5% $1.06B +9%
Operating Income $553M $524M +5.5% $465M +19%
Net Income $432M $355M +21.7% $369M +17%
Operating Cash Flow $756M $373M +102.7% $745M +1.5%
Capex $280M $161M +73.9% $291M -3.8%
Short-term Debt $68M $62M +9.7% $77TM -11.7%
Long-term Debt $1.67B $1.73B -3.5% $698M +139.5%
Cash & Equivalents $2.7B $2.5B +8% $1.37B +97%

Key Financial Ratios and Investment Insights

Metric Current Prev. Q Prev. Y Formula Interpretation

Gross Margin (%) 25.37% 26.00% 24.65% GP/Revenue Slight YoY improvement; cost control.
Operating Margin (%) 12.05% 12.28% 10.83% Ol/Revenue Efficiency improved YoY.
Net Margin (%) 9.42% 8.32% 8.60% NI/Revenue Profitability improved YoY.
EPS Surprise (%) 2.02% -8.06% 14.29% (Actual-Est)/Est. Miss vs estimates this Q.
Free Cash Flow $476M $212M $454M OCF - Capex Strong FCF generation.
Capex/OCF (%) 37.04% 43.16% 39.06% Capex/OCF Reasonable reinvestment.
Cash Conversion Ratio 1.75 1.05 202 OCF/NI Strong cash conversion.
Net Debt -$959M -$706M -$594M Debt - Cash Net cash position.

Current Ratio 2565 2515 2285 CA/CL Solid short-term liquidity.
Debt-to-Equity 0232 0253 0.117 Debt/Equity Manageable leverage.

Concluding Summary — Cummins shows robust cash generation and improved profitability metrics. Strategy on cost management supports margins; watch international
demand and regulatory uncertainty.

2. Market Analysis

Opening Remarks (summary)

“Revenue up 7% YoY to $4.59B; restructuring/cost reduction to lift margins. Near-term challenges in power generation/high-horsepower; growth expected in 2014 from
acquisitions and launches.”

Theme Key Message

Strategy / Vision Restructuring and cost reduction focus.
Market Outlook Growth from acquisitions and new products.
Al/ Innovation Not specifically mentioned.

Competitive Landscape

Competitor Mentioned? Position Commentary
Caterpillar Yes Turbines strength Cummins lacks turbine products; differences in power-gen per-
formance.

Industry & Regulatory Trends

Trend Impact Summary

Emis

ion regulations Mixed Drives compliant demand but raises costs.

Impact Legend: Positive / Negative / Mixed / Neutral

Growth Opportunities & M&A

Opportunity Description Timing / Likelihood

Acquisitions Distributor acquisitions expected to drive growth. High (2014)

Customer Segments

Segment Performance Summary

North America Growth in medium-duty trucks; share gains.

3. Risk A

Risk Description Likelihood Impact (1-5) Evidence

Market Demand Weak int’l power-gen/mining demand. Medium 4 Transcript indicates margin pres-
sure.

Regulatory Compliance Emission rules uncertainty. High 3 Potential China impact.

Impact Scale: 1 Very Low ... 5 Critical ~Likelihood: Low / Medium / High

4. Investment Recommendation

« Key Drivers: New product launches; distributor acquisitions; NA market share gains.
« Major Risks: International demand softness; regulatory uncertainty; volatility.

* Recommendation: Next Day—Hold; Next Week—Buy; Next Month—Hold.

« Catalysts: Acquisition integration, launches, stabilization in int’] markets.

Figure 2: Full example of a report generated with all agents.
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Abstract

We introduce FinDebate, a multi-agent frame-
work for financial analysis, integrating collab-
orative debate with domain-specific Retrieval-
Augmented Generation (RAG). Five special-
ized agents, covering earnings, market, sen-
timent, valuation, and risk, run in parallel to
synthesize evidence into multi-dimensional in-
sights. To mitigate overconfidence and improve
reliability, we introduce a safe debate proto-
col that enables agents to challenge and refine
initial conclusions while preserving coherent
recommendations. Experimental results, based
on both LLM-based and human evaluations,
demonstrate the framework’s efficacy in pro-
ducing high-quality analysis with calibrated
confidence levels and actionable investment
strategies across multiple time horizons.

1 Introduction

While the advent of large language models (LLMs)
has catalyzed progress in NLP, the financial do-
main remains a high-value opportunity with strict
operational and regulatory constraints, demanding
accuracy, reliability, and explainability. Although
LLMs can process vast volumes of unstructured
financial data, their “next token prediction,” trained
on statistical correlations, makes the outputs fluctu-
ate across prompts and runs. As a result, confidence
is often miscalibrated, and statements may appear
plausible without grounding in verifiable evidence
(Zhang et al., 2024; Tatarinov et al., 2025), which
are misaligned with requirements for verifiable rea-
soning and stable recommendations in this field.
Beyond the aforementioned limitations, long-
form, multi-section analyst reports face document-
and pipeline-level challenges. Evidence must be
synthesized into a unified, coherent narrative while
avoiding topic drift and refraining from claims un-
supported by the underlying transcripts (Goldsack

“Equal contribution.
Corresponding authors.
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et al., 2024; Xia et al., 2025). A single passage can
bear distinct implications across analytical dimen-
sions, and design choices in chunking and querying
materially influence what evidence is retrieved and
how effectively it supports cross-aspect reasoning.
During revision cycles, stance coherence and cov-
erage can be degraded, leading to overlooked fac-
tors and unintended shifts in the investment thesis.
Moreover, reasoning must remain traceable and
reference-grounded without sacrificing readability
or decision-oriented clarity (Li et al., 2024).
Practitioners have responded with several prag-
matic strategies. Template-driven workflows im-
pose discipline and stylistic consistency but weaken
the alignment between cited evidence, intervening
reasoning, and the report’s final stance (Kang et al.,
2025; Tian et al., 2025). Retrieval-Augmented
Generation (RAG) anchors factual claims, yet in-
tegrating dispersed excerpts into a cohesive, multi-
faceted narrative remains challenging (Jimeno-
Yepes et al., 2024). Multi-agent collaboration and
debate surface issues in short-form claims, but in
chaptered, long-form analyst reports, they often
struggle to maintain a consistent stance while cover-
ing all essential elements (Sun et al., 2024). These
gaps motivate an approach that jointly stabilizes
stance, expands evidence coverage and explicit risk
articulation, and preserves reference traceability.
To address these gaps, we introduce FinDebate,
a safety-constrained debate protocol that stabilizes
the stance while strengthening evidence and risk ar-
ticulation. As shown in Figure 1, a domain-specific
RAG module and a team of role-specialized analyst
agents first produce a chaptered draft. The debate
phase then performs a bounded augmentation pass
across roles and tasks: the pre-debate stance is
fixed, roles are prohibited from changing direction,
and every addition must be anchored to verifiable
references. This design preserves the throughline
of the investment rationale while improving cover-
age and verifiability, yielding analysis that remain
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Figure 1: Overview of FinDebate, a multi-agent collaborative intelligence framework for financial analysis.

auditable and decision-oriented, as evidenced by
LLM-based and human evaluations.

2 Methodology

Figure 1 shows an overview of FinDebate, which
consists of three essential modules: (1) a domain-
specific RAG module for document processing and
evidence retrieval; (2) a multi-agent analysis mod-
ule for an initial draft report; (3) a debate mecha-
nism that yields the final report. An example of the
task is shown in Appendix A. In this section, we
introduce each of the modules in detail.

2.1 Domain-Specific RAG Module

Text Segmentation Strategy. Applying LLMs
to financial analysis is constrained by limited con-
text windows, which make it infeasible to process
reports spanning hundreds of pages simultaneously.
To address this, we propose a domain-specific RAG
module with ChromaDB!, which enables efficient
indexing and similarity search over extensive finan-
cial documents, supporting low-latency retrieval
and rapid downstream processing at scale.

To mitigate the information loss by naive fixed-
size chunking, we adopt a context-sensitive seg-
mentation strategy grounded in contextual chunk-
ing (Gunther et al., 2024). Instead of partitioning
by fixed-length token counts, which is misaligned
with the dense, highly structured nature of financial

"https://github.com/chroma-core/chroma
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documents, we apply a recursive procedure that pri-
oritizes semantic integrity: paragraph boundaries
are preserved first, followed by sentence bound-
aries, and finally lexical/token boundaries. This hi-
erarchy prevents destructive splits, producing self-
contained, interpretable segments, resulting in a
robust substrate for high-precision retrieval and re-
liable downstream reasoning.

Financial Embedding and Multi-level Retrieval.
We encode the segmented passages with FinLang?,
a financial embedding model adapted from BGE
(Zhang et al., 2023) via domain-specific fine-tuning.
Selected for its in-domain retrieval effectiveness,
FinLang captures the semantic essence of queries
and grounds them in financial constructs such as in-
vestment risk, valuation metrics, market sentiment,
and growth outlook. This domain alignment en-
ables highly precise retrieval of evidence passages,
facilitating analysis of the consistency between fun-
damentals and stock prices and whether current
valuations are justified by projected growth.

Building on multi-level retrieval (Adjali et al.,
2024), we conduct contextual retrieval across four
dimensions: general financial performance, spe-
cialized financial metrics, market sentiment & risk,
and multi-query integration (details in Appendix
B), providing a solid analytical foundation for the
subsequent multi-agent system.

2https: //huggingface.co/FinLang/
finance-embeddings-investopedia
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2.2 Multi-Agent Design

Single-model approaches exhibit notable shortcom-
ings, often yielding superficial analysis due to their
reliance on generalized methodologies and lim-
ited perspectives (Du et al., 2023). To overcome
this limitation, we propose a multi-agent collab-
orative framework designed to perform in-depth
financial analysis across five specialized domains.
Each agent is tasked with analyzing the earnings
call content from their respective domain-specific
viewpoints. Afterwards, a report synthesis module
integrates these individual analysis into a unified,
insightful investment advisory report.

2.2.1 Agent Prompting Strategy

Each agent is equipped with a two-level prompt
structure. The first level, system prompt, defines
the agent’s professional identity through four key
components: (1) professional credentials (e.g., a
CFA charterholder with 20 years’ experience), (2)
an authoritative background (e.g., roles at leading
investment banks and hedge funds), (3) a clear
mission (e.g., to assist in institutional investment
decision-making), and (4) a high-quality standard
(e.g., delivering institutional-grade output). The
second level, user prompt, outlines the specific an-
alytical task assigned to each agent, consisting of
four elements: (1) analytical frameworks that guide
systematic reasoning, (2) technical requirements
specifying format and precision, (3) output speci-
fications detailing the report structure and length,
and (4) contextual integration of information re-
trieved through RAG. Together, these two levels
ensure that the agents process both professional ex-
pertise and the ability to execute tasks effectively.

2.2.2 Agent Specialization

Our framework intentionally leverages five agents
across different specialized analytical dimensions,
establishing a holistic analytical framework that
addresses the key facets of institutional investment
decision-making. The core design principles of the
agents are outlined below, with detailed prompts
provided in Appendix C:

#% Professional Earnings Analyst specializes
in financial statement analysis and performance
evaluation. Key responsibilities involve assessing
revenue quality, evaluating profitability and sustain-
ability, and examining critical financial indicators
such as net interest margin (NIM), asset quality,
and capital adequacy ratios.
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i Professional Market Predictor is tasked with
forecasting market trends across multiple time-
frames. This includes analyzing immediate market
responses to earnings reports, evaluating the sus-
tainability of underlying fundamental drivers, and
predicting long-term market positioning based on
strategic developments.

i Professional Sentiment Analyst specializes
in evaluating management credibility and investor
sentiment. This agent incorporates behavioral fi-
nance theories, such as anchoring effects and con-
firmation bias, quantifying measurable indicators
like historical accuracy and transparency ratings,
and translating psychological factors into action-
able investment strategies.

Professional Valuation Analyst specializes
in business valuation and investment recommenda-
tions. It applies a sector-specific Discounted Cash-
flow Model (DCF), which considers factors such
as credit loss cyclicality and regulatory capital con-
straints, and employs dynamic weight allocation
based on the reliability of various valuation meth-
ods, with a focus on verifiable business drivers.

& Professional Risk Analyst provides compre-
hensive risk assessment and positions sizing recom-
mendations. It evaluates various risk factors, such
as credit, interest rate, and liquidity risk, while
maintaining a balanced perspective to ensure real-
istic and actionable risk assessments.

2.2.3 Report Synthesis

Once the specialized agents complete their analysis,
the system advances to the final stage. The Report
Synthesis agent consolidates the individual outputs,
extracts key financial indicators and, manages sen-
timent data, and generates a comprehensive report.
This report is subsequently passed to the collab-
orative debate mechanism for further refinement,
enhancing its accuracy and persuasiveness.

2.3 Safe Collaborative Debate Mechanism
2.3.1 Three-Agent Collaboration

Finally, we introduce a safe collaboration debate
mechanism between three agents, motivated by es-
tablished multi-agent debate methodologies (Du
et al., 2023; Liang et al., 2024; Estornell and Liu,
2024). It enhances the quality of the report through
a single-round optimization, while maintaining the
core conclusions of the original analysis. This
module consists of three agents: a Trust Agent,



a Skeptic Agent, and a Leader Agent, with detailed
prompts provided in Appendix D:

= Trust Agent enhances the original report by
providing supporting evidence, reinforcing its argu-
mentative logic, and optimizing linguistic expres-
sion. Throughout this process, it is strictly prohib-
ited from altering the directional tone (bearish to
bullish) or modifying the 1-day/1-week/1-month
investment recommendations.

= Skeptic Agent refines the report by incorpo-
rating a risk management perspective. Its core re-
sponsibilities include identifying potential risk fac-
tors, suggesting hedge strategies, and improving
the scenario analysis framework.

@ Leader Agent synthesizes the evidence en-
hancements from the Trust Agent and the risk anal-
ysis from the Skeptic Agent to produce the final
optimized report. The resulting content retains all
core conclusions from the original report, while em-
ploying more professional and persuasive language,
and offering a clearer risk-return analysis.

2.3.2 Algorithm Design

Algorithm 1 outlines the overall design of the de-
bate framework, employing safety-first principles
to preserve the integrity of the original investment
recommendations. It incorporates multiple veri-
fication mechanisms while achieving systematic
quality improvements through a structured opti-
mization process. The debate proceeds in a single
round, effectively avoiding the thematic drift typi-
cally associated with multi-round iterations. Draw-
ing from optimal rounds in related research, we
compare the impacts of one-round and two-round
debates, ultimately setting the maximum round to 1.
The entire process involves only minor refinements,
without making directional rewrites.

It is important to note that this debate mechanism
is applicable only to scenarios where reports con-
taining pre-existing investment recommendations
require further refinement. It is not intended for
generating reports from scratch or for enhancing
texts that lack clear directional conclusions.

3 Experiments

3.1 Experimental Setup

Datasets. We conduct experiments on the Earn-
ings2Insights shared task (Takayanagi et al., 2025),
which focuses on generating investment guidance
from earnings call transcripts. The task includes
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Algorithm 1 Safe Collaborative Debate

Input: Ry (Original_Report), A (Agent_Analysis)
Output: R* (Optimized_Report), L (Debate_Log)
: Safety Check: Validate Ry structure

if —has_recommendations(Ry) then return Ry

: Trust Phase: R; < optimize(Ry, A)

o Preserve core elements of Ro

o Strengthen evidence 1

: Skeptic Phase: Ry < review(R1, A)

o Identify vulnerabilities in R

o Maintain structure integrity

: Leader Phase: R* < synthesize(Rz, A)

10: o Maximize persuasive power

11: o Preserve critical elements

12: Final Check: Validate R* integrity

13: if core_compromised(R*, Ro) then return Ry
14: return R*, L

PRI AERY

two sets of earnings call transcripts: 40 correspond-
ing to ECTSum (Mukherjee et al., 2022), and 24
professional analyst reports.

Models and Setup. We employ comparative ex-
periments using five state-of-the-art LLMs: GPT-
40 (2024-08-06, Hurst et al., 2024), Gemini 2.5
Flash?, Llama 4 Maverick?, DeepSeek-R1 (0528,
Guo et al., 2025), and Claude Sonnet 43, For re-
producibility and a fair comparison, all models are
evaluated under identical generation parameters: a
temperature of 0.6, a maximum output length of
6, 500 tokens, a top-p sampling of 0.85, and a fre-
quency penalty of 0.1. Consistent prompt templates
and evaluations are applied across all models.

Baselines. To demonstrate the effectiveness of
FinDebate, we compare the framework against
the following two baselines: (1) Zero-shot infer-
ence directly processes incoming financial reports
without relying on any additional information; (2)
Standard RAG represents the traditional RAG ap-
proach with a general-purpose embedding model;
(3) Multi-agent generation serves as an ablation
study that removes the safe collaborative debate
mechanism, so as to assess the contribution of the
debate mechanism itself.

Evaluation Metrics. To ensure a rigorous yet
tractable evaluation process, we sample 10 reports
from the ECTSum dataset and 5 from the new, pro-
fessional subset, assessing the quality of the mod-
els’ financial analysis. Following the framework of
Goldsack et al. (2024), we define an evaluation pro-
tocol spanning two core dimensions and implement

3https: //deepmind. google/models/gemini/flash/
4https: //www.1lama.com/models/11lama-4/
Shttps://www.anthropic.com/claude/sonnet/
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Base Model Zero-shot Standard RAG Multi-agent w/o Debate  FinDebate Overall Improvement
GPT-40 2.97 3.21 3.39 3.58 +0.61
Gemini 2.5 Flash 2.90 3.15 3.32 3.50 +0.60
Llama 4 Maverick 2.82 3.06 3.24 3.41 +0.59
DeepSeek-R1 2.77 3.02 3.10 3.39 +0.62
Claude Sonnet 4 3.03 3.27 3.45 3.64 +0.61

Table 1: Performance comparison of FinDebate across models. The best performance for each model is in bold.
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Figure 2: Human evaluation results on financial decision
accuracy.

it using GPT-40 (Hurst et al., 2024): (1) Textual
Quality, covering readability, linguistic abstract-
ness, and coherence; and (2) Financial Analysis
Professionalism, encompassing financial key point
coverage, background context adequacy, manage-
ment sentiment conveyance, future outlook analysis,
and factual accuracy. Each report is on a four-point
scale (1 = poor to 4 = excellent). Detailed defini-
tions of these dimensions and an illustrative prompt
are provided in Appendix E.

Human evaluation is also conducted, with a pri-
mary focus on whether the report can effectively
guide and persuade investors to make correct deci-
sions, including the average accuracy of investment
choices (Long or Short) made by experts for the
next day, week, and month based on the reports,
and the average Likert scores on clarity, logic, per-
suasiveness, readability, and usefulness.

3.2 Results and Analysis

Table 1 presents the main results of FinDebate com-
pared to the zero-shot inference, standard RAG,
and multi-agent generation baselines, and Figures
2 and 3 visualize human evaluation results. In com-
parison to practitioners, FinDebate demonstrates
substantial improvements in financial decision pre-
diction, achieving superior performance in clarity,
logic, persuasiveness, and usefulness.

Our FinDebate framework consistently deliv-
ers substantial improvements across all five mod-

272

5.98
5.95

5.89

5.80

Score

5.52
5.40

Teams
Our Team
Other Teams

5.20

517

Logic  Persuasiveness Readability
Assessment Dimensions

Average Clarity Usefulness

Figure 3: Human evaluation results on financial report
quality.

els, with performance gains ranging from 0.59
to 0.62, resulting in an average enhancement of
20.4%. These improvements are statistically sig-
nificant (p < 0.001, via paired t-tests). FinDe-
bate elevates performance from “satisfactory” lev-
els (~ 3.0 points) to “excellent” standards (~ 3.6
points), highlighting the distinctive value of col-
laborative intelligence in complex reasoning tasks.
This cross-model consistency further emphasizes
the framework’s universality and technical superi-
ority. By transforming Al-driven financial analy-
sis from a tool-assisted approach to a professional
analyst-level capability, FinDebate establishes a
foundation for real-world applications through its
model-agnostic design and structured collaborative
methodology.

4 Conclusion and Future Work

We introduce FinDebate, a multi-agent framework
that integrates domain-specific RAG, specialized
analytical agents, and a safe collaborative de-
bate mechanism for financial analysis, generating
institutional-grade financial reports with actionable,
multi-horizon investment recommendations, effec-
tively addressing key limitations in existing finan-
cial Al applications. In the future, we will extend
this framework to broader financial domains, devel-
oping dynamic confidence adjustment mechanisms,
and integrating with real-time market data. We will
also transfer this system to other applications.
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A Dataset Example

Input Financial Earnings Call of the Example

## Financial Earnings Call

### Prepared remarks
*x0perator**
Greetings, and welcome to the ABM Industries Incorporated Third Quarter 2021 Earnings Call. [Operator
Instructions] As a reminder, this conference is being recorded. It is now my pleasure to introduce David
Gold, Investor and Media Relations. Thank you, you may begin.

**Investor Relations#*x
Thank you for joining us this morning. With us today are Scott Salmirs, our President and Chief

Executive Officer; and Earl Ellis, our Executive Vice President and Chief Financial Officer. We issued
our press release yesterday afternoon announcing our third quarter fiscal 2021 financial results. A copy
of this release and an accompanying slide presentation can be found on our corporate website. Before we

begin, I would like to remind you that our call and presentation today contain predictions, estimates
and other forward-looking statements. Our use of the words estimate, expect, and similar expressions are

intended to identify these statements. Statements represent our current judgment of what the future
holds. While we believe them to be reasonable, these statements are subject to risks and uncertainties
that could cause our actual results to differ materially. These factors are described in a slide that
accompanies our presentation, as well as our filings with the SEC. During the course of this call,
certain non-GAAP financial information will be presented. A reconciliation of historical non-GAAP
numbers to GAAP financial measures is available at the end of the presentation and on the company's
website under the Investor tab. I would now like to turn the call over to Scott.

*%xCEQ*%*

Thanks, David. Good morning, and thank you all for joining us today to discuss our third quarter
results. As detailed in yesterday's release, ABM generated strong third quarter results featuring double
-digit growth in revenue, continued solid cash generation, and a 20% gain in adjusted earnings per share

Revenue growth was broad-based as each of our five business segments achieved year-over-year gains in
revenue, aided by an improving business environment and the gradual reopening of the economy. Our team
members once again executed well and continue to provide exceptional service to our clients. Overall,
demand for ABM's higher margin virus protection services remained elevated in the quarter, underscoring
ongoing client concerns regarding cleaning and disinfection of their facilities. As anticipated, demand
for virus protection eased slightly in the third quarter compared to the second quarter of fiscal 2021,
but remain well above pre-pandemic levels. The emergence of the Delta variant and rising COVID-19 cases
nationally have gains heightened interest in the need for disinfection prevention measures, particularly

in high traffic areas. As we look forward to 2022 and beyond, we believe that virus protection services
will remain a contributor to our overall revenue as disinfection becomes a standard service protocol
and facility maintenance programs. [...]

\. J

Output Financial Analysis of the Example

- abm industries q3 adjusted earnings per share $0.90.

- g3 gaap loss per share $0.20 from continuing operations.

- g3 adjusted earnings per share $0.90.

- raises adjusted earnings per share guidance for full year fiscal 2021.

- g3 revenue rose 10.7 percent to $1.54 billion.

- increasing guidance for full year 2021 adjusted income from continuing operations to $3.45 to $3.55
per share.

Figure 4: Dataset example of the Earnings2Insights shared task (Takayanagi et al., 2025), where the example is from
the ECTSum subset (Mukherjee et al., 2022). Models receive an input financial earnings call with management
remarks, Q&A sessions, etc., and generate a structured financial analysis report for investment recommendation.
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B Professional Context Queries

Dimension

Query Content

General Financial Performance

Core Metrics: Financial Performance, Revenue, Earnings, Beat/Miss, Surprise, Financial
Results

Forward Guidance: Guidance, Outlook, Forecast, Expectations, Future Performance,
Strategic Direction

Growth Indicators: Growth Trends, Margin Expansion, Profitability, Cash Flow, Com-
petitive Position;

Strategic Factors: Catalysts, Opportunities, Product Launches, Market Expansion, Strate-
gic Initiatives

Specialized Financial Metrics

Interest & Lending: Net Interest Margin (NIM), Loan Deposits, Credit Quality, Asset
Quality

Asset Quality: Non-Performing Assets (NPAs), Charge-Offs, Provision Loan Losses,
Problem Loans

Performance Ratios: Return on Assets (ROA), Return on Equity (ROE), Efficiency Ratio,
Capital Adequacy

Regulatory Metrics: Regulatory Capital, Tier 1 Capital, Stress Testing, Compliance
Requirements

Growth Metrics: Deposit Growth, Loan Growth, Credit Demand, Funding Costs, Interest
Rates

Market Sentiment & Risk

Management Sentiment: Management Confidence, Sentiment, Optimistic, Cautious,
Positive/Negative Tone

Market Challenges: Risks, Challenges, Concerns, Headwinds, Uncertainties, Market
Conditions

Investor Perspective: Analyst Questions, Investor Concerns, Market Reception, Stock
Movement Factors

Risk Categories: Risk Management, Credit Risk, Operational Risk, Market Risk, Liquid-
ity Risk

Multi-Query Integration

Temporal Analysis: Short-Term, Immediate, Near-Term, Weekly, Monthly, Quarterly
Timeline Events

Comparative Analysis: Cross-Functional Analysis, Comparative Performance, Bench-
marking Trends

Comprehensive Reporting: Integrated Reporting, Comprehensive Assessment, Multi-
Dimensional Evaluation

Longitudinal Tracking: Temporal Correlation, Sequential Analysis, Longitudinal Perfor-
mance Tracking

Table 2: Professional contextual queries organized by four analytical dimensions.
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C Multi-Agent System Instructions

System Prompt for Professional Earnings Analyst

You are a CFA charterholder and senior equity research analyst with 20+ years of experience analyzing
financial statements for premier investment banks and hedge funds. Your analysis DETERMINES investment
decisions for billions in assets under management. Professional investors will make REAL capital
allocation decisions based on your comprehensive assessment.

INSTITUTIONAL AUTHORITY MISSION:

Deliver definitive, data-driven earnings analysis with the depth and precision expected by institutional
investment committees. Your assessment must be comprehensive enough to support major portfolio

allocation decisions and provide clear directional conviction with supporting evidence based STRICTLY on
the actual earnings call content provided.

COMPREHENSIVE INSTITUTIONAL FRAMEWORK (TARGET: 1,200-1,500 WORDS):

QUANTITATIVE FINANCIAL PERFORMANCE ASSESSMENT:
Execute exhaustive analysis of all financial performance metrics mentioned in the earnings call:

Revenue Analysis Based on Earnings Call Content:

- Comprehensive analysis of revenue figures and growth rates ACTUALLY mentioned in the earnings call

- Market dynamics and competitive positioning as discussed by management

- Revenue quality evaluation based on management's own descriptions of recurring vs. one-time components
- Forward revenue indicators: analyze ONLY the specific guidance provided by management in this call

Present with institutional precision on actual call content: "Based on earnings call, revenue
performance shows [specific trends mentioned by management]. Management's stated guidance of [specific
figures] suggests [conservative/optimistic assessment based on management tone and historical context].”

BANKING -SPECIFIC CORE BUSINESS METRICS ANALYSIS (If Applicable):
For financial institutions, execute a comprehensive banking-specific performance evaluation based on the
actual metrics discussed:

Net Interest Income and Margin Analysis:

- Net Interest Margin (NIM) trends as reported in the call and management's explanation of drivers
- Interest rate sensitivity as discussed by management in the context of the current environment

- Management's specific comments on spread dynamics and competitive pressures

PROFITABILITY AND OPERATIONAL LEVERAGE ANALYSIS:

- Detailed margin analysis based on specific figures provided in the earnings call

- Cost structure evaluation based on management's actual commentary on operational efficiency
- Management's specific initiatives for margin improvement as mentioned in the call

EARNINGS QUALITY AND SUSTAINABILITY EVALUATION:
Provide a definitive assessment based on the information actually disclosed in the earnings call

PROFESSIONAL CONVICTION STANDARDS:

- Base all assessments on verifiable information from the actual earnings call

- Maintain realistic confidence levels (70-80%) rather than overconfident assertions
- Focus on management's actual explanations rather than hypothetical scenarios

Figure 5: System prompt for Professional Earnings Analyst.
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ystem Prompt for Professional Market Predictor

You are a senior quantitative strategist and former portfolio manager with extensive experience in
institutional market timing and systematic trading strategies. Your predictions directly influence
capital allocation decisions across institutional investors. Professional portfolio managers will
execute trades based on your systematic market timing analysis grounded in actual earnings call content.

INSTITUTIONAL MARKET TIMING AUTHORITY:

Deliver high-conviction market predictions with the precision required for institutional trading

decisions, but maintain realistic confidence levels (70-80%) and base all assessments on actual earnings
call content rather than hypothetical scenarios or unverifiable market data.

SYSTEMATIC MULTI-TIMEFRAME FRAMEWORK (TARGET: 1,100-1,400 WORDS):

IMMEDIATE MARKET REACTION ANALYSIS (1-Day Horizon):
Execute a comprehensive short-term market dynamics assessment based on actual earnings results:

Earnings Response Analysis Based on Actual Results:

- Actual earnings surprise analysis based on specific results mentioned in the call vs. general market
expectations

- Management's tone and confidence level as demonstrated in the actual earnings call

- Specific positive or negative catalysts mentioned by management during the call

- Forward guidance surprises based on management's actual statements

INSTITUTIONAL PREDICTION CREDIBILITY REQUIREMENTS:
Support all predictions with specific content from the actual earnings call
- Maintain realistic confidence levels (70-80%) rather than overconfident assertions
- Avoid speculative market timing predictions not grounded in actual business fundamentals
- Focus on institutional factors that can be derived from actual management commentary
- Provide realistic timeline expectations based on management's actual guidance

Figure 6: System prompt for Professional Market Predictor.

System Prompt for Professional Sentiment Analyst

You are a behavioral finance specialist and former institutional investor with deep expertise in
management evaluation and investor psychology. Your sentiment analysis influences portfolio allocation
decisions for sophisticated institutional investors who understand that psychology drives market
movements, but your analysis must be grounded in actual earnings call content.

BEHAVIORAL FINANCE AUTHORITY MISSION:

Provide a systematic evaluation of management credibility, communication effectiveness, and sentiment
patterns based STRICTLY on the actual earnings call content provided. Your analysis identifies
psychological factors that can be verified from management's actual statements and tone during the
earnings call.

COMPREHENSIVE BEHAVIORAL ANALYSIS FRAMEWORK (TARGET: 1,000-1,300 WORDS):

MANAGEMENT CREDIBILITY AND COMMUNICATION ASSESSMENT:
Execute a detailed evaluation based on management's actual performance during the earnings call:

Executive Communication Quality Analysis Based on Actual Call:

- Message clarity and specificity based on management's actual statements in the call

- Transparency assessment based on management's willingness to address challenges in the actual Q&A
- Strategic vision articulation as demonstrated in management's actual presentation

- Responsiveness to analyst questions based on the actual Q&A session

BEHAVIORAL FINANCE AUTHORITY STANDARDS:

- Support all sentiment assessments with specific examples from the actual earnings call

- Distinguish between management's explicit statements and analytical interpretation

- Provide realistic confidence assessments (70-80%) based on actual management performance

- Include specific quotes and examples from the actual call to support psychological assessments
- Focus on verifiable behavioral indicators rather than speculative psychology

Figure 7: System prompt for Professional Sentiment Analyst.
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System Prompt for Professional Valuation Analyst

You are a CFA charterholder and senior equity research analyst with 18+ years of experience building
institutional -grade valuation assessments for major investment banks and asset management firms. Your
valuation analysis influences capital allocation decisions, but must be grounded in actual earnings call
content rather than speculative financial modeling.

INSTITUTIONAL VALUATION AUTHORITY MISSION:

Deliver comprehensive, methodology-driven valuation analysis based on actual business fundamentals
discussed in the earnings call. Your assessment must provide a clear directional fair value
determination with appropriate confidence intervals based on verifiable information from management's
actual statements.

INSTITUTIONAL VALUATION AUTHORITY STANDARDS:

- Base all valuation assessments on verifiable business fundamentals from the earnings call
- Maintain realistic confidence levels (70-80%) reflecting valuation uncertainty

- Provide a transparent assessment methodology based on actual management commentary

- Support all directional calls with specific business catalyst identification from the call
- Focus on business quality factors that can be verified from management's actual statements

Figure 8: System prompt for Professional Valuation Analyst.

System Prompt for Professional Risk Analyst

You are a senior risk management specialist and former institutional portfolio manager with extensive
experience in equity risk assessment and position sizing for major asset management firms. Your risk

analysis influences portfolio construction decisions but must provide a balanced assessment based on

actual earnings call content rather than speculative worst-case scenarios.

INSTITUTIONAL RISK MANAGEMENT AUTHORITY:

Provide a comprehensive but balanced risk assessment that enables informed position sizing decisions
across different institutional mandates. Your analysis must identify material risks while fairly
evaluating management's capability to navigate challenges, providing realistic guidance based on actual
earnings call content.

INSTITUTIONAL RISK MANAGEMENT STANDARDS:

- Provide balanced risk assessment, avoiding both excessive pessimism and unwarranted optimism

- Support all risk evaluations with specific content from the actual earnings call

- Includea realistic mitigation assessment based on management's actual capability and strategies

- Focus on material risks that significantly impact institutional investment outcomes based on actual
business discussion

- Deliver balanced institutional risk analysis with moderate, realistic risk rating

Figure 9: System prompt for Professional Risk Analyst.
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System Prompt for Report Synthesizer

You are a Managing Director crafting an institutional investment report. Professional portfolio managers
will make Long/Short decisions for 1-day, 1-week, and 1-month timeframes based on your analysis. Your
effectiveness depends on the accuracy of their investment outcomes.

PROFESSIONAL SUCCESS FRAMEWORK: Create a report so compelling and accurate that professional investors
will make profitable investment decisions, while maintaining realistic confidence levels and grounding
all assessments in actual earnings call content.

MULTI-TIMEFRAME INVESTMENT STRATEGY

1-DAY TRADING RECOMMENDATION

Position: [LONG/SHORT/NEUTRAL]

Conviction: [X% between 70-80%]

Expected Direction: [Based on actual earnings results and management tone]

Key Catalyst: [Specific event/factor from actual earnings call driving immediate reaction]

1-WEEK MOMENTUM STRATEGY

Position: [LONG/SHORT/NEUTRAL]

Conviction: [75%]

Expected Direction: [Based on fundamental factors from earnings calll]

Momentum Drivers: [Factors from actual call content sustaining weekly performance]

1-MONTH FUNDAMENTAL POSITION

Position: [LONG/SHORT/NEUTRAL]

Conviction: [75%]

Expected Direction: [Based on business fundamentals from earnings discussion]
Fundamental Catalysts: [Actual timeline and events mentioned by management]

Professional Optimization Elements:

- Clear directional decisions for each timeframe based on actual call content
- Realistic probability assessments for outcomes (75% conviction levels)

- Compelling evidence grounded in verifiable earnings call information

- Balanced risk-reward expectations based on management's actual discussion

- Professional -grade analysis depth without speculative assertions.

Figure 10: System prompt for Report Synthesizer.
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D Debate Agent Instructions

You are the Trust agent in a professional investment evaluation. Your task is to PRESERVE and ENHANCE the
existing investment analysis while maintaining its core structure and recommendations.

CRITICAL REQUIREMENTS FOR PROFESSIONAL STANDARDS:

- PRESERVE all existing Long/Short recommendations for 1-day, 1-week, and 1-month timeframes
- MAINTAIN the persuasive tone and conviction levels already established

- ENHANCE the supporting evidence and rationale WITHOUT changing core conclusions

- KEEP all specific catalysts, timelines, and actionable insights already provided

- DO NOT remove or weaken any professional investment guidance elements

Your responsibilities:

- Strengthen existing arguments with additional supporting evidence

- Enhance the persuasive power of existing recommendations

- Add complementary insights that support the existing investment thesis
- Maintain professional investment language and structure

- NEVER contradict or weaken the existing Long/Short recommendations

Response format: Provide enhanced analysis that makes the existing investment recommendations MORE
persuasive while preserving all core elements.

Figure 11: System prompt for Trust Agent.

You are the Skeptic agent in a professional investment evaluation. Your task is to identify potential
risks and strengthen the analysis through critical examination, while PRESERVING the core investment
recommendations.

CRITICAL REQUIREMENTS FOR PROFESSIONAL STANDARDS:

- DO NOT change or contradict existing Long/Short recommendations for any timeframe
- IDENTIFY risks and challenges to STRENGTHEN risk management sections

- ENHANCE risk-reward balance discussions without undermining confidence

- ADD risk mitigation strategies that support the investment thesis

- MAINTAIN the persuasive power for investor decision-making

Your responsibilities:

- Identify potential risks that should be acknowledged in risk management
- Suggest risk mitigation strategies that strengthen the investment case
- Enhance scenario analysis with balanced risk-reward assessment

- Strengthen the analysis by addressing potential investor concerns

- PRESERVE all existing timeframe recommendations and conviction levels

Response format: Provide critical analysis that STRENGTHENS the investment recommendations by addressing
risks and enhancing credibility.

Figure 12: System prompt for Skeptic Agent.
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You are the Leader agent in a professional investment evaluation. Your task is to create the FINAL
OPTIMIZED REPORT that maximizes investor persuasion while preserving all critical professional elements.

CRITICAL REQUIREMENTS FOR PROFESSIONAL STANDARDS:

This report will be used by professional investors who will make Long/Short investment decisions based
on YOUR analysis for 1-day, 1-week, and 1-month periods. Your success depends on providing accurate,
actionable guidance.

MANDATORY ELEMENTS TO PRESERVE:

- ALL existing Long/Short recommendations for each timeframe with conviction levels
- ALL persuasive evidence and investment rationale

- ALL specific catalysts, timelines, and actionable insights

- ALL professional investment guidance and implementation steps

- CLEAR multi-timeframe investment strategy sections

Your responsibilities:

- Synthesize Trust and Skeptic perspectives into ONE FINAL OPTIMIZED REPORT

- MAXIMIZE persuasive power for investor decision-making

- PRESERVE all existing investment recommendations and enhance their supporting evidence
- MAINTAIN professional investment report structure and flow

- ENSURE professional investors will be convinced to follow the investment guidance

Response format: Provide the FINAL OPTIMIZED INVESTMENT REPORT that preserves all critical elements
while maximizing persuasive impact for professional investment decisions.

Figure 13: System prompt for Leader Agent.
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E Evaluation Details

Evaluation Dimension Definition

Readability Clarity and fluency of the report’s language; grammar, style, and ease of reading.
Language Abstractness Degree of summarization and synthesis beyond raw data repetition.

Coherence Logical flow and structural clarity across paragraphs and ideas.

Financial Key Points Coverage Inclusion of core earnings highlights (revenue, profit, margins, guidance).
Background Context Adequacy Provision of historical/industry context and explanations for performance.
Management Sentiment Conveyance Accuracy in reflecting management’s expressed tone (optimism, caution, etc.).
Future Outlook Analysis Reporting of guidance, forecasts, or strategic plans for future performance.
Factual Accuracy Alignment of all statements and figures with official transcripts and filings.

Table 3: Dimensions and their corresponding definitions for evaluation.

Prompt for Evaluating Financial Key Points Coverage

# INSTRUCTIONS
You are a financial expert tasked with evaluating a summary of an earnings call meeting intended to
provide useful information to a potential investor.

# CRITERION

You must identify whether or not the summary contains the information relating to the aspect described
below and, if it does, assess how well the information is reported.

Financial Key Points Coverage: Assess whether the report captures the essential financial highlights
from the earnings call, including revenue, profit, margins, growth rates, major business highlights, and
significant announcements.

# LABELS
Not reported: The report barely or does not mention any key financial information.
Reported but not useful: Mentions few financial metrics or omits important highlights.

Reported and insightful: Comprehensively covers all major highlights.

|

1.
2.
3. Reported and reasonable: Covers most highlights but misses some details.
4.
[..

Figure 14: Prompt example Financial Key Points Coverage.

Prompt for Evaluating Factual Accuracy

# INSTRUCTIONS
You are a financial expert tasked with evaluating a summary of an earnings call meeting intended to
provide useful information to a potential investor.

# CRITERION

You must identify whether or not the summary contains the information relating to the aspect described
below and, if it does, assess how well the information is reported.

Factual Accuracy: Assess whether the report's statements, figures, and claims align with the original
earnings call content. High accuracy means all financial numbers, percentages, and management remarks
are correctly reflected without contradiction or fabrication.

# LABELS
1. Not reported: The report is highly inaccurate, with major errors or contradictions.
2. Reported but not useful: Contains multiple factual errors, inconsistencies, or contradictions.
3. Reported and reasonable: Mostly accurate with only minor approximations.
4. Reported and insightful: Entirely accurate; all numbers and remarks perfectly match the source.
[...1
\ J

Figure 15: Prompt for evaluating Factual Accuracy.
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Abstract

The generation of nuanced financial analysis
represents a frontier challenge in natural lan-
guage processing, demanding a transition from
factual summarization to the synthesis of per-
suasive, evidence-based arguments. While
cooperative multi-agent systems (MAS) have
shown promise, they often lack the adversarial
mechanisms inherent to expert human finan-
cial reasoning (Goldsack et al., 2025). We
propose Structured Adversarial Synthesis
(SAS)!, a novel, hierarchical agentic frame-
work designed to implement the dialectical rea-
soning process of a professional investment
committee in corporate sectors. We empirically
validated this framework through participation
in the Earnings2Insights FinNLP-2025 shared
task at EMNLP 2025. Our framework first em-
ploys a committee of specialist agents to distill
an earnings call transcript and its associated
market data into a multi-faceted intelligence
briefing. This briefing then conditions a struc-
tured, multi-turn adversarial debate, where op-
posing theses from Bull and Bear agents are
subjected to critical cross-examination by a
"Devil’s Advocate" agent to rigorously probe
for logical vulnerabilities in spirit of the prac-
tice followed in such sectors. The entire debate
history is then adjudicated and synthesized by
a final judgment committee to produce a single,
coherent, and persuasive analyst report. Our
framework, submitted as team finnlp-iiserb,
secured fifth place among several other partic-
ipating teams across globe. Based on various
empirical studies, it has been demonstrated that
SAS has performed reasonably well for gener-
ating high-fidelity decision-oriented financial
report with robust reasoning.

1 Introduction

The analysis of corporate earnings calls is a task of
significant consequence in financial markets, where

* Corresponding author.
"https://github.com/bdslab-iiserb/SAS
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the synthesis of quantitative data and qualitative nu-
ances can inform decisions worth billions of dollars
(Kimbrough, 2005). These calls represent a unique
challenge for Natural Language Processing (NLP),
as they are a high-stakes blend of prepared remarks,
spontaneous discussion, and complex financial data.
While recent work has made significant strides in
the factual summarization of these lengthy tran-
scripts (Mukherjee et al., 2022), the automatic gen-
eration of a true, human-quality "analyst report”
remains a frontier challenge.

A genuine analyst report must transcend mere
summarization. As noted by Goldsack et al.
(2025), its purpose is not just to report facts, but
to construct a decisive, evidence-based, and ulti-
mately persuasive investment thesis. The Earn-
ings2Insights shared task (Takayanagi et al., 2025a)
is explicitly designed to address this gap, propos-
ing an evaluation metric that hinges not on lexical
overlap, but on a report’s ability to be "persua-
sive enough to convince investors to follow their
guidance." This shifts the objective from factual
accuracy alone to rhetorical effectiveness and well-
reasoned argumentation. Existing methodologies,
often reliant on a single agent, tasked with simul-
taneously acting as a data extractor, an optimistic
advocate, a skeptical critic, and a persuasive writer,
is prone to generating outputs that are either bland
and non-committal or biased and logically incon-
sistent. While cooperative multi-agent frameworks
(Goldsack et al., 2025) represent a significant step
forward, they often lack the critical, adversarial
mechanisms that are the hallmark of expert human
financial analysis. A professional investment com-
mittee does not just collaborate; it debates, chal-
lenges, and stress-tests its own conclusions.

Our work is situated at the convergence of re-
cent advances in Financial NLP, multi-agent sys-
tems, and generative text evaluation. While prior
work has progressed from factual summarization
(Mukherjee et al., 2022) to cooperative multi-agent
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report generation (Goldsack et al., 2025; Liang
et al., 2023), we argue that these approaches lack
the critical adversarial mechanisms essential for
stress-testing a financial thesis. Our framework
adapts principles from adversarial agentic systems
(Wu et al., 2024; Chan et al., 2024) to the task of
generative synthesis, filling a critical gap in the lit-
erature. Finally, the evaluation of such persuasive
outputs requires moving beyond traditional met-
rics, motivating our adoption of decision-oriented
evaluation frameworks that measure impact on user
choices (Takayanagi et al., 2025b; Huang et al.,
2025) and scalable LL.M-based protocols like G-
Eval (Liu et al., 2023).

To address these limitations, we introduce Struc-
tured Adversarial Synthesis (SAS), a novel, hier-
archical, multi-agent framework that implements
this professional workflow. Our core hypothesis
is that a structured, adversarial process produces a
more robust, balanced, and ultimately more persua-
sive analysis than either single-agent or cooperative
multi-agent approaches. To validate this hypoth-
esis and systematically evaluate our framework,
we structure our investigation around three core
Research Questions (RQs):

RQ1: Does a multi-agent intelligence distillation
phase produce a superior information sub-
strate for a downstream analytical agent
compared to a monolithic baseline?

RQ2: Given an identical intelligence briefing,
does an adversarial synthesis process gen-
erate a more robust and persuasive analysis

than a purely cooperative one?

RQ3: Can a structured, moderated, multi-turn
debate protocol provide a measurable im-
provement in analytical quality over a sim-
ple, unstructured exchange of opposing

views?

In this paper, we detail the architecture of the
SAS framework and present a series of rigorous
experimental studies designed to answer these ques-
tions. Our results, including a competitive perfor-
mance in the Earnings2Insights shared task, pro-
vide strong evidence that structured, adversarial
agentic workflows are a superior methodology for
generating high-fidelity financial insights.

2 Methodology: The SAS Framework

Our methodology is embodied in the Structured
Adversarial Synthesis (SAS) framework, a deter-
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ministic, multi-agent system designed to transform
unstructured earnings call transcripts into high-
fidelity investment analyses. We implement this
system using the AutoGen framework (Wu et al.,
2024). While SAS is model-agnostic, all reports in
this paper were generated using Gemini 2.5 Pro 2
as the backbone for our agents, with all API calls
managed through the OpenRouter platform?. How-
ever, we diverge from common practice by ensur-
ing all agent interactions are managed deterministi-
cally via programmatic control rather than through
stochastic group chat. The entire framework is gov-
erned by a grounding protocol, a prompt-level man-
date enforced on every agent that obligates them
to base all reasoning exclusively on their provided
inputs, thereby mitigating factual hallucination and
temporal inconsistency. The three-phase pipeline
of SAS is depicted in Figure 1.

2.1 Data and Preprocessing

We utilize the dataset provided by the Earn-
ings2Insights shared task (Takayanagi et al.,
2025a), comprising 64 corporate earnings call
transcripts. This collection is divided into a 40-
transcript set aligned with ECTSum (Mukherjee
et al., 2022) and a 24-transcript “Professional” sub-
set. To ground each transcript in its market context,
we first manually identified its precise earnings
call date via Yahoo Finance* and then fetched the
corresponding raw historical stock and S&P 500
(SPY) data via the AlphaVantage API°. To prepare
the data for LLM-based reasoning, we performed
comprehensive feature engineering, calculating a
suite of technical and relative performance indica-
tors (e.g., RSI, Beta) across multiple time windows.
This process distilled the raw time-series data into
a structured, high-signal JSON format, providing
our LLM agent with a rich analytical context.

2.2 Phase 1: Intelligence Distillation

The initial phase distills the source documents into
a comprehensive "Chief Information Officer (CIO)
Briefing," which serves as the exclusive, grounded
context for all subsequent analytical and adversarial
tasks. This phase employs three parallel specialist
agents:

Zhttps://deepmind.google/models/gemini/pro/
3https://openrouter.ai/
*https://finance.yahoo.com/calendar/earnings/
Shttps://www.alphavantage.co/



v,

Quantitative
Analyst

v,

Behavioural
Analyst

g/

Earning Call

Transcript \,.
PO,
haja

Historical
Market Data

Phase 1: Intelligence Distillation

3¢

Market
Analyst

Bull Agent

O
aia

Devils Advocate

Phase 2: Structured Adversarial Debate

e

Debate Judge

|

Stress Tester

!

Lead Investment

Bear Agent
Analyst

Final Report

Phase 3: Final Judgement & Synthesis

Figure 1: The three-phase architecture of our Structured Adversarial Synthesis (SAS) framework. Phase 1 (Intelli-
gence Distillation) creates a structured ‘CIO Briefing‘. Phase 2 (Adversarial Debate) subjects this briefing to our
five-act protocol. Phase 3 (Final Synthesis) transforms the debate into a polished report.

The Market Analyst

This agent contextualizes the company’s stock per-
formance (Mahajan, 2015; Saud and Shakya, 2024).
Itingests a set of pre-calculated technical indicators
(e.g., multi-period performance, RSI, MACD) and
transforms them into a strategic narrative about the
market’s technical posture and sentiment leading
into the earnings call.

The Factual Analyst

This agent performs a rigorous, non-interpretive
extraction of all quantitative data from the earn-
ings call transcript (Choi et al., 2025). Its sole
function is to produce a structured document of
verifiable financial metrics, performance figures,
and forward-looking guidance. The critical impor-
tance of robust numeral-aware understanding in
financial documents, a challenge explored in recent
NLP benchmarks (Chen et al., 2024), necessitates
this specialized agent.

The Behavioral Analyst

This agent assesses management’s credibility and
conviction (Alanko, 2024; Kayed and Meqbel,
2024). It analyzes the qualitative aspects of the call,
such as tone and word choice, and is constrained to
support every claim about management’s sentiment
with a direct quote from the transcript.

2.3 Phase 2: The Structured Adversarial
Debate

The centerpiece of our framework is a determinis-
tic, five-act adversarial debate protocol designed to

rigorously stress-test the intelligence briefing. This
"Press the Weakness" protocol unfolds as follows:

Opening Statements (Act I):

The debate is initiated when our Bull and Bear
receive the CIO Briefing from Phase 1 as their sole
source of information and independently construct
their most compelling, evidence-based theses.

Cross-Examination (Act II):

These initial theses are then cross-examined by
a Devil’s Advocate agent, which is tasked with
identifying and articulating the most critical flaws
or unstated assumptions in each argument.

Rebuttal (Act III):

Each analyst must then formulate a direct rebuttal
to the specific challenges posed. The full conversa-
tional history is programmatically passed back to
the agent to ensure a context-aware response.

The '""Press' (Act IV):

To ensure rigor, the Devil’s Advocate evaluates
each rebuttal. If a defense is deemed unconvincing,
it asks one final, pointed follow-up question to
"press" the remaining weakness.

Closing Arguments (Act V):

The protocol concludes with the Bull and Bear
agents receiving the entire debate history to deliver
their final, persuasive summaries.

2.4 Phase 3: Final Judgment and Synthesis

The raw debate transcript is then processed by a
final three-agent "Adjudicate -> Stress-Test -> Syn-



thesize" pipeline to transform the adversarial dia-
logue into a polished investment memo.

The Judge

An unbiased agent receives the full debate history
and declares a definitive winner ("Bull" or "Bear")
with a brief, evidence-based justification, providing
a clear signal of the debate’s logical outcome.

The Stress Analyst

Acting as a Red Team, this specialist agent receives
the winning thesis. Its sole task is to identify the
single biggest remaining flaw or unquantified risk
in that argument, providing a final, critical counter-
point.

The Lead Investment Analyst

The final agent receives the most comprehensive
set of inputs: the original CIO Briefing, the entire
debate transcript, the Judge’s verdict, and the
Stress Analyst’s final critique. Its prompt is a
strict blueprint that forces it to adopt the winning
argument as its own and seamlessly integrate
the stress test critique, presenting a unified and
intellectually honest expert view.

Collectively, these three phases—distillation, ad-
versarial debate, and synthesis—transform a raw
transcript into a single analytical narrative that is
robust, stress-tested, and ultimately persuasive.

3 Experimental Setup

Extensive experiments were conducted to empir-
ically validate SAS and dissect the architectural
components driving its performance. Our evalua-
tion is centered on a comprehensive ablation study,
where we benchmark four system architectures of
increasing complexity across the 64 transcripts of
the shared task dataset. To systematically isolate
and quantify the contribution of each component
of our framework, we designed the following four
systems for a head-to-head comparison:

(S1): Single-Agent Baseline: A monolithic base-
line where the ‘Lead Analyst‘ agent is tasked
with the end-to-end synthesis of both the raw
transcript and the structured market data in a
single generative step.

(S2): Cooperative Multi-Agent A  non-
adversarial pipeline where the Phase 1
agents produce the ‘CIO Briefing*, which is

then passed directly to the ‘Lead Analyst‘.
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(S3): Unstructured Adversarial An ablated ver-
sion of our framework with a simplified, one-
shot Bull/Bear debate, omitting our moder-
ated, multi-turn "Press the Weakness" proto-
col.

(S4): Our Model Our complete, five-act Struc-

tured Adversarial Synthesis framework.

Given the task’s reference-free nature, we adopt
a pairwise preference evaluation protocol, a stan-
dard methodology for evaluating generative mod-
els (Zheng et al., 2023; Li et al., 2023). To ensure
impartiality and mitigate self-enhancement bias
(Wang et al., 2023), we employ openai/gpt-40°
as a powerful, independent judge. Each head-
to-head comparison was blinded, with reports
anonymized to hide their origin, and counter bal-
anced, with the presentation order swapped and
re-evaluated to control for positional biases also dis-
cussed in Wang et al. (2023). The primary reported
metric is the Win Rate, calculated as the total num-
ber of wins for a system divided by the total number
of comparisons. As a complementary analysis, we
also compute a suite of linguistic metrics to objec-
tively characterize the stylistic properties of each
system’s output, including lexical diversity, and
standard readability formulas such as the Flesch-
Kincaid Grade Level (FKGL) (Kincaid et al., 1975),
the Coleman-Liau Index (CLI) (Coleman and Liau,
1975), and the Automated Readability Index (ARI)
(Smith and Senter, 1967).

4 Analysis of Results

Our experimental results demonstrates that our
SAS framework, an outcome we validate through
a rigorous ablation study and our official shared
task performance, performs reasonably well. We
present the findings from our controlled ablations
to answer our research questions, followed by our
externally validated performance and a linguistic
analysis of the system outputs.

The results, presented in Table 1, provide a ev-
idence to whether a multi-agent approach can be
more insightful. To answer RQ1, we compared
the cooperative multi-agent system (S2) against
the strong single-agent baseline (S1). The decisive
71.88% win rate for S2 confirms that our multi-
agent intelligence distillation process produces a
superior information substrate for the final synthe-
sis task. Addressing RQ2, the comparison between

®https://platform.openai.com/docs/models/gpt-40
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Pairwise Comparison (System A vs. System B) A Wins B Wins Win Rate for A (%)
RQ1: Impact of Multi-Agent Distillation

S2 (Cooperative) vs. S1 (Single-Agent Baseline) 46 18 71.88

RQ2: Impact of Adversarial Systems

S4 (SAS) vs. S2 (Cooperative) 44 20 68.75

RQ3: Importance of Debate Structure

S4 (SAS) vs. S3 (Unstructured Adversarial) 39 25 60.94

Table 1: Pairwise preference win rates from our ablation study. The ‘Win Rate for A (%)° is calculated for the
first-listed system (System A) in each comparison. Results were determined by a gpt-4o judge with counterbalanced

ordering across 64 reports for each comparison.

our full adversarial system (S4) and the coopera-
tive baseline (S2) witnesses a performance gain.
S4 achieves a dominant 68.75% win rate, validat-
ing our central thesis that an adversarial process is
superior to a purely cooperative one for this analyt-
ical task. Finally, to answer RQ3, we isolated the
impact of our moderated debate protocol by com-
paring the full system (S4) to an unstructured adver-
sarial variant (S3). The 60.94% win rate for our full
system demonstrates that the explicit, multi-turn
structure of the "Press the Weakness" debate is a
critical component for achieving maximum analyti-
cal rigor. In the official human evaluation, our SAS
framework (S4), submitted as team finnlp-iiserb,
achieved 5th rank with the primary metric of av-
erage investment accuracy (0.537) among several
other teams across the globe. This official metric
was calculated by human annotators making ’Buy’
or ’Sell’ decisions based on our reports, with ac-
curacy measured against event-study returned over
three time horizons (1, 5, and 20 business days) and
"Neutral® decisions excluded. A dimensional break-
down of the human evaluation scores revealed that
our reports rated highly on substantive criteria such
as Logic (5.51) and Usefulness (5.57), but scored
lower on Readability (4.72).

5 Discussion

A linguistic analysis of the outputs provides a po-
tential mechanism for these observed preferences
(Table 2). The reports from our S4 (SAS) system
exhibit a distinct stylistic signature: they are simul-
taneously the most readable according to formulaic
complexity metrics (lowest FKGL) and the most
lexically sophisticated i.e., highly abstractive in
nature. We conclude that the primary advantage
of the SAS framework is its ability to synthesize
complex, conflicting information into a narrative
that is at once clear, nuanced, and nonrepetitive, a
stylistic profile that aligns closely with the qualities
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Model FKGL CLI ARI  Abst (%)
S1 (Baseline) 15.19  16.59 17.24 44.11
S2 (Cooperative) 15.60 16.93 17.69 43.97
S3 (Unstructured) 15.73 17.36  17.79 46.23
S4 (SAS) 13.27 16.60 15.71 50.61

Table 2: Readability and Lexical Diversity metrics for
each of the four system architectures.

of expert human analysis.

In this work, we introduced and empirically vali-
dated our SAS framework that models the adversar-
ial and deliberative processes of an expert invest-
ment committee. The empirical analysis show that
the architectural design of agentic interaction is a
more critical determinant of performance than the
mere presence of multiple agents. Through a rig-
orous ablation study, we showed that a structured,
multi-turn adversarial debate significantly outper-
forms both single-agent and cooperative baselines.
We conclude that the architectural design of agen-
tic interaction (not just the presence of multiple
agents) is the critical determinant of performance
for generating robust, decision-oriented analysis
from complex financial text.

6 Limitations and Future Works

While our results are promising, future work should
address the framework’s current specialization on
earnings calls by extending it to other complex
domains like 10-K filings, legal text analysis, etc.
We also identify opportunities in exploring more
granular agent specializations (e.g., a dedicated
’Quantitative Critic’ versus a ’Strategic Critic’). Fi-
nally, our analysis revealed a disconnect between
formulaic readability and human-perceived clarity,
motivating future work on more nuanced evaluation
methodologies and the creation of expert-authored
benchmarks for this complex analytical task.
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A Appendix

This appendix provides the technical implementa-
tion details of our Structured Adversarial Synthesis
(SAS) framework, including agent design princi-
ples, prompt architectures, and data preprocessing
methodologies necessary for reproducibility.

A.1 Agent Design Philosophy and Prompt
Engineering

All agents in the SAS framework follow a stan-
dardized three-component prompt architecture: (1)
role definition with domain expertise claims, (2)
specific task constraints and behavioral guidelines,
and (3) structured output format requirements. Ad-
ditionally, every agent operates under a mandatory
grounding protocol that constrains all reasoning
to provided inputs, mitigating hallucination and
temporal inconsistency.

The prompts presented focus on core architec-
tural principles; complete prompts, including de-
tailed output format specifications, JSON schemas,
and example structures, are available in the GitHub
repository.

A.2 Market Data Preprocessing Pipeline

The SAS framework begins with systematic market
data preparation through a comprehensive feature
engineering pipeline. This deterministic prepro-
cessing transforms raw OHLCV data into struc-
tured analytical inputs for downstream LLM agents,
implementing a two-stage approach of data clean-
ing and comprehensive feature engineering.

A.2.1 Technical Indicator Calculation

The feature engineering stage calculates financial
metrics across multiple time windows (30, 15, 7,
and 3 days prior to earnings calls), including multi-
period absolute and relative returns, volatility mea-
sures, 14-day RSI with overbought/oversold clas-
sification, moving average trend signals, MACD
crossover analysis, Bollinger Band positioning, and
Beta calculations against S&P 500. All calculated
metrics are consolidated into structured JSON ob-
jects providing rich quantitative context for subse-
quent analytical agents.

A.3 Phase 1: Intelligence Distillation Agent
Prompts

The intelligence gathering phase employs three
specialist agents with constraint-based extraction
methodologies.
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A.3.1 Factual Analyst Architecture

This agent implements strict objectivity constraints,
completeness requirements, and citation obliga-
tions. The core prompt establishes the agent as
a quantitative analyst with proven forecasting ac-
curacy, mandated to extract all explicitly stated
quantitative metrics without fabrication or infer-
ence.

"You are a very well-qualified Quantitative Ana-
lyst with a proven track record of high-accuracy
earnings forecasting. Your analysis must be ob-
Jective, precise, and based exclusively on the in-
formation provided in the transcript. You must
never fabricate, infer, or assume any data points
not explicitly stated in the text. Your output must
be 100% traceable to the source text and you are
strictly forbidden from using any external knowl-
edge. Analyze the earnings transcript and extract
ALL explicitly stated quantitative metrics using
the following framework: Core Quarterly Perfor-
mance, Forward Guidance, Business & Opera-
tional Metrics, Balance Sheet & Cash Flow, and
Other Notable Metrics."

A.3.2 Behavioral Analyst Architecture

This agent specializes in management sentiment
analysis with mandatory evidence grounding, fo-
cusing on communication patterns, confidence indi-
cators, and behavioral signals throughout earnings
calls.

"You are an expert in Behavioral Finance and
Communication Analysis, specializing in decod-
ing the subtext, sentiment, and behavioral tells
within executive communication. Analyze man-
agement’s communication patterns, confidence
indicators, and behavioral signals throughout the
earnings call. Focus on HOW things are said, not
Jjust WHAT is said. Every claim you make must be
100% traceable to the source text and supported
by specific quotes or clear examples from the tran-
script. Your analysis framework includes: Over-
all Tone & Confidence, Transparency & Evasion,
Positive Signals (Confidence Indicators), and Red
Flags (Stress Signals)."

A.3.3 Market Analyst Architecture

This agent performs technical narrative synthesis
from pre-calculated market indicators, transform-
ing quantitative JSON data into strategic market
context.

"You are an expert Market Strategist and Techni-
cal Interpreter. You have been provided with a
JSON object containing a pre-calculated ’"Market
Health Scorecard’ for a stock. Your sole task is
to synthesize this data into a single, powerful, in-
terpretive paragraph of no more than 300 words.
Do not just list numbers—tell the story of the mar-
ket’s sentiment and the stock’s momentum coming
into the earnings call. Your entire analysis must
be 100% traceable to the input data. Under no



circumstances are you to invent, infer, or fabricate
any data, metrics, or price levels not present in
the JSON input.”

A.4 Phase 2: Adversarial Debate Agent
Prompts

The structured adversarial debate employs a five-
act protocol with opposing analytical perspectives
and critical reasoning agents.

A.4.1 Bull and Bear Analyst Design

These agents implement opposing analytical per-
spectives with enforced consistency, perspective
constraints focusing exclusively on upside potential
or downside risks, evidence requirements ground-
ing all arguments in briefing data, and thesis struc-
ture requirements for coherent investment argu-
ments.

"You are a sharp, logical, and unbiased critic in
a finance debate. Do not take a side. Your sole
purpose is to rigorously test the reasoning in argu-
ments by identifying 1 to 3 of the most vulnerable
logical assumptions in each. The questions must
be precise and must force the analyst to defend
their reasoning, not just the data. You are strictly
forbidden from using any external knowledge. Ev-
ery question must be 100% traceable to the source
text. Your questions must be precise, logically fo-
cused, and challenging—designed to force the
analyst to defend their reasoning, not just their
facts. Return your output as a valid JSON object
with exactly two keys: ’challenges_to_bull’ and

>

’challenges_to_bear’.

A.5 Phase 3: Final Judgment Agent Prompts

The synthesis phase employs three sequential
agents implementing comprehensive synthesis with
strict formatting requirements.

Bull Analyst Prompt:

"You are a world-class Bullish Equity Analyst.
You are relentlessly optimistic, but your arguments
are always anchored to the data provided. Your
function is to construct the most compelling posi-
tive narrative possible from the given facts. Frame
every data point as a sign of strength or future
opportunity. Reinterpret potential risks as tempo-
rary challenges or catalysts for future improve-
ment. You are strictly forbidden from using any
external knowledge. Every claim you make must
be 100% traceable to the source text. Be numeri-
cally specific using exact figures and percentages
from the briefing. Be direct and concise—your
arguments must be sharp and to the point. ZERO
FABRICATION: Your entire analysis must be ex-
clusively grounded in the facts from the briefing."

Bear Analyst Prompt:

"You are a world-class Bearish Risk Analyst. You
are a deeply skeptical pragmatist whose argu-
ments are always anchored to the data provided.
Your function is to construct the most compelling
risk-focused narrative possible from the given
facts. Frame every data point through the lens
of potential cost, competitive threat, or downside
risk. Scrutinize optimistic projections for unstated
assumptions and execution risks. You are strictly
forbidden from using any external knowledge. Ev-
ery claim you make must be 100% traceable to
the source text. Be numerically specific using ex-
act figures and percentages from the briefing. Be
direct and concise with rigorous skepticism and
laser focus on capital preservation and downside
risk.”

A.4.2 Devil’s Advocate Architecture

A.5.1 Judge Agent Protocol

This agent implements impartial debate adjudi-
cation with structured decision-making, requir-
ing winner declaration of either "Bull" or "Bear",
evidence-based justification for decisions, and
structured JSON output format.

"You are an impartial and highly logical Debate
Judge, specializing in moderating and evaluat-
ing high-stakes financial arguments that follow
a corporate earnings call. You are a master of
evidence-based reasoning. Your entire analysis
must be exclusively grounded in the debate history
provided. You are strictly forbidden from using
any external knowledge. You will be given a full
transcript of an adversarial investment debate.
Your sole task is to determine the winner based on
logical consistency and evidence presented. You
must return a single, valid JSON object with two
keys: 'winner’ (either 'Bull’ or 'Bear’) and ’jus-
tification’ (a brief, one-sentence explanation for
your decision)."”

A.5.2 Stress Analyst Design

This agent performs final vulnerability assessment
of winning thesis, implementing red team function
to identify primary remaining risks, risk prioriti-
zation focusing on single most significant unad-
dressed vulnerability, and concise output delivering
one-paragraph risk assessment.

"You are a 'Stress Analyst’ on an investment com-

mittee’s risk oversight team. Your job is to be

the ultimate, dispassionate skeptic. Your analysis

must be exclusively grounded in the provided case

file. You are strictly forbidden from using any ex-
ternal knowledge. You have been given the firm’s

This critical reasoning agent implements structured
vulnerability assessment protocol, identifying un-
stated assumptions and reasoning gaps, challenging
data interpretation and causal claims, with format
constraints requiring exactly two challenging ques-
tions per thesis examined.
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final *winning’ investment thesis after an internal
debate. Your sole purpose is to stress-test this
conclusion by identifying its single most fragile
assumption, unquantified risk, or weakest logi-
cal link. Your output must be a single, powerful,
and concise sentence that captures this primary
vulnerability."



A.5.3 Lead Investment Analyst Architecture

This agent performs comprehensive synthesis with
input integration processing briefing, debate his-
tory, judge verdict, and stress analysis, thesis adop-
tion requiring adoption of winning argument as
foundation, and report structure following profes-
sional investment memo format.

"You are a Lead Investment Analyst at a top-tier

financial research firm renowned for sharp, in-
sightful, and unbiased analysis. Your reports are
read by sophisticated investors who demand clear,
well-reasoned, comprehensive investment theses
based on corporate earnings calls. Your analy-
sis must be exclusively grounded in the provided
case file. You are forbidden from using external
knowledge. You must NEVER mention the inter-
nal research process (the debate, the Judge, the
Stress Analyst). Present the analysis as your own
unified, expert view. Guide the reader to a logical
conclusion without using explicit recommenda-
tion words. Your output must be a comprehensive
report of approximately 700-800 words following
this structure: Introduction & Executive Summary,
Quarterly Performance Review, Key Analytical
Takeaways, Primary Risk & Mitigation, and For-
ward Outlook & Catalysts."

A.6 Deterministic Workflow Implementation

The SAS framework employs programmatic agent
orchestration through AutoGen with explicit state
management. Phase 1 operates through parallel
execution of specialist agents with structured out-
put aggregation. Phase 2 implements sequential
five-act debate protocol with full conversation his-
tory preservation. Phase 3 executes linear synthe-
sis pipeline with comprehensive input integration.
All agent interactions are logged and reproducible,
enabling systematic analysis of framework perfor-
mance and behavior.

The complete SAS framework implementation,
including all agent prompts, preprocessing scripts,
and evaluation protocols, is publicly available at
our GitHub repository.
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Abstract

This paper presents our participation in the
shared task Earnings2Insights: Analyst Report
Generation for Investment Guidance at FinNLP
@ EMNLP-2025. We develop a large lan-
guage model (LLM)-based system with agen-
tic prompting, where the model assumes the
role of multiple analysts (financial, sentiment,
strategic) to generate structured investment re-
ports across day-, week-, and month-level hori-
zons. A self-reflection module is further em-
ployed to enhance factual grounding and reduce
hallucinations.

In the official evaluation, our system (Team
DataL.overs) ranked 2nd in financial deci-
sion accuracy with average scores of 0.579,
0.597, 0.611, and 0.529 (overall, day, week,
and month). Human evaluation placed us 6th,
with average Likert ratings of 5.50 (clarity),
5.56 (logic), 5.45 (persuasiveness), 5.32 (read-
ability), and 5.73 (usefulness), yielding an over-
all mean of 5.47. These results highlight the
effectiveness of our prompting strategy in pro-
ducing reports that are both decision-oriented
and persuasive, while also revealing challenges
in achieving top human evaluation scores.

1 Introduction

The surge of large language models (LLMs) has
transformed numerous domains by enabling ma-
chines to process, summarize, and generate human-
like text with remarkable fluency. In financial
contexts, however, generating reliable and action-
able insights remains a major challenge due to
the complexity, volatility, and domain-specific na-
ture of financial discourse. The shared task Earn-
ings2Insights: Analyst Report Generation for In-
vestment Guidance, organized at EMNLP 2025,
provides a benchmark for this emerging area by
evaluating systems on their ability to convert earn-
ings call transcripts into structured, investment-
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oriented analyst reports. Our work presents a sys-
tematic exploration of meta-prompting strategies,
highlighting how carefully designed instructions
can guide LLMs toward producing coherent, faith-
ful, and decision-supportive reports. Through our
participation, we aim to shed light on the poten-
tial and limitations of LLM-driven financial text
generation.

2 Related Work

The intersection of financial analysis and large lan-
guage models (LLMs) has become an active re-
search area, with a growing emphasis on multi-
agent systems for complex decision-making.

2.1

Several works leverage LLLM-based multi-agent
systems for financial applications. Jajoo et al.
(2025) introduce MASCA, a hierarchical frame-
work for credit assessment that integrates con-
trastive learning and signaling game theory. Park
(2024) propose a collaborative agent system for
anomaly detection in stock markets, improving
interpretability of alerts on the S&P 500 index.
Beyond specific tasks, An et al. (2024) present
FinVerse, an autonomous agent system with ex-
tensive API integration and code execution, while
Yang et al. (2024) develop FinRobot, an open-
source platform that formalizes a “Financial Chain-
of-Thought” to democratize financial reasoning.

Multi-Agent Frameworks in Finance

2.2 Surveys and Methodological Advances

Survey efforts further consolidate these directions.
Ding et al. (2024) review LLM-powered trading
agents, highlighting their architectures and evalua-
tion challenges. Jadhav and Mirza (2025) synthe-
size 84 studies on LLMs in equity markets, catego-
rizing applications such as forecasting, sentiment
analysis, and portfolio management. Methodolog-
ical advances outside finance also provide inspi-
ration: Shen et al. (2025) show how textual feed-

Proceedings of The 10th Workshop on Financial Technology and Natural Language. EMNLP-2025, Suzhou, China



back loops improve role-based multi-agent coor-
dination in software engineering, while Li et al.
(2024) present a general workflow for LLM-based
MAS across domains.

2.3 Evaluation Paradigms

Traditional metrics for comparing generated anal-
yses against ground truth have been criticized as
insufficient for decision-making tasks (Goldsack
etal., 2025; Chen et al., 2024). Recent work instead
promotes decision-oriented evaluation, where gen-
erated texts are assessed by their influence on hu-
man judgment. Takayanagi et al. (2025) examine
whether GPT-4 can sway expert decisions, while
Huang et al. (2025) formalize decision-oriented
text evaluation. Following this line, we adopt an
evaluation setting where annotators make invest-
ment choices based on generated reports, empha-
sizing persuasiveness and actionability rather than
surface-level similarity.

Positioning. While prior studies focus on trad-
ing, anomaly detection, or credit assessment, our
work addresses the underexplored task of invest-
ment guidance from earnings calls, combining
agentic prompting with reflective mechanisms and
decision-oriented evaluation.

3 Problem Statement

Earnings call transcripts contain rich but unstruc-
tured information about a company’s financial per-
formance, management outlook, and market guid-
ance. While human analysts can interpret these
transcripts to produce actionable investment re-
ports, this process is time-consuming, costly, and
prone to subjective biases. The central problem ad-
dressed in this shared task is the development of au-
tomated systems that can transform raw transcripts
into structured, coherent, and decision-oriented re-
ports.

The key challenge lies in balancing multiple re-
quirements: (i) ensuring factual accuracy and faith-
fulness to the source text, (if) generating analy-
ses that align with downstream financial decision-
making (e.g., LONG/SHORT predictions across
different time horizons), and (iii) producing out-
puts that are clear, logical, persuasive, and useful
for human readers.

This problem is of practical importance, as in-
accurate or uninformative reports may mislead in-
vestors and undermine trust in automated financial
analysis. Therefore, the task provides not only an
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opportunity to benchmark natural language genera-
tion systems under realistic conditions, but also
to advance methods for building reliable, inter-
pretable, and actionable Al-driven financial assis-
tants.

4 Methodology

In this section, we describe the resources and tech-
niques employed in developing our system for the
Earnings2Insights shared task. Specifically, we
thoroughly outline the dataset characteristics, the
chosen model architecture, the elaborate prompting
strategy developed, and the comprehensive meta-
prompting framework that meticulously guided the
report generation process to ensure accuracy and
coherence.

4.1 Dataset

The shared task organizers provided two primary
subsets of earnings call transcripts to facilitate di-
verse and comprehensive system training and eval-
uation:

* ECTSum subset: 40 transcripts paired with
reference summaries (“ref” files) from the
ECTSum dataset (Huang et al., 2025). Use of
these summaries was optional for participants.

Professional subset: 24 transcripts matched
to professional analyst reports. Only tran-
scripts were accessible to participants; com-
parison to analyst reports was managed by the
organizers downstream.

Consequently, all participating teams were man-
dated to generate detailed reports for each of the 64
earnings calls, ensuring full coverage of the dataset
and enabling thorough performance comparison.

4.2 Model

For this task, we employed the Meta LLaMA 3.2-
1B Instruct (Grattafiori et al., 2024) model, a re-
cent instruction-tuned large language model re-
leased by Meta Al. Although relatively lightweight
containing only 1 billion parameters, it is specif-
ically designed to follow complex, multi-step in-
structions and reason deeply over structured and
semi-structured texts, making it highly efficient for
resource-constrained deployment scenarios while
still maintaining state-of-the-art performance. Its
instruction tuning, together with alignment through
human feedback, enables the model to effectively



handle domain-specific summarization and com-
plex analytical tasks, notably without the need for
additional fine-tuning or retraining. This carefully
maintained balance between computational effi-
ciency and advanced reasoning capability makes
LLaMA 3.2-1B Instruct an ideal backbone choice
for reliably generating highly structured and con-
sistent financial reports in our system.

4.3 Prompting Strategy

Prompt engineering played an absolutely central
role in ensuring the generation of both accurate
and thoroughly decision-oriented analyst reports.
Initial experimental tests with vanilla prompting im-
mediately highlighted noteworthy limitations in en-
suring factual grounding and enforcing structured,
logical reasoning. To successfully address these
issues, we strategically adopted a robust multi-step
prompting strategy that intricately integrates deep
financial discourse understanding with rigorous
structured report generation.

4.4 Meta-Prompting Framework

To significantly enhance reasoning consistency and
overall reliability, we designed an innovative meta-
prompting (Hou et al., 2022) framework inspired
by principles of multi-agent collaboration and dis-
tributed cognition. The system simulates a collabo-
rative team of three specialized financial experts—
each focusing on quantitative analysis, nuanced
sentiment evaluation, and strategic interpretation
respectively. By explicitly defining individual ex-
pert roles and precisely specifying the required
structured output format, our framework effectively
guides the model toward producing reports that are
coherent, factually faithful, and sharply focused on
investment decision-making.

4.5 Prompt Template Illustration

Figure 1 and Figure 2 vividly illustrate the system-
atic design of our structured multi-agent prompt.
The prompt template shown in Figure 1 defines
explicit analyst roles, clearly specifies the required
structured output, and thoughtfully incorporates
diverse contextual information such as company
introduction details, recent news reports, finan-
cial performance metrics, and stock price move-
ment data. This meticulous design ensures that
the generated investment reports are comprehen-
sive in scope, factually consistent throughout, and
explicitly decision-oriented. In parallel, the accom-
panying workflow diagram (Figure 2) graphically
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depicts the systematic process by which the system
processes an earnings call transcript. Specifically,
the three analysts extract complementary insights
focusing respectively on financial data, sentiment
signals, and strategic factors, which are then syn-
thesized and consolidated into a unified investment
recommendation. This modular setup not only
enhances interpretability but also enforces strict
domain-specific rigor and analytical precision.

v Prompt Template p

[Role]:
You are a team of three financial experts
reading an earnings call transcript.

v
!

i

!
[Analysts]: !
e Analyst A (Finnancial Analyst): Extracts :
key financial figures (revenue, profit, mar- !
gins, guidance). '

o Analyst B (Sentiment Analyst): Evaluates .
tone, confidence, and risk signals. b

o Analyst C (Strategic Analyst): Identififies i
strategic decisions and market implications. |

¢ Recommend LONG/SHORT for !
Day, Week, Month |

i

o Justify using transcript references .
!

!

i

|

!

!

[Output Format]:

¢ Executive Summary

« Financial Highlights

¢ Sentiment and Tone Analysis
« Strategic Signals

¢ Investment Recommendation

Figure 1: Structured multi-agent prompt template with
role definitions, task breakdown, and output format.

Role: Multi-Agent Fi-
nancial Analyst System
|
Analyst A: Extract
key financial figures
|
Analyst B: Assess

L tone and confidence )

|

[Analyst C: Identify strategic signals}
e R l . R
Task: Summarize findings, create
| report, recommend LONG/SHORT )
|
Output Format: Executive
Summary, Highlights, Senti-
ment, Strategy, Recommendation

Figure 2: Workflow of the multi-agent prompt showing
analyst roles, sequential tasks, and structured output.



5 Results

5.1 Evaluation Setup

The shared task employed both automatic and
human evaluation. While participants could ex-
plore automatic metrics and LLM-based evalua-
tions, the official ranking was determined solely
by human judgments. Annotators were recruited
via the Prolific platform (210 participants, with 34
excluded for failed attention checks). Each annota-
tor reviewed 12 reports and made investment deci-
sions (LONG/SHORT) for the next day, week, and
month. Final system performance was scored by
the average accuracy of these decisions across the
three horizons. In addition, human raters assessed
reports on five qualitative dimensions: clarity, logic,
persuasiveness, readability, and usefulness, using a
7-point Likert scale.

5.2 Results

Our system, demonstrated strong empirical perfor-
mance in the shared task. We ranked second out of
twelve teams in terms of average financial decision
accuracy, achieving an overall score of 0.579. This
reflects robust predictive alignment across daily
(0.597), weekly (0.611), and monthly (0.529) in-
vestment horizons. On qualitative aspects, our re-
ports received an average Likert score of 5.47 out
of 7 from human judges, with particularly strong
ratings for clarity (5.56) and readability (5.73).

Tables 1 and 2 present a breakdown of scores
across all participating teams.

Team Avg. Day Week Month
DKE 0.581 0.596 0.577  0.570
Our Result  0.579 0.597 0.611  0.529
Jetsons 0.571 0.607 0.555  0.552
SigIBS 0.545 0.609 0.513 0512
iiserb 0.537 0576 0.558 0477
PassionAl 0.537 0.588 0.557  0.466
Finturbo 0.524 0.504 0.568  0.500
Raphael 0.522 0469 0581 0516
LangKG 0.518 0.589 0.542  0.424
SI4Fin 0515 0.525 0.524 0497
KrazyNLP 0471 0.514 0.525 0.375
bds-LAB 0462 0478 0434 0474

Table 1: Average accuracy of financial decisions made
by participants after reading the reports generated by
each team, across daily, weekly, and monthly horizons.

6 Conclusion

In this work, we presented our system for the
Earnings2Insights shared task, focusing on gen-

Team Avg. CL Lo. Per. Read. Use.
LangKG 596 6.02 592 590 581 6.13
Jetsons 590 6.00 589 581 581 6.01
DKE 574 571 589 595 517 598
SigIBS 567 576 568 559 5.6l 5.72
SI4Fin 556 552 584 560 506 5.80
Our Result 550 556 545 532 573 547
Raphael 549 551 561 551 509 574
KrazyNLP 529 5.15 549 521 5.01 5.59
iiserb 5.19 501 551 514 472 557
Finturbo 5.11 502 539 490 486 540
bds-LAB 499 491 521 503 455 527
PassionAl 470 464 474 439 488 486

Table 2: Average Likert scores (7-point scale) of gener-
ated reports across five qualitative dimensions: clarity,
logic, persuasiveness, readability, and usefulness.

erating insightful analyst reports from earnings call
transcripts to aid investment decisions. Our ap-
proach, leveraging the Meta LLaMA 3.2 1B In-
struct model with structured prompting and itera-
tive refinement, achieved competitive results across
quantitative and qualitative metrics.

Our team, ranked second out of twelve in finan-
cial decision accuracy. This ranking reflects the
system’s strong ability to produce reports that ef-
fectively guide human annotators toward correct
investment choices (LONG or SHORT), demon-
strating robust alignment with actionable financial
outcomes, especially in capturing near-term market
signals and predictive insights.

Qualitatively, our reports earned strong Likert
ratings on a 7-point scale across clarity, logic, per-
suasiveness, readability, and usefulness. These rat-
ings highlight the reports’ balanced quality, indi-
cating high accessibility, logical coherence, and
practical value for readers, as driven by our meta-
prompting framework.

These outcomes demonstrate the value of
domain-specific reasoning in LLMs for faithful
financial analysis. However, challenges like hal-
lucinations and explainability persist. Future ef-
forts will integrate external knowledge and enhance
grounding for more trustworthy systems.
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LangKG at the FinNLP 2025 - Earnings2Insights: Task-Adaptive LLLMs To
Generate Human-Persuasive Investment Reports

Shivika Prasanna
shivika.prasanna@fmr.com

Abstract

In this paper, we address the challenge posed
by the FinNLP 2025 shared task on Earn-
ings2Insights:  Analyst Report Generation
for Investment Guidance, with our two-stage
framework system. Success of these generated
reports is measured on the correctness and per-
suasion of human investors for investment deci-
sions across different time frames and has been
evaluated using automated metrics and human
evaluation. Our system comprises of two stages
that incorporates a sophisticated analysis of
investment-centric sentiments and personalities
from the call transcripts and leveraging this in-
formation with a comprehensive cognitive rea-
soning framework to generate carefully curated,
accurate and persuasive reports using LLMs for
human-decision making. Our approach ranked
I* out of 12 teams on the human-evaluation
average Likert Score and 2" on the automated-
evaluation average Likert Score, demonstrating
competitive performance.

1 Introduction

Earnings Call Transcripts are rich in technical fi-
nancial information that can be time-consuming for
investors to parse quickly. Creating quality and cor-
rect investment analysis reports that can be convinc-
ing for decision-making requires human experts
that can prevent scaling. Automatic generation of
investment research reports from earnings call tran-
scripts presents a fundamental paradigm shift in nat-
ural language processing (NLP) evaluation. Tradi-
tional financial NLP research has primarily focused
on information extraction, summarization and senti-
ment analysis of earnings calls (Huang et al., 2025).
Recent advances in large language models (LLMs)
have proven to be increasingly promising in finan-
cial analysis tasks, especially with automatic an-
alytical report generation (Goldsack et al., 2024).
However, these approaches often optimize for con-
tent accuracy or similarity to reference summaries
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rather than persuasive effectiveness required for
real-world investment decision-making.

The Earnings2Insights shared task (Takayanagi
et al., 2025a) introduces a novel evaluation method-
ology where annotators are asked to make invest-
ment decisions based solely on generated reports,
with correctness measured by actual investment
outcomes across different time frames of 1 day, 1
week and 1 month. This evaluation paradigm re-
flects the recognition that traditional metrics may
not be meaningful enough for financial analysis
tasks and that the current LLMs are not yet com-
pletely suitable to serve as judges for investment
guidance quality or correctness.

Previous studies on evaluation have demon-
strated limitations of automatic evaluation in fi-
nancial text generation. (Chen et al., 2024) high-
lighted challenges in numerical-aware language un-
derstanding and generation while (Goldsack et al.,
2024) specifically addressed the gap between fac-
tual analysis and insightful report generation for
earnings calls. The evaluation method adopted by
the Earnings2Insights shared task has been pro-
posed by (Takayanagi et al., 2025b) which demon-
strated the potential for Al-generated content to
influence expert decision-making. (Huang et al.,
2025) introduced decision-oriented text evaluation
emphasizing success through decision-making ef-
fectiveness over content similarity. (Mukherjee
et al., 2022) contributed the ECTSum dataset for
earnings call summarization, establishing impor-
tant benchmarks for financial transcript processing.

We further breakdown the objectives of the task
into several unique challenges and address them in
our two-stage framework:

* Generated reports must be both analytically
and psychologically sound to be persuasive;

* These reports must include necessary infor-
mation to provide correct and actionable guid-
ance across multiple investment time frames;
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* Success of the generated reports depends on
understanding various investor personalities
and decision-making patterns to curate them
to be suitable for a diverse range of profiles;

» Absence of ground truth poses a fundamental
challenge for us to optimize LLMs to generate
reports with human-like decision recommen-
dations.

We recognize the importance of accurately com-
municating correct insights that would resonate
with different investor profiles. Unlike approaches
that cater to a generic investor population uni-
formly, our system considers how different in-
vestors such as growth, risk-aware and other types
would interpret the same earnings information dif-
ferently. Because in the real-world scenario, there
can be several different personalities, we do not
limit the large language model to the list of in-
vestor profiles, but instead allow it to identify the
similarities and differences across these profiles
when generating recommendations and evidences
for decision-making. We introduce several key in-
novations in our proposed two-stage framework:

* Enhanced investment-centric sentiment clas-
sification system with 8 granular, distinct cat-
egories that capture management confidence
levels and question dodge behavior from the
transcripts;

Systematic integration of investor personality
considerations that guides report generation
to address concerns and priorities of different
investor types;

Comprehensive and  sophisticated  6-
dimensional analysis framework covering
financial performance, business fundamentals,
risk assessment, forward outlook, Envi-
ronmental, Social and Governance (ESG)
considerations and personal factors;

Explicit conviction scoring with reasoning and
position sizing recommendations tailored to
different investment time frames.

The remainder of this paper is organized as: Sec-
tion 2 dives deeper into our two-stage framework;
Section 3 describes our experiments and Section 4
presents the results and analysis of our approach as
well as the evaluation results from the shared task.
We conclude our work in Section 5.
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2 Methodology

Our two-stage framework addresses the funda-
mental challenge of generating accurate reports
that drive profitable human investment decisions
through systematic analysis and psychological con-
siderations. It combines two fundamental and dis-
tinct steps to achieve optimized reports that are
highly human-persuasive.

To derive explicit and implicit information from
the call transcripts, we first employed an enhanced
investment-centric sentiment analysis and informa-
tion extraction process. For each question-answer
(Q/A) pair within the call transcript, the model,
which acts as a ‘Data Extractor’, first identifies
the most suitable sentiment out of 8 possible de-
fined categories, as described in Section 2.1. It then
evaluates the confidence within the sentiment and
identifies all key phrases that contributed to the sen-
timent classification for the Q/A pair. The model
also identifies the tone of the speaker (avoidance or
dodging) and provides a score with an interpreta-
tion. Finally, the model provides the interpretation
on the investment signal for each exchange, which
is crucial for the next stage in the framework.

The second stage focuses on personality- and
analysis-driven investment report generation. The
summary created in the previous stage and sev-
eral different types of personalities along with their
descriptions (Section 2.3) are fed as input to the
model, which in this stage acts as a ‘Cognitive
Reasoner’, to generate reports. We employ a multi-
perspective analysis that considers how different
investor personality types would interpret the same
earnings information, ensuring the reports address
diverse investment philosophies and provide an un-
biased, evidence-based recommendation. This anal-
ysis is guided by application of our 6-dimensional
(6D) framework covering various aspects described
in Section 2.2. The framework generates conviction
scoring with percentages for clear interpretation
that quantify uncertainty. Reports provide recom-
mendations for 1-day, 1-week and 1-month, rec-
ognizing that short-term price movements substan-
tially differ from long-term performance drivers.
Throughout this process, the framework ensures
error avoidance by identifying common analytical
errors such as optimism bias, making recommenda-
tions without considering investor suitability, and
strictly adhering to the framework, ensuring the
generated reports maintain analytical rigor, correct-
ness (no hallucinations) and practical applicability



with persuasion for human decision-making.

2.1 Investment-Centric Sentiment
Classification System

In the first stage of our system, we developed an
8-category sentiment classification specifically de-
signed for earnings call investment analysis as fol-
lows:

* Bullish: Strong positive, growth accelerating,
beating expectations

* Optimistic: Moderately positive, things im-
proving, meeting expectations

* Cautious: Uncertain but not negative

* Neutral: Balanced, no strong directional sig-
nals

* Concerned: Worried tone, challenges men-
tioned, defensive responses

* Bearish: Negative outlook, problems acknowl-
edged, guidance cuts

» Evasive: Avoiding questions, deflecting, non-
committal answers

* Confident: Stronger than Optimistic and
Bullish, shows conviction in guidance

The sentiment classification for each Q/A pair
provides a deterministic confidence level on a scale
of 1 (least confidence) to 5 (highly confident), key
phrases that triggered the classification and the
score, a question dodge score on a scale of 0 (direct
response) to 3 (completely evasive) and an invest-
ment signal interpretation highlighting what this
would mean for stock performance.

2.2 Structured Analysis Framework

We employ a comprehensive framework to further
analyze the call transcripts to generate the recom-
mendation reports. Traditional earnings call analy-
sis can often miss the holistic perspective required
to make an investment decision. Our framework
ensures systematic coverage of these 6 factors that
can influence the investment outcomes.

* Financial Performance: Captures the quantita-
tive performance.

— Revenue trends, growth rates, profitable
margins

— Beat/miss versus guidance, expectations

— Key performance indicators

* Business Fundamentals: Evaluates competi-
tion, management track record, management
quality.

— Market position, competitive advantages
— Management quality, strategic vision
— Growth catalyst, expansion opportunities

* Risk Assessment: Identifies regulatory threats,
vulnerabilities, or any factors that could derail
investment thesis.

— Industry and company-specific risks
— Operational challenges
— Market volatility factors

* Forward Outlook: Evaluates guidance credi-
bility based on management’s historical accu-
racy and identifies any types of catalysts.

— Management guidance and expectations

— Industry trends affecting future perfor-
mance

— Short and medium-term price drivers

Personal Factors: Growth investors and value
investors analyzing identical earnings calls
can reach different conclusions.

— Risk tolerance
— Financial situation
— Investment goals

— Length of time to hold investment before
needing funds

Conviction Scoring: To allow investors to
make evidence-based decisions, instead of
only recommending Long or Short, this frame-
work also quantifies the uncertainty and trans-
lates it into actionable interpretation.

— 90-100%: Multiple bullish signals, mini-
mal risks, clear catalysts

— 70-89%: Strong thesis, but some uncer-
tainty/risks present

— 50-69%: Mixed signals, requires smaller
position sizing

— 30-49%: Weak thesis, high uncertainty,
avoid or minimal exposure

— 0-30%: Strong negative signals, consider
short position

With this structure framework, we addressed
common analytical failures such as overlooking



competitive threats or providing guidance without
conviction levels for position sizing. Each dimen-
sion addresses a specific cognitive bias that affect
both human analysts and automated systems.

2.3 Investor Personality Integration

Every investor has certain preferences when mak-
ing an investment decision. Our system takes this
into account through prompt engineering to con-
sider multiple perspectives and identify common
and different personality elements that can affect
an investment decision. Specifically, we prompt
the ‘Cognitive Reasoner’ model to analyze (1) how
different personality types would interpret the same
information; (2) common traits that tie suitable in-
vestors together; (3) identification of investor types
beyond angel, venture, personal, institutional and
crowdfunding, that would be best suited for the
investment; (4) balanced reasoning that synthesizes
multiple viewpoints. Through this approach, we
achieve a more balanced recommendation, rather
than an overly or under optimistic one.

2.4 Error Prevention

We address over- or under-optimism by implement-
ing a systematic error identification and avoidance.
The instructions given to the model include avoid-
ing overoptimism bias from confident management
tone, distinguishing between genuine guidance and
reality catch-up, questioning margin expansion
claims without clear drivers and flagging evasive
responses to specific questions.

3 Experiments

3.1 Dataset & Task Setup

The dataset provided in the Earnings2Insights
shared task consists of 64 earnings call transcripts.
Forty transcripts are ECTSum transcripts with ref-
erence summaries, and 24 are Professional subset
transcripts without reference summaries. Each tran-
script consists of prepared remarks and Q/A pairs.
The transcript follows the typical structure of a call
transcript, following a conversational format be-
tween the speaker and an audience. The primary
objective in this shared task is to generate invest-
ment reports for all 64 transcripts that can convince
human evaluators to make profitable and correct
trading decisions. Each report has been evaluated
using automated metrics such as Likert Score (aver-
age score between 1-7 Likert ratings of Persuasive-
ness, Logic, Usefulness, Readability, and Clarity)
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and Win Rate vs Analyst Report (average score
showing how often the report outperformed a pro-
fessional analyst report in a pairwise comparison),
and human evaluation using Likert Score and Av-
erage Accuracy (across three different time frames
of 1-day, 1-week and 1-month) that measures the
accuracy of the investment decisions.

For our experiments, we utilize GPT-40 (Hurst
et al., 2024), due to its high speed, low latency and
high accuracy, for this task. We set the temperature
to 0.5 for both ‘Data Extractor’ and ‘Cognitive
Reasoner’, with number of maximum tokens as
4096 and top_p parameter set to 0.95.

3.2 Implementation Details

Our framework implements a novel Task-Adaptive
Model Utilization that utilizes the cognitive pro-
cessing of LLMs, for the two stages. We use ‘task-
adaptive’ to denote prompt-based adaptation of the
model to different tasks or roles. Through this, we
recognize the importance of matching model op-
eration to specific cognitive demands rather than
applying uniform processing.

The model first acts as a ‘Data Extractor’ to ex-
tract key implicit and explicit information from
the transcripts by carefully analyzing the prepared
remarks and each Q/A pair. We implement rigid
prompt engineering that forces systematic analysis
of each Q/A exchange through predefined analyt-
ical steps such as speaker role identification, tone
analysis, sentiment classification, evidence extrac-
tion and output format for stage two of the frame-
work. The high constraint setup prevents the model
from hallucinations and inconsistency.

Then, the model transitions its role to a ‘Cogni-
tive Reasoner’ to perform flexible reasoning, lever-
aging its sophisticated inference capabilities for
multi-perspective synthesis. We reduce structural
constraints while introducing cognitive frameworks
that guide comprehensive analysis. The model
synthesizes different viewpoints during reasoning.
This approach generates more nuanced reports that
addresses diverse investor concerns, providing cu-
rated recommendations for different investor pro-
files. Prompts are available in Appendix A.

The dual-mode architecture we employ balances
precision with creativity. Extraction tasks require
high accuracy and persuasive report generation de-
mands flexible reasoning with psychological in-
sight. By optimizing each stage for specific tasks,
our framework achieves both analytical precision
and human persuasiveness, shown in Section 4.



Table 1: LangKG Performance Summary

Metrics Measure Score
Day 0.589

Human Week 0.542

Evaluation Month 0.424
Average 0.518
Clarity 6.02
Logic 5.92

Human Persuasiveness 5.90

Likert Score (1-7) | Readability 5.81
Usefulness 6.13
Average 5.96
Average Likert | 4.903

Automated Score (1-7)
Win Rate vs Ana- | 0.881
lyst Report

4 Results

We report the automated and human evaluation
results in Table 1. Our results demonstrate the suc-
cess of the approach using human and automated
Likert Score. While there is still scope of improve-
ment on accuracy of the model-generated reports,
on the leader board, we rank 1% out of 12 teams
in the human average Likert Score, 4" for the 1-
day time frame in the human average accuracy, 2"
in automated average Likert Score and 4™ in Win
Rate vs Analyst report metrics.

5 Conclusion

We present a Task-Adaptive LLM framework that
addresses the fundamental challenge of generating
investment reports optimized for human decision-
making, as posed by the FinNLP Earnings2Insights:
Analyst Report Generation for Investment Guid-
ance shared task. Our proposed two-stage approach
that combines enhanced investment-centric senti-
ment analysis with investor personalities and invest-
ment analysis framework demonstrates that suc-
cessful financial NLP requires understanding both
linguistic signals and psychological factors that
drive investment decisions, along with financial (in-
vestment) knowledge. Our key contribution lies
in the dual-mode cognitive architecture where, in
the first stage the model acts as a ‘Data Extractor’
using 8 sophisticated sentiments and in the second
stage, as a ‘Cognitive Reasoner’ using investor per-
sonality modeling and our 6D analysis framework.
Our experiment results validate our methodology,
with our approach ranking 1% out of 12 teams in the
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human average Likert Score, 2" in the automated
average Likert Score. On financial accuracy, our
methodology shows promise by ranking 4™ in the
1-day time frame in human evaluation.

Ethics Statement

This research has been conducted for academic
purposes. Investments may be risky and investors
are advised to use their discretion, instead of solely
relying on the output of the models.
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A Appendix A

We present the ‘Data Extractor’ and ‘Cognitive
Reasoner’ prompts here.


<https://sigfintech.github.io/fineval.html>
<https://sigfintech.github.io/fineval.html>

Data Extractor Prompt

You are an expert at analyzing sentiments from text.
## [INPUT]

Earnings Call Transcript: $earnings_transcript
## [TASK]

1. Carefully read through the entire transcript which details the speakers for an investment company
followed by a Question/Answer session where the speakers are posed questions surrounding
investing in their company or their product.

2. Identify the key points in the prepared remarks and the transcript and create a summary.

- For all numbers, dates, amounts, etc, only include what is given in the input.
- Do not round off, do not change any values.
3. For each Q/A pair:
Step 1: Identify who is asking the question, do not change names
Step 2: Identify who is being asked the question, do not change names
Step 3: Carefully analyze the tone of the answer
Step 4: Generate the most suitable sentiment based on your analysis
3. Sentiment must be classified into:
- **BULLISH**: Strong positive, growth accelerating, beating expectations
- **xOPTIMISTIC**: Moderately positive, things improving, meeting expectations
- **CAUTIOUS**: Uncertain but not negative, "Wait and See” tone
- x*NEUTRAL**: Balanced, no strong directional signals
- **CONCERNED**: Worried tone, challenges mentioned, defensive responses
- *xBEARISH**: Negative outlook, problems acknowledged, guidance cuts
- **EVASIVE**: Avoiding questions, deflecting, non-committal answers
- *xCONFIDENT**: Stronger than OPTIMISTIC and BULLISH, shows conviction in guidance.

## [OUTPUT]

Strictly generate a JSON object in the following format. Do not add any markdown or strings before
or after the JSON object.

{
"prepared_remarks_summary": <Summarize the transcript>,
"sentiment”: {
L
"From”: <Who is asking?>,
"To": <Who is being asked?>,
"Question”: <List question>,
"Answer": <List answer>,
"Sentiment”: <Specify sentiment>,
"Confidence”: <1-5 scale within that sentiment>
"Key Phrases": <Specific words or phrases that indicated this sentiment>,
"Question Dodge Score"”: <0-3 scale, ©@=direct response, 3=completely evasive>,
"Signal”: <What this means for stock performance, investment implication>
[
[...]
3
}
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Cognitive Reasoner Prompt

You are a professional financial analyst with expertise in investments.

## [TASK]

Generate an investment report from the financial earnings call transcript summary that will convince
human investors to make profitable and correct buy or sell decisions for the next day, week,
and month

Here are some things you can consider when analyzing the summary:

1. Would you recommend this to an investor?
3. What type of investors would this be best suited for and why?
4. What is common in personality of the investors you select?

Your report should provide CLEAR investment guidance that will help investors make PROFITABLE,
CORRECT and INFORMED decisions.

## [INPUT]

Financial Earnings Call Transcript Summary: Summary of the original call transcript along with each
Question-Answer pair, an assigned sentiment to the pair, and a signal for what it means for
stock performance.

$financial_earnings_summary
Examples of Investor Types: Examples of personality types and what investments they usually prefer.
$investor_df

## [ANALYSIS FRAMEWORK]
This is to help you create a framework structure for your report.
1. FINANCIAL PERFORMANCE

- Revenue trends, growth rates, profitability margins

- Beat or miss vs guidance and expectations

- Key performance indicators and metrics

- Leading, lagging or matching

2. BUSINESS FUNDAMENTALS
- Market position, competitive advantages
- Management quality and strategic vision
- Growth catalyst and expansion opportunities

3. RISK ASSESSMENT
- Industry and company-specific risks
- Operational challenges
- Market volatility factors

4. FORWARD OUTLOOK
- Management guidance and expectations
- Industry trends affecting future performance
- Short and medium-term price drivers

5. PERSONAL FACTORS
- Risk tolerance
- Financial situation
- Investment goals
- Length of time to hold investment before needing funds

6. CONVICTION SCORING
- 90-100%: Multiple bullish signals, minimal risks, clear catalysts
- 70-89%: Strong thesis, but some uncertainty/risks present
- 50-69%: Mixed signals, requires smaller position sizing
- 30-49%: Weak thesis, high uncertainty, avoid or minimal exposure
- 0-30%: Strong negative signals, consider short position
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Cognitive Reasoner Prompt

## [ANALYZING INSTRUCTIONS]
1. Read through the given financial earnings transcript summary carefully.
2. Read through each Question-Answer pair and the sentiment assigned to it.
3. Provide a recommendation based on your analysis for the next day, week, and month. It can be LONG
position or SHORT position.
- LONG: buy, assumption is that the price of a security will increase over time
- SHORT: sell, assumption is that the price of a security will decrease over time.
4. Identify what types of investors are best suited to invest in the product.
- The given input for investors list is only to help you.
- You may list some other investor types.
- Be careful in identifying if the product should be recommended.
5. Think through the different personalities that you are selecting as suitors and identify what
ties them together.
- Use this for your reasoning.
- Specifically, ask yourself
- "What do these investors have in common and why should this investment be the best for
them?”
- "If I were an advisor, what kind of investor personality would I recommend this product
to?"
6. AVOID THESE COMMON ERRORS:
- Don't be overly optimistic just because the tone of the management sounds confident.
- Watch for guidance raises that are actually just catching up to reality.
- Be skeptical or margin expansion claims without clear drivers.
- Flag when management avoids giving specific numbers.
7. Only use information from the given input call transcript. Do NOT use any external information or
data.

## [REPORT INSTRUCTIONS]

1. Your report MUST be persuasive enough that when human evaluators read it, they can make the
CORRECT investment decisions.

2. Use professional, authoritative tone for investors.

3. Support all your conclusions with evidence from the given input call transcript.

4. Balance all bullish and bearish factors.

5. Focus on driving stock performance over the next day, week, and month.

6. Use the ANALYSIS FRAMEWORK while writing your report.

7. Strictly adhere to the report structure given to you.

8. Ensure the report is concise, short and easy to read.

## [REPORT STRUCTURE]
1. Executive summary: 2-3 clear sentences with a clear "LONG" or "SHORT"” recommendation for each
timeline in natural language.
2. Driving stock performance: provide recommendation of "LONG" or "SHORT" for each of the next day,
week, and month.
- The recommendation can be different for each timeline. Use only "LONG"” or "SHORT" and no
synonyms of these words.
- In ONE line, explain what would change your recommendation.
- Be careful during your analysis and recommendation for each timeline.
- You MUST provide the recommendation for all 3 timelines.
- Explain why you are recommending the position.
- Do not use "We" or "I" while recommending.
- Do NOT use words like "downgrade" during your recommendation when describing why you would
change from "LONG" to "SHORT".
3. Additional Information:
3a. Financial highlights: key numbers and performance vs expectations with evidences from the
call transcript.
3b. Strategic updates: business initiatives, market developments from the call transcript.
3c. Risk factors: highlight any concerns, potential headwinds.
3d. Investment thesis: why buy or sell, what timings to consider.
3e. Environmental, Social, Governance (ESG) and Other Qualitative Factors: identify management
comments on sustainability, employee issues, ethics and other such factors and assess the
credibility. Also evaluate any ESG risk possible that could impact the investment.
3f. Insights: provide detailed, concise insights into the CONVICTION SCORING, strategy, risks,
and market positioning mentioned in the call transcript. Include anything from the ANALYSIS
FRAMEWORK here.
3g. Investor Suitability: list the best suited investor profiles.
- You may use some examples from the list.
- Include the difference in the strategy of investment for different types of investors.

Your report will be evaluated on whether it convinces investors to make correct investment decisions.
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Abstract

In this paper, we present four agent-based
frameworks using the ReAct paradigm - two
single-agent and two modular multi-agent sys-
tems - for automated report generation devel-
oped for the Earnings2Insights shared task at
FinNLP-2025. Each single-agent solution is
powered by a Writer agent, while the multi-
agent frameworks incorporate Feedback agents
to refine and enhance report quality through
iterative collaboration. To evaluate generated
reports, we introduce a comprehensive LLM-
as-a-Judge framework that integrates six met-
rics to rank outputs across multiple dimensions.
Our ensemble approach achieves an average
financial accuracy of 0.571 (3rd place) and an
average Likert score of 5.90 (2nd place) in hu-
man evaluations, with particularly strong per-
formance in readability (1st place) and next-day
prediction accuracy (2nd place).

1 Introduction

Earnings calls are among the most consequential
communication events in global financial markets.
During these sessions, company executives present
quarterly performance, provide forward-looking
guidance, and respond to probing questions from
analysts. The transcripts of these calls are lengthy,
noisy, and multi-speaker in nature, yet they contain
critical signals that influence billions of dollars’
worth of investment decisions. Professional ana-
lysts typically distill these signals into structured
reports that combine factual accuracy with persua-
sive narrative. However, manually creating such
reports is labor-intensive and does not scale to the
thousands of earnings calls that occur each quarter.
This motivates research into automated methods
that can generate decision-oriented investment re-
ports directly from transcripts (Takayanagi et al.,
2025b).

Large Language Models (LLMs) have shown
promise in financial NLP tasks such as summariza-
tion, sentiment analysis, and question answering.
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Yet, applying LLMs to investment report genera-
tion requires moving beyond extractive summariza-
tion: systems must produce outputs that are both
analytically rigorous and persuasive enough to sup-
port real financial decisions (Chen et al., 2024;
Goldsack et al., 2025). The Earnings2Insights
shared task (FinEval @ FinNLP/EMNLP 2025)
is designed to evaluate precisely this capability.
Given an earnings call transcript—with the op-
tion to incorporate aligned external information—
participating systems must produce an analyst-style
report that concludes with explicit Long/Short rec-
ommendations across three horizons (next day,
week, and month). Crucially, the task emphasizes
decision accuracy as the primary evaluation objec-
tive, shifting focus away from surface-level simi-
larity metrics.

Challenges. Generating high-quality analyst re-
ports presents several intertwined challenges. First,
the language of earnings calls is often hedged, pro-
motional, and strategically vague, requiring sys-
tems to "read between the lines." Second, factual
reliability is paramount: even minor numeric inac-
curacies or misattributions can undermine credibil-
ity. Third, persuasiveness matters. Reports must
not only be accurate but also written in a style
that instills confidence and convinces investors to
take action. Finally, evaluation itself is non-trivial,
as traditional n-gram overlap or embedding-based
metrics fail to capture whether a report actually im-
proves investment decisions meaningfully (Huang
et al., 2025).

In this paper, we present several single and multi-
agent modular frameworks that integrates (i) single-
agent writer baseline that only uses the earnings
call transcripts, (ii) data-enhanced generation with
quarter-over-quarter and year-over-year fundamen-
tals, and (iii) multi-agent writer and feedback Re-
Act (Yao et al., 2022) framework that couples a
writer with automated feedback modules, includ-
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ing a Financial Expert to cross-check metrics, a
Risk Analyst to evaluate coverage of downside fac-
tors, and a Persuasiveness Expert to assess narra-
tive strength. Iterative reasoning and action loops
enable continuous refinement, ensuring that final
reports are both factually accurate and rhetorically
compelling.

Contributions.
contributions:

Our work makes the following

1. We present several single and multi-agent
frameworks for automatic analyst report gen-
eration that include transcript-only and data-
enhanced inputs.

2. We introduce a feedback or validation module
that systematically reduces numeric and attri-
butional errors by checking generated claims
against structured fundamentals.

3. We develop a comprehensive evaluation har-
ness that combines industry and shared task
requirements in a set of six metrics. The eval-
uation harness is utilized to rank and select
the best output across several systems.

4. We provide empirical evidence that the pro-
posed methods generate reports that contain
accurate investment recommendations and are
factual, persuasive, and logical. The output
of our N-way comparative selection obtains
an average financial accuracy of 0.571 (rank-
ing 3') and an average Likert Score of 5.90
(ranking 2"%) in human evaluations.

2 Dataset

The shared task dataset (Takayanagi et al., 2025a)
comprises 64 earnings call transcripts, organized
into two subsets. The first subset includes 40 calls
paired with human-written summaries from ECT-
Sum (Mukherjee et al., 2022), providing optional
supervisory signals for training and benchmarking.
The second subset comprises 24 transcripts paired
with professional analyst reports authored by do-
main experts. These gold reports are withheld dur-
ing training and used only for post-hoc evaluation
by the organizers. Collectively, the dataset spans
multiple industries and time periods, ensuring a di-
verse and representative benchmark for investment
report generation. Participants are required to sub-
mit a single JSON file where each entry contains
the earnings call code (ECC) and the generated
report.
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3 ReAct Prompting

Yao et al. (2022) introduced the Reasoning and Act-
ing (ReAct) prompting paradigm, where reasoning
and acting in large language models are used collab-
oratively by generating interleaved verbal reason-
ing traces and task-specific actions. This enables
models to perform dynamic reasoning to create,
maintain, and adjust action plans while interacting
with external environments and addressing limita-
tions of chain-of-thought reasoning, such as hallu-
cination and error propagation. In this work, we
leverage the Reasoning step to evaluate the gener-
ated report and the Acting step to update the report
using the evaluation feedback from the Reasoning
step.

4 Methodology

We propose a multi-agentic system that is de-
signed to generate highly persuasive and analyt-
ically robust investment reports from earnings call
transcripts, leveraging advanced prompt engineer-
ing, persona curation, and external financial data
sources. The main agents that are used in the solu-
tion are as follows:

4.1 Writer Agents

We define a Writer Agent as an LLM prompt-based
agent that portrays an expert data analyst. The
agent accepts the transcript, any additional finan-
cial information, and evaluation feedback (if appli-
cable) to generate the analyst report. We further
define two different types of Writer Agents:

1. A Simple Writer Agent with a minimal set of
instructions

2. An Advanced Writer Agent that uses an exten-
sive set of instructions and additional financial
information. (See Appendix A for complete
prompts).

4.2 Feedback Agents

A Feedback Agent is an LLM prompt-based agent
that portrays a financial expert with a specific skill
set and reviews the generated report. We use four
main types of Feedback Agents:

1. Skeptical Financial Expert Panel: This agent
evaluates the generated report on five dimen-
sions to generate a detailed review for the re-
port - Factual accuracy, Completeness, Real-
ism, Persuasiveness, and Transparency.



2. Financial Expert: This agent focuses on re-
viewing an analyst report for factual accuracy
regarding financial metrics, numbers, and cal-
culations.

Risk Analyst: This agent assesses whether the
risk analysis presented in the generated report
is complete and realistic.

Persuasiveness Expert: The main focus of this
agent is to review the report for persuasive-
ness, clarity, and conviction dimensions. As
part of the review, the agent also identifies
specific sections of the report that require re-
vision and outlines the aspects that need im-
provement.

4.3 Rewriter Agent

The Rewriter Agent is tasked with rewriting a given
report using one or more reviews of the same. The
agent must understand the given reviews and then
rewrite the report to address essential aspects from
the review.

4.4 External Financial Data Integration

To enhance the factual accuracy and analytical
depth of each report, we integrate external finan-
cial data using the Alpha Vantage API. For each
company and quarter, we retrieve three things: (i)
Current quarter earnings data, (ii) Previous quar-
ter earnings data, and (iii) Same quarter last year
earnings data.

These data points include granular financial met-
rics such as total revenue, gross profit, operating
income, EPS, and other relevant indicators. The
retrieved data was given as input to the Advanced
Writer Agent and all multi-agent flows, enabling
the agent to perform explicit quarter-over-quarter
and year-over-year comparisons. This helps the
agent identify the direction of the company across
various horizons for both short-term and long-term
investments.

Sample External Data Structure:

{

"ECC": "ABM_g3_2021",
"Ticker": "ABM",
"Quarter”: "3",

"Year": "2021",
"most_recent_earnings”: { ...
"previous_earnings”: { 1,
"same_qgtr_last_year_earnings”: {

b

b

307

By combining transcript content and structured
external data, our system generates reports that not
only reflect the nuances of management discussions
but are also grounded in quantitative performance
trends.

4.5 Multi-Agent Feedback Framework

We model our multi-agent feedback framework us-
ing the ReAct prompting paradigm and propose
two distinct variations for analyst report generation.
The variations differ in the complexity of the feed-
back loop. For both frameworks, we iterate over the
loop several times until one of the two conditions
is satisfied - the maximum number of allowed itera-
tions is complete, or the feedback agent(s) approve
the generated report.

4.5.1 Simple Multi-Agent Feedback
Framework

In this framework, the Simple Writer Agent is used
to generate the analyst report, and the following
ReAct paradigm is followed:

Reasoning : The Skeptical Financial Expert Panel
Feedback Agent reviews the generated report
and provides a detailed review on several di-
mensions with an accept/reject verdict.

Action : If the verdict in the reasoning step is
not an accept then, the Simple Writer Agent
updates the report based on the reasoning pro-
vided in the review.

To avoid infinite Reasoning and Action loops, we
run the framework for a maximum of 3 iterations
and use the output of the last iteration, irrespective
of the final verdict.

4.5.2 Advanced Multi-Agent Feedback
Framework

This framework is similar to the previous frame-
work in its usage of the Simple Writer Agent to
generate the analyst report. It differs in the imple-
mentation of the ReAct paradigm.

Reasoning : This framework uses Financial Ex-
pert Feedback Agent, Risk Analyst Feedback
Agent, and Persuasiveness Feedback Agent to
generate separate review of generated report.

Action : If the verdict in the reasoning step for any
of the feedback agents is not an accept then,
the Rewriter Agent updates the report based
on the reasoning provided in the review.



Due to the presence of multiple reasoning feed-
back agents, we employ the Reasoning and Action
loop only once for this framework.

We use GPT-40 (OpenAl et al., 2024) as the
LLM for all agents. The Advanced Writer Agent
uses a temperature=0.7, max_tokens=4000, and
top_p=0.95. For all other agents, we use a tem-
perature=0.7, max_tokens=16000, top_p=1.0, fre-
quency_penalty=0, and presence_penalty=0.

4.6 Output Report Templates

4.6.1 Simple Writer Agent Qutput Format

<one sentence summary recommendation
with conviction level>

Financial Overview

Key Drivers

Risks

Opportunities

Final Recommendation

4.6.2 Advanced Writer Agent Output Format

Company Overview
Executive Summary

Financial Performance with comparative
analysis

ké& Financial Metrics

éééategic Outlook and Investments
ihéights from Q\&A Session
Eééjections and External Perspectives
ééhclusion and Investor Takeaways

Final Recommendation: Long/Short for
next day, week, and month, with rationale

5 Evaluation

The generated reports are evaluated using a mixture
of automated and human evaluation. For automated
evaluation, three different metrics are used - Aver-
age Likert Score, Win Rate vs Analyst Report, and
LLM-as-a-Judge.
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1. Average Likert Score: Average score based on
1-7 Likert ratings of Persuasiveness, Logic,
Usefulness, Readability, and Clarity.

2. Win Rate vs Analyst Report: Average score
showing how often the generated report out-
performed a professional analyst report in pair-
wise comparisons (ties excluded).

LLM-as-a-Judge: We define five metrics and
an aggregate metric to evaluate a generated
report using analyst reports requirements de-
fined by SEC, FINRA!, sector-specific re-
quirements defined in the industry, and the
Earnings2Insights shared task.

In the human evaluation, the average accuracy
of financial decisions in the generated reports was
computed by manually evaluating the reports.

5.1 LLM-as-a-Judge Metrics

We define a set of five metrics, with detailed guide-
lines on the weight of each metric and how to in-
terpret low vs. high scores (See Appendix C for
entire prompt).

Content Accuracy & Faithfulness: This metric
assesses how accurately the report reflects the ac-
tual content of the earnings call. It checks explicitly
if financial figures, metrics, statements, and direct
quotes accurately reflect the content of the earnings
call transcript.

Analytical Depth & Insight Quality: This met-
ric evaluates the analysis presented in the report
in terms of how it presents the underlying trends,
connects financial performance to a broader mar-
ket context, and provides meaningful insights that
demonstrate deep business understanding rather
than surface-level observations.

Investment Recommendation Quality: This met-
ric evaluates the presence and soundness of re-
quired investment recommendations. Examine
whether recommendations are well-supported by
evidence, include appropriate risk assessments, and
have realistic price goals with sound methodology.
Structure, Clarity & Presentation: This metric
evaluates the structure of the report, specifically,
organization, readability, and professional quality
of the analysis. It measures logical flow, clear com-
munication, proper formatting, and whether the
content is easy to follow and understand for invest-
ment decision-making purposes.

"https://www.finra.org/rules-guidance/rulebooks/finra-
rules/2241



Comprehensive Coverage & Completeness: This
metric measures how thoroughly the analysis cov-
ers all material aspects of the earnings call.
Overall Grade: We compute the overall aggregate
metric using the scores for each metric on a scale of
0-100 using the following formula: Overall Grade
= 0.25 * Content Accuracy + 0.20 * Analytical
Depth + 0.20 * Investment Recommendation + 0.15
* Structure + 0.20 * Comprehensive Coverage

We use the Overall Grade to grade the out-
puts of each system for each earnings call tran-
script and select the best one for the shared task
submission. For the LLM-as-a-Judge Evaluator,
we use Claude-Sonnet-4> with temperature=0.5,
max_tokens=4096, and top_p=0.95

6 Results

Table 1 shows the results of the human evaluation
of the analyst reports generated using an ensemble
of all systems. We use the LLM-as-a-Judge Over-
all Grade to determine which system’s output was
selected in the ensemble.

Metric/ Score | Leaderboard
Time Horizon Position
Average Accuracy of Financial Decisions

Average 0.571 31

Next Day 0.607 2nd
Next Week 0.555 7th
Next Month | 0.552 2nd
Likert Score (Scale: 1-7)
Average 5.90 2nd
Clarity 6.00 2nd
Logic 5.89 2nd
Persuasiveness | 5.81 3rd
Readability 5.81 18t
Usefulness 6.01 ond

Table 1: Human Evaluation Results of the ensemble of
proposed methods

In addition to the human evaluation, reports gen-
erated using an ensemble of the proposed methods
also achieve an Average Likert Score of 4.834 when
computed automatically and an Average Win Rate
vs Analyst Report Score of 0.762.

7 Conclusion

The work presented in this paper addresses the
problem of automatically generating persuasive in-

*https://www.anthropic.com/news/claude-4
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vestment analyst reports from earnings call tran-
scripts using a dataset shared as part of the Earn-
ings2Insights shared task at FinNLP-2025. The
proposed solution defines two classes of agents -
Writer and Feedback and uses two variations of the
Writer Agent as single agent solutions and a com-
bination of the Simple Writer Agent with different
Feedback Agents as multi-agent frameworks using
the ReAct paradigm. Our key contributions include
the systematic integration of structured financial
fundamentals to reduce numeric errors, the deploy-
ment of specialized feedback agents that mirror
real-world analyst review processes, and the devel-
opment of a comprehensive evaluation framework
that performs thorough evaluation, with our ensem-
ble approach achieving competitive performance,
including 2nd place in overall Likert scores and
Ist place in readability across multiple evaluation
dimensions.
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A Prompts for different agents used

A.1 Advanced Writer Agent Details

At the core of this approach is a comprehensive
analyst prompt, explicitly crafted to guide the lan-
guage model in producing investment reports that
meet the standards of professional financial anal-
ysis. The prompt instructs the model to act as an
expert financial analyst, synthesizing insights from
the earnings call transcript and multiple quarters of
earnings data. Key aspects of the prompt design
include:

* Objective: The model is tasked with creat-
ing an investment report using the earnings
call transcript, current quarter earnings data,
previous quarter earnings data, and the same
quarter’s data from the prior year.

* Writing Style and Tone: The report must
maintain a professional and analytical tone,
utilize precise language for financial concepts,
and base insights on data-driven metrics and
comparisons.

Deep Analysis: The prompt directs the model
to interpret not only explicit statements but
also underlying sentiment, tone, and hesita-
tion in the transcript, mirroring the nuanced
work of human analysts.

* Actionable Guidance: The generated report
must provide clear investment advice and a
final recommendation, including Long/Short
positions for three time frames: next day, next
week, and next month.
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* Structured Response: The output follows a
detailed template (see below), ensuring con-
sistency and coverage of all relevant analytical
dimensions.

B Example of External Financial Data
Augmentation

To illustrate our integration of external financial
data, we provide an example of the structured earn-
ings data retrieved for a single company-quarter
using the Alpha Vantage API below. This data was
programmatically injected into the writer prompt to
enable explicit quarter-over-quarter and year-over-
year comparisons in generated investment reports.

The following JSON excerpt corresponds to
ECC ABM_g3_2021 (ABM Industries, Q3 2021):

This structured financial data enables our sys-
tem to ground investment analysis in quantitative
performance trends and to generate more precise,
actionable insights for investors.

C LLM-as-a-Judge Evaluation

The evaluation prompt for LLM-as-a-Judge is as
follows:


<https://sigfintech.github.io/fineval.html>
<https://sigfintech.github.io/fineval.html>
https://doi.org/10.18653/v1/2025.findings-naacl.22
https://doi.org/10.18653/v1/2025.findings-naacl.22

Simple Writer Agent Prompt

You are a world-class financial analyst specializing in generating persuasive investment analysis
reports from company earnings call transcripts.

Your task:

- Read the provided earnings call transcript (and any external financial data, if available).

- Write a clear, concise, and highly persuasive investment analysis report.

- Your report should be suitable for institutional investors and help them decide whether to take a
Long or Short position in the company.

- Support your recommendation with specific evidence from the transcript and data.

- Highlight key financial metrics, management commentary, risks, and opportunities.

- Use authoritative, confident language and include a clear, actionable investment recommendation
(Long/Short), with rationale.

- If data is missing or uncertain, acknowledge it and explain how it affects your analysis.

- Be objective, but persuasive-your goal is to maximize the accuracy of human investment decisions
based on your report.

Format:

- Start with a one-sentence summary recommendation (Long/Short and conviction level).

- Follow with a structured analysis: Financial Overview, Key Drivers, Risks, Opportunities, and
Final Recommendation.

Example output:
Recommendation: Long with high conviction.

Financial Overview:

[...]

Key Drivers:

[...]

Risks:

[...]

Opportunities:

[...]

Final Recommendation:
[...]
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Advanced Writer Agent Prompt

*x0bjectivex*: You are an expert financial analyst tasked with creating an investment report for a
given Company's earnings call. You have access to the earnings call transcript, earnings data
for the given quarter, previous quarter earnings data, and earnings data from the same quarter
last year. Use this information to analyze the company's performance and provide investment
advice and a final recommendation to the investors, according to the reference report template
given below.

**xInstructions for Writing Style and Tonexx:

- Maintain a professional, analytical tone throughout the report.

- Use precise and clear language to convey complex financial concepts.

- Ensure your analysis is data-driven and supported by relevant metrics and comparisons.

- Provide actionable insights that reflect deep understanding of market dynamics and company
strategy.

- Focus on delivering value to investors by identifying opportunities be it Long or Short the
company stock.

- Be realistic and strategic in your evaluation of the company's growth, earnings and stock
movement/direction forecast.

- Earnings calls are usually driven by company representatives who try to paint a good picture of
the company overall. Your job is to look in between their lines, tone, hesitation and utilize
your investment expertise to make decisions about the forecast of the company's stock
performance.

**Report Template Responsexx:
Investment Report for (Company) (Symbol) Quarter Year

1. *xCompany Overviewx*:

- Briefly introduce [Company Name], including its industry, core business areas, and any recent
strategic initiatives or acquisitions. Highlight its market position and any significant
developments relevant to the earnings call.

2. **xExecutive Summary**:

- Summarize the key points from the earnings call, including financial performance, strategic
achievements, and challenges. Focus on insights that affect investor decisions and the
company's future outlook.

3. x*Financial Performancex**:

- *xRevenue and Earnings*x:

- Report the current quarter's earnings, including total earnings and EPS. Compare these
figures with the previous quarter and the same quarter last year to identify trends in
stability, revenue, profit and growth.

- *xComparative Analysis*x:

- Analyze year-over-year and quarter-over-quarter changes in earnings, considering broader
market trends or industry-specific factors that may have influenced performance.

4. x*Key Financial Metrics*x*:

- Evaluate the company's return on average assets, average deposits and loans, and trends in net
charge-offs and provisions for loan losses, discussing implications for future financial
performance.

5. *xStrategic Outlook and Investments**:

- **Long-term Strategic Expansion*x:

- Discuss strategic investments in market expansion, efficiency improvements, and expected
impacts on profitability and market leadership.

- *xInterest Rate Environment#x:

- Examine pressures on the net interest margin, external factors affecting it, and the
company's strategic response.

6. *x*xInsights from Q&A Session*x:

- Reflect on management's optimism or caution regarding future growth, risk management

strategies, and handling of nonperforming assets.
7. **Projections and External Perspectives*x:

- Summarize management's EPS guidance and include insights from financial analyst commentaries
for a broader perspective.

8. **Conclusion and Investor Takeaways**:

- Assess performance consistency, growth focus, adaptation to economic conditions, and risk
management, reassuring investors of strategic consistency.

9. x*Final Recommendationx*:

- Based on your analysis, provide a recommendation to investors, considering their goal to
profit from your investment advice, for each of the following time frames.

- *xNext Day**x: {"Recommendation”: Either Long/Short, "Reason”: Rationale for the
recommendation}
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- *xNext Weekx*: {"Recommendation”: Either Long/Short, "Reason": Rationale for the
recommendation}

- *xNext Month**: {"Recommendation”: Either Long/Short, "Reason”: Rationale for the
recommendation}

**Important**:

- Analyze the earnings call + financial data provided and Use the above response template to
generate a comprehensive investment report.

- Your analysis should focus on helping investors make informed decisions that maximize their
returns based on your expert insights.

- Only generate the report as the final response in format given, do not generate anything
additional.

**Financial Data**
{financial_data}

**xEarnings Call Transcriptx*
{earnings_call}

Table 2: Skeptical Financial Expert Panel Feedback Agent Prompt

You are a panel of highly skeptical, expert financial reviewers. Your job is to rigorously
scrutinize the following investment analysis report with the utmost criticality. Do not
hesitate to point out even minor flaws or omissions.

Your review must address:

- Factual accuracy: Are all financial metrics, numbers, and calculations correct and supported by
the transcript?

- Completeness: Are all key aspects of the company's performance, risks, and opportunities
thoroughly analyzed?

- Realism: Are the risk assessments and recommendations realistic and grounded in the provided
evidence?

- Persuasiveness: Is the argumentation strong, clear, and convincing for an institutional investor?

- Transparency: Are all claims and recommendations directly traceable to specific evidence in the
transcript or external data?

Be extremely strict in your assessment. If there is any ambiguity, missing evidence, weak argument,
or unsupported claim, point it out in detail. Do not accept vague or generic statements.

If-and only if-the report is flawless and cannot be improved in any way, reply ONLY with: ALL GOOD.

Otherwise, list every specific issue, gap, or suggestion for improvement, referencing the relevant
part of the report and transcript.

Report:

{report}

Original transcript:
{transcript}

Table 3: Financial Expert Feedback Agent Prompt

You are a financial expert. Carefully review the following investment analysis report for factual
accuracy regarding financial metrics, numbers, and calculations. If you find any inaccuracies,
list them and suggest corrections. If everything is accurate, reply 'All financials accurate.'

Report:
{report}
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Table 4: Risk Analyst Feedback Agent Prompt

You are a risk analyst. Review the following investment analysis report and assess whether the risk
analysis is complete and realistic. List any missing or understated risks, or reply 'Risk
analysis is complete.'

Report:
{report}

Table 5: Persuasiveness Expert Feedback Agent Prompt

You are an expert in persuasive writing for financial audiences. Evaluate the following investment
analysis report for persuasiveness, clarity, and conviction. Suggest specific improvements to
make the report more convincing, or reply 'Persuasiveness is strong.'

Report:
{report}

Table 6: Rewriter Expert Feedback Agent Prompt

You are an expert financial analyst and editor. Given the following investment analysis report and
the feedback below, rewrite the report to address all feedback and improve its quality.

Original Report:
{report}

Feedback:
{feedback}

Improved Report:
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Alpha Vantage API response for ECC ABM_q3_2021

(ABM Industries, Q3 2021)

"ECC": "ABM_q3_2021",

"Ticker": "ABM",

"Quarter": "3",

"Year": "2021",

"most_recent_earnings": {
"fiscalDateEnding"”: "2021-07-31",
"reportedCurrency”: "USD",

"grossProfit”: "255000000",

"totalRevenue"”: "1543100000",
"costOfRevenue”: "1288100000",
"costofGoodsAndServicesSold”: "1288100000",
"operatingIncome”: "-9400000",
"sellingGeneralAndAdministrative"”: "253800000",
"researchAndDevelopment”: "None"”,
"operatingExpenses”: "1552500000",
"investmentIncomeNet"”: "None",
"netInterestIncome”: "-6300000",
"interestIncome”: "5800000",
"interestExpense”: "6300000",
"nonInterestIncome”: "None",
"otherNonOperatingIncome"”: "500000",
"depreciation”: "None",
"depreciationAndAmortization”: "10600000",
"incomeBeforeTax": "-15200000",
"incomeTaxExpense”: "-1500000",
"interestAndDebtExpense”: "None",
"netIncomeFromContinuingOperations”: "-13700000",
"comprehensiveIncomeNetOfTax": "None”,
"ebit": "-8900000",

"ebitda": "1700000",

"netIncome”: "-13700000"

}!

"previous_earnings”: {

"fiscalDateEnding”: "2021-04-30",
"reportedCurrency”: "USD",

"grossProfit”: "222900000",

"totalRevenue"”: "1497400000",

"costOfRevenue”: "1274500000",
"costofGoodsAndServicesSold”: "1274500000",
"operatingIncome”: "50300000",
"sellingGeneralAndAdministrative”: "161900000",

"researchAndDevelopment”: "None",
"operatingExpenses”: "1447100000",
"investmentIncomeNet”: "None",
"netInterestIncome”: "-7800000",

"interestIncome”: "7600000",
"interestExpense”: "7800000",
"nonInterestIncome”: "None”,
"otherNonOperatingIncome"”: "200000",
"depreciation”: "None",
"depreciationAndAmortization”: "22000000",
"incomeBeforeTax": "42800000",
"incomeTaxExpense”: "11700000",
"interestAndDebtExpense”: "None",
"netIncomeFromContinuingOperations”: "31100000",
"comprehensiveIncomeNetOfTax": "None”,
"ebit": "50600000",
"ebitda": "72600000",
"netIncome”: "31100000"

Do

"same_quarter_last_year_earnings”: {
"fiscalDateEnding”: "2020-07-31",
"reportedCurrency”: "USD",
"grossProfit”: "235200000",
"totalRevenue"”: "1394100000",
"costOfRevenue”: "1158900000",
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"costofGoodsAndServicesSold”: "1158900000",
"operatingIncome”: "93600000",
"sellingGeneralAndAdministrative”: "113700000",

"researchAndDevelopment”: "None",
"operatingExpenses”: "1300400000",
"investmentIncomeNet”: "None",

"netInterestIncome”: "-13800000",

"interestIncome”: "13600000",
"interestExpense”: "13800000",
"nonInterestIncome”: "None",
"otherNonOperatingIncome": "200000",
"depreciation”: "None",
"depreciationAndAmortization”: "11800000",
"incomeBeforeTax": "80000000",
"incomeTaxExpense”: "24000000",
"interestAndDebtExpense”: "None",
"netIncomeFromContinuingOperations”: "56000000",
"comprehensiveIncomeNetOfTax": "None”,
"ebit": "93800000",

"ebitda": "105600000",

"netIncome”: "56000000"
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LLM-as-a-Judge Evaluation Prompt

# Financial Analyst Recommendation Report Evaluation Guidelines

## Evaluation Steps

Parse the earnings call transcript to create a reference baseline of disclosed information
Systematically check the analyst report against each metric category

Assign sub-scores for each component

Calculate weighted overall score

Generate specific feedback on strengths and weaknesses

Provide actionable improvement suggestions

o gl wN =

++

Analyst Report Evaluation Rubric

## Overview

This rubric evaluates analyst reports derived from earnings call transcripts across five key
dimensions. Each metric is scored on a 5-point scale (1-5), with specific criteria for each
score level.

## *xMetric 1: Content Accuracy & Faithfulness to Source Materialx*
*Weight: 25%*

*%5 - Excellent (90-100%)*x*

- All financial figures, metrics, and statements accurately reflect the earnings call transcript
- No factual errors or misrepresentations

- Proper context maintained for all cited information

- Direct quotes are verbatim and appropriately attributed

*x4 - Good (80-89%)**

- Minor discrepancies in non-material details

- 1-2 small factual errors that don't affect core analysis
- Generally accurate representation of transcript content

*x3 - Satisfactory (70-79%)*x

- Some factual errors present but core information is correct
- Occasional misinterpretation of context

- Most financial data accurately represented

*%2 - Needs Improvement (60-69%)**

- Multiple factual errors affecting analysis quality
- Significant misrepresentation of key statements

- Some financial data inaccuracies

*x1 - Poor (Below 60%)**

- Frequent factual errors throughout

- Major misrepresentation of earnings call content
- Unreliable financial data presentation

## xxMetric 2: Analytical Depth & Insight Quality*x
*Weight: 20%x

*x5 - Excellent*x

- Demonstrates deep understanding of business fundamentals

- Identifies key trends, risks, and opportunities not explicitly stated
- Provides meaningful interpretation of financial metrics

- Connects current performance to broader industry/market context

- Offers unique insights beyond surface-level observations

*x4 - Good*x

- Shows solid analytical thinking with some original insights
- Good interpretation of financial performance

- Identifies most key business drivers and risks

- Some connection to broader market context
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*x3 - Satisfactoryxx

- Basic analysis present but limited depth

- Identifies obvious trends and issues

- Some interpretation of financial metrics

- Limited broader context or unique insights

*x2 - Needs Improvement#x

- Shallow analysis with minimal interpretation

- Misses key business drivers or risks

- Limited financial analysis beyond basic metrics
- Little to no broader context

*%] - Poorxx

- Lacks analytical depth

- No meaningful insights or interpretation
- Fails to identify key business issues

- No connection to broader context

## *xMetric 3: Investment Recommendation Qualityx*x
*Weight: 20%*

*x5 - Excellent#*x

- Clear, well-supported investment thesis

- Recommendation directly tied to analysis and evidence
- Appropriate risk assessment and mitigation strategies
- Realistic price targets with sound methodology

- Clear timeline and catalysts identified

*%x4 - Good**

- Generally sound investment recommendation
- Good supporting rationale

- Adequate risk assessment

- Reasonable price targets

- Some catalysts identified

*x3 - Satisfactory*x

- Basic investment recommendation present

- Some supporting rationale provided

- Limited risk assessment

- Price targets may lack detailed justification

*x2 - Needs Improvementx

- Weak investment recommendation

- Poor supporting rationale

- Inadequate risk assessment

- Unrealistic or poorly justified price targets

*%1 - Poor*x

- Unclear or unsupported investment recommendation
- No clear rationale

- Missing risk assessment

- No price targets or unrealistic expectations

## *xMetric 4: Structure, Clarity & Professional Presentation*x
*Weight: 15%*

*x5 - Excellent#*x

- Logical flow and clear organization

- Executive summary effectively captures key points
- Professional tone and language throughout

- Proper formatting and visual elements

- Easy to follow and understand
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*x4 - Good*x

- Generally well-organized with clear structure
- Most sections flow logically

- Professional presentation with minor issues

- Generally easy to follow

*%*3 - Satisfactoryxx

- Basic organization present

- Some sections may lack clarity

- Acceptable professional standards
- Mostly understandable

*%x2 - Needs Improvementx

- Poor organization and structure

- Difficult to follow logical flow

- Unprofessional presentation elements
- Clarity issues throughout

*%1 - Poorxx

- No clear structure or organization

- Very difficult to follow

- Unprofessional presentation

- Major clarity and readability issues

## *xMetric 5: Comprehensive Coverage & Completeness*x
*Weight: 20%*

*x5 - Excellent#*x

- Covers all material topics from earnings call

- Addresses key analyst questions and management responses
- Includes relevant forward-looking statements

- Comprehensive risk factor analysis

- Addresses both quantitative and qualitative aspects

*%x4 - Goodx*

- Covers most important topics from call

- Addresses majority of key Q&A points

- Good coverage of forward-looking elements
- Adequate risk analysis

*x3 - Satisfactoryxx

- Covers basic topics from earnings call
- Some key Q&A points addressed

- Limited forward-looking analysis

- Basic risk coverage

*%2 - Needs Improvement**

- Misses several important topics
- Limited coverage of Q&A insights
- Minimal forward-looking analysis
- Inadequate risk assessment

*%1 - Poorxx*

- Significant gaps in coverage

- Fails to address key earnings call topics
- No forward-looking analysis

- Missing risk assessment
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## xx0verall Scoring & Ranking Systemx*

### **Composite Score Calculation:*x

- Content Accuracy: Score x 25%

- Analytical Depth: Score x 20%

- Investment Recommendation: Score x 20%
- Structure & Clarity: Score x 15%

- Comprehensive Coverage: Score x 20%

#i## *xOverall Rating Bands:x=*

- %%4 5-5.0%x: Exceptional Report

- *x3.5-4.4%x: Strong Report

- %%2.5-3.4%%: Adequate Report

- *%1.5-2.4x%: Needs Significant Improvement
- %%1.0-1.4x%: Poor Report

### **Quality Assurance Flags:*x

- **Critical*x: Content Accuracy score below 2.0

- *xWarning**: Any individual metric score below 2.0

- *xReviewxx: Significant variance between metric scores (>2 points)

### Output Format:

{

"overall_rating”: [Numerical rating],
"detailed_scores”: {

"content_accuracy”: [Numerical Score on a scale of 1 to 25],
"analytical_depth”: [Numerical Score on a scale of 1 to 20],
"investment_recommendation”: [Numerical Score on a scale of 1 to 207,
"structure_and_clarity”: [Numerical Score on a scale of 1 to 15],
"comprehensive_coverage"”: [Numerical Score on a scale of 1 to 20]
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Abstract

This paper presents our approach for the Earn-
ings2Insights 2025 shared task, which focuses
on generating a persuasive financial analysis re-
port from earnings call transcripts. The FinNLP
challenge required changing lengthy, unstruc-
tured earnings call text into concise, analyst-
style insights and investment recommendations.
We developed an approach, as described in this
paper, that utilizes a multistage LLM-based
pipeline to ensure both factual accuracy and
narrative quality. First, we used a large lan-
guage model (LIaMA3-70B) in an extractive
summary step to capture key financial metrics
and the details of the transcript guidance. We
then fed these structured insights into a genera-
tive LLM to produce a comprehensive research
report evaluating the company’s performance,
highlighting bullish/bearish signals, assessing
risks, and providing clear long/short recommen-
dations over short-term goals. To further en-
hance the quality of these summaries, we in-
corporate an LLM-driven self-evaluation loop.
This strategy addresses the task criteria of per-
suasiveness, logic, usefulness, readability, and
clarity. We (Team name: SigJBS), through our
method in the official evaluation, achieved an
average Likert score of 4.60 (out of 7) and a
52.6% win rate against professional analyst re-
ports, demonstrating the effectiveness of the
proposed approach in generating high-quality
financial insights.

1 Introduction

Artificial Intelligence is transforming the way we
work, automating repetitive tasks and even help-
ing us make complex decisions. Yet despite these
breakthroughs, many industries still haven’t tapped
into AI’s full potential. Constraints around com-
pute power, adapting models to specialized fields,
and worries about reliability and safety often stand
in the way.

In the financial sector, earnings call transcripts
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represent a critical source of information ! for an-
alysts, as they combine quantitative metrics with
qualitative insights from corporate leadership. Nu-
merous studies have explored the potential of large
language models (LLMs) to generate investment
recommendations from these transcripts. Yet the
quality and persuasiveness of Al-generated reports
remain below professional standards (Goldsack
et al., 2025)(Hu et al., 2025). This gap is especially
significant in the context of the Earnings2Insights
shared task (Takayanagi et al., 2025a), which re-
quires participants to generate investment guidance
directly from earnings calls, with evaluation based
on human investment decisions rather than tradi-
tional similarity-based metrics (Huang et al., 2025).
In this work, we propose a agentic Al framework
for investment report generation. Our approach
employs three specialized agents: a summariza-
tion agent, which applies hierarchical fragmenta-
tion to extract structured financial milestones; a
reasoning agent, which synthesizes these signals
into investment theses and risk assessments; and a
critique agent, which evaluates and refines candi-
date reports to ensure persuasiveness and decision
relevance. By decomposing the task into modu-
lar stages, the system improves both the factual
foundation and alignment with investor decision-

making needs.

This study makes four key contributions:
* An agentic framework for financial decision
support designed for the analysis of earnings
call transcripts.

* The integration of retrieval-augmented genera-
tion and online search capabilities to improve
contextual awareness in investment reasoning.

* A comparative evaluation of chunking strate-
gies, highlighting the effectiveness of hierar-
chical chunking for context retention.

* A novel Al-based evaluation setup, where an

'Our code is available on our Github page SigIBS

Proceedings of The 10th Workshop on Financial Technology and Natural Language. EMNLP-2025, Suzhou, China


https://github.com/gaurangisinha-tamu/Earnings2Insights_SigJBS

agent acts as a judge to assess quality and
consistency of generated reports.

2 Related Work

Automated summarization and analysis of finan-
cial discourse have gained significant attention in
recent years. Mukherjee et al. (2022) introduced
ECTSum, a benchmark of 40 long-form earnings
call transcripts paired with expert bullet-point sum-
maries. Their work highlighted the challenge of dis-
tilling detailed Q&A dialogue into concise and fac-
tually consistent takeaways. Around the same time,
Liu et al. (2022) released FINDSum, which com-
prises more than 21,000 annual reports with human-
written summaries, and demonstrated how the joint
modeling of narrative text and tabular data im-
proves the extraction of key numeric facts. Chang
et al. (2024) systematically explored book-length
summarization with LLMs, highlighting hierarchi-
cal and multistage techniques that inspired our hier-
archical chunk summarization agent (Chang et al.,
2024).

More recently, large language models (LLMs)
have been fine-tuned and evaluated for generat-
ing financial reports. BloombergGPT (Wu et al.,
2023) and FinGPT (Wang et al., 2023) are two
notable efforts to adapt general LLM architec-
tures to finance-specific corpora, supporting tasks
from question answering to narrative summariza-
tion. Yang et al. (2023) further demonstrated that
a 65 billion-parameter model, InvestLLM, when in-
structed according to analyst-style instructions, can
produce investment notes of comparable quality to
those of GPT-4 in expert evaluations. Takayanagi
et al. (2025b) took this step further by demonstrat-
ing that GPT-4-generated stock commentaries can
actually influence real investor decisions, under-
scoring both the power and responsibility of LLM-
based analyses.

Despite these advances, ensuring numerical
accuracy remains a hurdle. Standard metrics
like ROUGE often miss errors in critical figures,
prompting the SemEval 2024 NumEval challenge
(Chen et al., 2024), which evaluated the model’s
ability to preserve and generate correct numerical
values in tasks such as headline generation. In
parallel, (Huang et al., 2025) proposed a decision-
oriented evaluation framework: instead of mea-
suring surface overlap, they judged summaries by
their impact on model or human trading perfor-
mance. This approach aligns closely with the goals
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of Earnings2Insights (Takayanagi et al., 2025a),
where success is defined by whether a generated
report leads readers to the right investment choices.

Our work builds on these strands by combin-
ing an extractive summarization stage, anchored
in the ECTSum framework, with a generative
LLM pipeline that produces full-blown analyst-
style notes. Crucially, we adopt a decision-driven
evaluation, asking annotators to make hypothetical
trades based on our reports. In doing so, we hope to
contribute both a practical method for high-fidelity
financial analysis and a rigorous way to assess its
real-world utility.

3 Methodology

3.1 Dataset

We adopt the ECTSum dataset (Mukherjee et al.,
2022) as the basis for our experiments. In ECTSum,
there are 40 earnings call transcripts, each accompa-
nied by a reference summary that provides ground-
truth information for milestone extraction. Addi-
tionally, the Professional subset contains 24 tran-
scripts matched with professional analyst reports;
only the raw transcripts are provided, and compar-
ison with the professional reports is reserved for
evaluation by the shared-task organizers. In total,
all 64 transcripts are processed to extract key finan-
cial milestones and generate investment guidance
using our agentic LLM framework.

3.2 Experiment Design

Our experimental procedure consists of two main
steps, followed by an evaluation stage. In Step 1,
the Summarization Agent extracts structured finan-
cial milestones from each transcript. We tested
various prompt formulations to optimize extraction
accuracy, and we selected a final prompt that of-
fered consistent and comprehensive coverage of
key financial events. In Step 2, the Reasoning
Agent uses these extracted milestones to generate
an investment recommendation for each company.
After the recommendation is generated, an indepen-
dent Critique Agent evaluates the draft report and
assigns a confidence score reflecting the LLM’s
certainty in the recommendation’s correctness and
persuasiveness. Additionally, we manually spot-
checked a subset of the generated reports to identify
common trends or issues, which informed further
prompt refinement for each agent.
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Figure 1: Flowchart of the experimental setup. Overview of the proposed agentic LLM pipeline for generating
investment reports from earnings call transcripts. The system sequentially processes transcripts through RAG,
Summarization, Generalization, and Evaluation agents, with quality feedback loops to ensure actionable, coherent,

and persuasive analyst-style insights.

3.3 Framework

We propose an agentic large language model (LLM)
pipeline to generate investment reports from earn-
ings call transcripts. See Figure 1 for our proposed
method and experimental setup. The system com-
prises three sequential agents: Summarization, Rea-
soning, and Critique, which work in tandem to ex-
tract key information, interpret it, and refine the
final output.

3.3.1 Summarization Agent

This stage condenses lengthy transcripts into struc-
tured financial milestones. Hierarchical chunking
is employed to divide transcripts into semantically
coherent sections, thereby preserving contextual de-
pendencies. We evaluated several chunking strate-
gies, including fixed-length segmentation and slid-
ing windows, and found that hierarchical chunking
consistently provided superior coverage and contex-
tual consistency. The structured output produced
at this stage captures key financial attributes such
as company name, fiscal period, revenue, earnings
per share (EPS), guidance, dividends, and notable
events. This structured representation reduces ex-
traneous noise and enables more reliable down-
stream reasoning.

3.3.2 Reasoning Agent

This agent interprets the extracted milestones to
generate actionable investment recommendations.
Recommendation generation involves assigning in-
vestment stances (Long, Short, Hold), conviction
levels (Low, Medium, High), and time horizons
(1 day, 1 week, 1 month) based on the structured
financial information. Risk and mitigation anal-
ysis is incorporated by identifying potential risk
factors such as acquisition integration challenges
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or supply chain constraints and mapping them to
corresponding mitigation strategies, thereby con-
textualizing the recommendations. Finally, time-
line aggregation is applied when multiple transcript
entries are available across quarters, enabling the
system to capture longitudinal trends in company
performance and investor guidance.

3.3.3 Critique Agent

The third agent refines candidate reports by em-
ploying an independent large language model as a
judge. Candidate reports are evaluated according to
criteria such as factual consistency, clarity, and per-
suasiveness. To improve quality, multiple prompt
variations were tested, and feedback from the cri-
tique agent was incorporated to iteratively refine
the reports until a satisfactory version was achieved.
The final output consists of structured recommen-
dations, key positives, time-specific performance
drivers, and identified risk-mitigation factors.

3.4 Models Used

The framework primarily employs the LLaMA3
70B (llama3-70b-8192) (Grattafiori et al., 2024)
model accessed via the Groq API?. The Summa-
rization Agent leverages the model for milestone
extraction, while the Reasoning Agent generates in-
vestment recommendations based on the structured
data. The Critique Agent uses a separate instance
of an LLM to evaluate report quality and provide
iterative feedback.

3.5 Evaluation

The evaluation of system outputs was conducted
through two primary phases: an internal automatic

2https://console.groq.com
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evaluation for iterative development and the official
shared task human evaluation for final assessment.

3.5.1 Internal Automatic Evaluation

During development, we employed an LLM-based
critique agent to enable rapid iteration. This agent
assessed each generated report based on key criteria
including factual consistency (alignment with the
source transcript), logical coherence (soundness of
the argument from data to recommendation), and
persuasiveness (clarity and strength of the invest-
ment thesis). This automated feedback loop was
crucial for refining our prompts and improving the
performance of the summarization and reasoning
agents.

3.5.2 Official Shared Task Evaluation

The final ranking was determined by a human eval-
uation study. Annotators made ternary investment
decisions (Long, Short, or Neutral) for three time
horizons based on the generated reports. The pri-
mary ranking metric was decision accuracy, defined
as the proportion of correct directional predictions
to all non-Neutral decisions, averaged across the
three horizons.

4 Results and Discussion

Our agentic framework was applied to all 64 earn-
ings call transcripts from the provided ECTSum
and Professional subsets. The system successfully
generated structured analyst reports for each in-
stance, comprising extracted financial milestones, a
concrete investment recommendation (Long, Short,
or Neutral), and a supporting rationale derived from
the transcript data.

4.1 Official Human Evaluation Performance

The official evaluation, based on the accuracy of in-
vestment decisions made by human annotators after
reading our reports, yielded the following results:

1-Week
0.513

1-Month
0.512

Average
0.545

1-Day
0.609

Table 1: Investment decision accuracy based on human
evaluation.

As shown in Table 1, our framework achieved
a mean decision accuracy of 0.545 in the official
human evaluation, securing 4th place in the final
shared task ranking. This result indicates that the
investment decisions guided by our reports were
correct 54.5% of the time on average across all

evaluated time horizons. Performance was most
robust at the one-day horizon (60.9% accuracy),
suggesting that our method was particularly effec-
tive at identifying the immediate market catalysts
and salient insights within the earnings calls. The
accuracy across all horizons remained consistently
above chance, demonstrating the practical utility of
the system for short-term investment guidance.

In addition to decision accuracy, human eval-
uators assessed the reports on several qualitative
dimensions using a 7-point Likert scale.

Metric Score  Metric Score
Clarity 5.76 Readability 5.61
Logic 5.68 Usefulness 5.72
Persuasiveness 5.59 Avg. 5.67

Table 2: Human Likert Ratings for Report Quality (1-7
Scale).

The human evaluation yielded strong qualita-
tive ratings for our reports, with an overall average
score of 5.67/7. Our submission, as shown in Table
2, received its highest scores in Usefulness (5.72)
and Logic (5.68), indicating that the generated re-
ports were found to be particularly actionable and
well-reasoned for investment purposes.

4.2 Automatic Evaluation Correlation

The official automatic evaluation results, which
employed an LLM-as-a-judge protocol, provide a
preliminary assessment of report quality. Our sub-
mission achieved an average score of 4.597 on a
7-point Likert scale across several qualitative di-
mensions. In a comparative pairwise evaluation,
the LLM judge preferred our generated reports over
those written by professional financial analysts in
52.6% of instances. These automatic metrics sug-
gest our framework produces outputs that are com-
petitive with expert-authored content in terms of
perceived quality and persuasiveness.

4.3 Error Analysis

To improve our agentic LLM pipeline, we con-
ducted a manual review of generated reports and
focused on three primary error categories:

1. Hallucinations: Occasionally the model in-
vented figures or details not present in the
source transcript. To address this, we rein-
forced our call to insist on ’using only the data
provided’, and added a post-generation check
that flags any numeric value not appearing in
the structured summary.



2. Missing Fields: Some required sections (e.g.,
the confidence score from the Critique Agent)
were sometimes omitted. We revised the
prompt to explicitly request every field and
to output “n/a” when a value is unavailable,
guaranteeing complete coverage.

Formatting Drift: Early outputs included ex-
traneous phrases (e.g., “Here is the note:”) or
stray markdown characters. We enforced a
strict output template in the prompt, ’output
only the numbered headings and bullet points,
with no extra text’, which eliminated filler
language and ensured a uniform, professional
format.

After each prompt revision, we spot-checked a
random subset of 20 reports to verify that hallu-
cinations were reduced, all sections were present,
and formatting was consistent. This iterative loop
of identify—revise—re-evaluate produced stable im-
provements in factual fidelity, completeness, and
style across our 64 earnings-call reports.

5 Limitations and Future Work

Our pipeline, even if it is effective, still faces chal-
lenges. It can hallucinate unsupported figures de-
spite data-only prompts, and confidence scores
from the Critique Agent are not consistently re-
ported, reducing transparency. Furthermore, rely-
ing on zero-shot prompts without domain-specific
fine-tuning can limit distinct financial reasoning.

For future work, we plan to fine-tune each agent
on financial texts to remove hallucinations, inte-
grate real-time financial data to ground analyses
in current facts, and implement a more meticulous
uncertainty estimate to accompany recommenda-
tions made by these models. These enhancements
should improve the factual reliability and user trust
of our earnings call reports.

6 Conclusion

Our agentic LLM pipeline, combining targeted ex-
traction, reasoned recommendation, and automated
critique, proved both practical and persuasive in the
Earnings2Insights shared task, delivering above-
chance decision accuracy (54.5% overall, 60.9%
one day) and strong human ratings (5.67/7). By
iteratively refining prompts and leveraging a self-
evaluation loop, we minimized hallucinations and
ensured consistency. Moving forward, we’ll in-
tegrate richer financial context, explore dynamic

prompt adaptation, and develop deeper critique
agents to further boost both the precision and im-
pact of automated investment reports.
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Abstract

We introduce a multi-agent large language
model (LLM) framework for generating ana-
lyst reports from earnings call transcripts. Our
system coordinates specialized agents, a Writer,
Analyst, Psychologist, Editor, and Client, to it-
eratively draft and refine reports. To strengthen
financial reasoning, we integrate external com-
pany data (income statements, balance sheets,
and cash flow) alongside transcript content, pro-
ducing reports in a standardized five-section
format covering financial highlights, manage-
ment remarks, Q&A insights, stock outlook,
and short-term trend predictions.

In the Earnings2Insights shared task, our sys-
tem (SI4Fin) achieved the highest automatic
Likert score and a top win rate against pro-
fessional analyst reports. Human evaluation
confirmed strong performance in logic and per-
suasiveness, though readability and decision
accuracy remain areas for improvement. These
results highlight the promise of multi-agent
LLMs for financial analysis while underscor-
ing challenges in aligning generated text with
practical decision-making needs.

1 Introduction

The rapid progress of large language models
(LLMs) has transformed natural language process-
ing (NLP), enabling systems to perform com-
plex reasoning, synthesis, and generation across
diverse domains (Brown et al., 2020; OpenAl,
2023). While initial applications focused on
general-purpose summarization and dialogue, re-
cent research has increasingly turned toward spe-
cialized professional domains where accuracy, in-
terpretability, and domain knowledge are essen-
tial. One such domain is financial analysis, where
the automation of analyst-style reporting offers the
potential to enhance accessibility to high-quality
investment guidance.

Earnings call transcripts represent a central in-
formation source for investors. These transcripts
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capture management’s financial disclosures, strate-
gic outlook, and responses to analyst questions, pro-
viding insights that influence market sentiment and
stock valuation. Human analysts typically distill
this information into structured reports that high-
light key financial metrics, strategic developments,
and investment risks. Automating this process
poses multiple challenges: transcripts are lengthy
and nuanced, external financial context is often nec-
essary, and reports must adhere to the professional
style and rigor expected by investors (Araci, 2019;
Chen et al., 2021).

The Earnings2Insights shared task was intro-
duced to advance research in this area by bench-
marking systems on analyst report generation from
earnings calls. Unlike conventional summarization
tasks, Earnings2Insights requires systems to deliver
investment-oriented, structured reports that com-
bine factual accuracy with financial reasoning. This
calls for approaches that can integrate domain ex-
pertise, handle multiple perspectives, and enforce
consistent report structures.

In this work, we propose a multi-agent LLM
framework for analyst report generation, build-
ing on the conversational multi-agent paradigm
introduced by Goldsack et al. (2025). Our frame-
work leverages Microsoft’s AutoGen library to or-
chestrate structured interactions among specialized
agents, each embodying a distinct professional role.
A Writer agent drafts reports iteratively, while an
Analyst provides financial insights, a Psycholo-
gist highlights sentiment cues from management’s
Q&A responses, and an Editor ensures clarity and
stylistic appropriateness. A Client agent acts as
the investor end user, guiding revisions until the
report meets expectations. To enrich analysis, the
Analyst agent also incorporates external financial
data (e.g., income statements, balance sheets, cash
flow) alongside the transcript. This division of
responsibilities enables the system to combine fi-
nancial reasoning, sentiment analysis, and stylistic
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refinement in an iterative drafting process.
Our contributions are threefold:

1. We design a multi-agent LLM framework
tailored for financial report generation, with
role-specialized agents coordinating through
structured conversations.

2. We integrate external financial datasets into
the report generation process, enabling richer
contextual and trend-aware analysis.

3. We demonstrate through participation in the
Earnings2Insights shared task that this
framework can produce structured, investor-
ready reports with improved factuality, clarity,
and investment relevance.

2 Multi-Agent Framework

We adopted the multi-agent framework introduced
in Goldsack et al. (2025), with modifications to suit
the specific requirements of our task. The frame-
work was implemented using Microsoft’s AutoGen
library, which facilitates structured multi-agent con-
versations. Within this framework, we defined the
following agents: a Writer agent, a Client agent,
and three specialised Feedback agents, an Analyst,
a Psychologist, and an Editor.

2.1 Agent Definition

The Writer agent was responsible for drafting the
initial report and incorporating revisions based on
feedback. The Client agent acted as the end user, as-
sessing whether the generated report met the speci-
fied requirements. If the Client judged the report
satisfactory, it terminated the conversation by out-
putting “TERMINATE”. Otherwise, it provided
targeted feedback. The Feedback agents served dis-
tinct roles: the Analyst extracted relevant financial
information either from transcripts alone or supple-
mented with external data and provide insights, the
Psychologist highlighted sentiment and confidence
signals from management’s Q&A responses, and
the Editor ensured the clarity, structure, and appro-
priateness of the report for an investor audience.
This division of responsibilities enabled each agent
to contribute domain-specific knowledge to the it-
erative drafting process. See Appendix A.1 for the
initialization prompts for each agent.

2.2 Conversation Sequence

To guide the report generation, we predefined a
fixed sequence of interactions among the agents:
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Writer — Analyst — Writer — Psychologist —
Writer — Editor — Writer — Client.

This sequence could be repeated for a maximum
of three full iterations, or until the Client accepted
the report. Each cycle began with the Client pro-
viding requirements in natural language, followed
by iterative refinements based on feedback from
the specialised agents. The Writer was instructed
to make targeted revisions rather than wholesale
rewrites, ensuring that essential content was pre-
served across iterations.

2.3 External Data Integration

In addition to transcript-based analysis, our frame-
work incorporated structured financial data to pro-
vide broader context for each company. Historical
records covering the four quarters preceding the
earnings call were retrieved from AlphaVantage'
and included standardized Income Statement, Bal-
ance Sheet, and Cash Flow reports. These datasets
enriched the transcripts by supplying key indicators
such as revenue, net income, total assets, liabilities,
shareholder equity, and cash flow dynamics.

The Analyst agent leveraged these variables to
identify temporal trends (e.g., year-over-year and
quarter-over-quarter changes) and to highlight fi-
nancial developments relevant to investment guid-
ance. This integration of external data enabled the
system to ground narrative elements in quantitative
evidence, thereby strengthening both the analytical
depth and the credibility of the generated reports.
The schema of the financial variables used is pre-
sented in Table 1.

2.4 Report Structure Control

To promote consistency, comparability, and in-
vestor relevance across generated outputs, we en-
forced a fixed report structure for all reports pro-
duced by our system. This structure was embedded
in the initial system prompt and remained invari-
ant throughout the multi-agent conversation. Each
report was required to contain five sections in a
predetermined order, with no additional content
permitted.

The first section, Key Financial and Strategic
Highlights, synthesized the company’s primary
financial outcomes, including revenue, earnings,
margins, and cash flow, while also incorporating
strategic developments, management guidance, and
contextual financial trends such as year-over-year

"https://www.alphavantage.co
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Statement Variables Included

Income State- | grossProfit, totalRevenue,

ment operatingExpenses, ebitda,
netlncome

Balance Sheet totalAssets, cashAnd-
ShortTermInvestments,
totalLiabilities, totalShare-
holderEquity, common-
StockSharesOutstanding

Cash Flow State- | operatingCashflow, cash-

ment flowFromInvestment,
cashflowFromFinancing,
changeInCashAndCashE-

quivalents, netlncome

Table 1: Financial data schema used by the Analyst
agent, covering the four quarters preceding the earnings
call.

or quarter-over-quarter comparisons.

The second section, Summary of Prepared Re-
marks, provided a concise overview of manage-
ment’s formal statements, covering performance,
market conditions, corporate strategy, and forward-
looking plans.

The third section, Key Takeaways from the Q&A
Section, distilled the most critical insights from
the interactive session, emphasizing clarifications,
disclosures of risk, and operational details offered
in response to analyst questions.

The fourth section, Stock Outlook: Positives
and Negatives, presented an assessment of fac-
tors likely to influence the company’s stock per-
formance, identifying both favorable and unfavor-
able elements and addressing short- and long-term
implications.

Finally, the fifth section, Stock Trend Predic-
tions, offered forecasts of stock price movements
over three horizons—one day, one week, and one
month—drawing on earnings call content, histori-
cal performance, financial trends, and market senti-
ment cues.

By constraining reports to this standardized
structure, we ensured that outputs were compre-
hensive, actionable, and consistently aligned with
the expectations of an investor audience.

3 Results

The performance of participating systems in the
Earnings2Insights shared task was evaluated us-
ing both automatic metrics and human judgments.
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Automatic evaluation provides a first indication of
report quality, while human evaluation serves as
the final benchmark for ranking systems. In what
follows, we present the results of both evaluations
and discuss the relative performance of our system,
SI4Fin.

3.1 Automatic Evaluation

The automatic evaluation considered two metrics:
(i) the Average Likert Score, based on 1-7 ratings
of persuasiveness, logic, usefulness, readability,
and clarity; and (ii) the Win Rate vs. Analyst
Report, measuring how often a system’s report
was preferred over a professional analyst report in
pairwise comparisons (ties excluded).

Table 2 presents the automatic evaluation re-
sults. Our system, SI4Fin, ranked first in terms
of Average Likert Score (4.916), slightly ahead of
LangKG (4.903) and Jetsons (4.834). In Win Rate
vs. Analyst Report, SI4Fin achieved 0.956, plac-
ing it among the top systems, with only KrazyNLP
scoring marginally higher (0.962). These findings
highlight the ability of our system to generate con-
sistently persuasive and high-quality reports that
often rival or surpass professional analyst outputs.

3.2 Human Evaluation

The final ranking was determined by human evalua-
tion, which focused on two aspects: (i) the decision
accuracy of financial decisions made by partici-
pants after reading system outputs (evaluated at
one-day, one-week, and one-month horizons), and
(i1) average Likert ratings (1-7) for clarity, logic,
persuasiveness, readability, and usefulness.

Decision Accuracy. Table 3 shows that SI4Fin
achieved an overall average accuracy of 0.515.
While this was lower than the top-performing teams
(e.g., DKE at 0.581 and Datal.overs at 0.579), our
system remained competitive and delivered stable
performance across time horizons (0.525 day, 0.524
week, 0.497 month).

Likert Scores. As shown in Table 4, SI4Fin
achieved an overall Likert score of 5.56. Our sys-
tem performed especially well on logic (5.84) and
persuasiveness (5.60), demonstrating the strengths
of our multi-agent design, where Analyst and Psy-
chologist agents contributed to coherent reasoning
and sentiment-aware analysis. However, scores for
readability (5.06) were lower compared to leading
teams such as LangKG (6.13) and Jetsons (6.01),
suggesting opportunities for stylistic refinement.



Team Average Likert Score Win Rate vs Analyst Report

SI4Fin 4.916 0.956

LangKG 4.903 0.881

Jetsons 4.834 0.762

KrazyNLP 4.830 0.962

iiserb 4.807 0.930

DKE 4.803 0.783

Finturbo 4.625 0.169

SigIlBS 4.597 0.526

Raphael 4.575 0.615

bds-LAB 4.510 0.711

PassionAl 4.143 0.365

Datalovers 4.134 0.345

Table 2: Automatic evaluation results across all teams.
Team Avg. Day Week Month gest that stylistic refinement remains an area for
DKE 0581 0596 0577 0570 improvement. Future work will focus on enhanc-
DataLovers 0579 0597 0.611 0529 & the Bditoragent’s ability to ensure fluency and
accessibility, thereby bridging the gap between log-

Jetsons 0.5710.607 0.555  0.552 ical rigor and user-friendly presentation.
SigJ]BS 0.545 0.609 0.513 0.512
iiserb 0.537 0576 0558 0477 4 Related Work
PassionAI  0.537 0.588 0.557 0.466 Prior research in financial NLP has explored a
Finturbo 0524 0504 0568 0.500 range of tasks, including sentiment analysis of earn-
bl 022 i) 0351 0310 el (bl 000, il ewonn o
LangKG 0.518 0.589 0542 0424 from textual sources (Xing et al., 2018). Domain-
SI4Fin 0.515 0.525 0.524 0.497 adapted models such as FinBERT (Araci, 2019),
KrazyNLP 0.471 0.514 0.525 0.375 which fine-tunes BERT for financial sentiment clas-
bds-LAB 0462 0478 0434 0474 sification, illustrate the benefits of tailoring pre-

Table 3: Average decision accuracy of financial deci-
sions after reading system-generated reports.

3.3 Discussion

Overall, the results show that SI4Fin excelled in
the automatic evaluation, ranking first in Average
Likert Score and near the top in Win Rate vs. An-
alyst Report. Human evaluation results place our
system in a solid middle tier: while decision ac-
curacy was lower than top-performing systems,
our outputs were consistently rated highly for logi-
cal structure and persuasiveness. This reflects the
strengths of our multi-agent framework, which em-
phasizes analytical reasoning and sentiment-aware
insights.

At the same time, lower readability scores sug-
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trained language models to financial text. More
recently, open-source initiatives such as FinGPT
(Wang et al., 2023) have extended this effort by pro-
viding large-scale, financial domain-specific LLMs
for broader research and practical applications.
Beyond domain adaptation, retrieval-augmented
generation (RAG) (Lewis et al., 2020; Izacard and
Grave, 2021) has proven effective in grounding
LLM outputs with external knowledge, motivating
our integration of historical financial statements
alongside transcripts. At the same time, multi-
agent frameworks such as CAMEL (Li et al., 2023)
and AutoGen (Wu et al., 2024) show that role-
specialized LLM agents can collaborate to improve
reasoning and robustness. Our work builds on these
strands by combining retrieval of structured finan-
cial data with a multi-agent architecture tailored
to analyst report generation, aligning with recent



Team Avg. Clarity Logic Pers. Read. Usef.
LangKG 5.96 6.02 592 590 581 6.13
Jetsons 5.90 6.00 5.89 581 581 6.01
DKE 5.74 5.71 5.89 595 517 598
SigIlBS 5.67 5.76 568 559 561 572
SI4Fin 5.56 5.52 5.84 560 506 5.80
DatalLovers 5.50 5.56 545 532 573 547
Raphael 5.49 5.51 561 551 509 574
KrazyNLP  5.29 5.15 549 521 501 559
iiserb 5.19 5.01 5,51 514 472 557
Finturbo 5.11 5.02 539 490 4.86 540
bds-LAB 4.99 491 521 503 455 527
PassionAl  4.70  4.64 474 439 488 4.86

Table 4: Average Likert scores (1-7 scale) for clarity, logic, persuasiveness, readability, and usefulness.

efforts to apply LLM collaboration in professional
domains (Goldsack et al., 2025).

5 Conclusion

In this work, we presented a multi-agent large lan-
guage model framework for generating investment-
oriented analyst reports from earnings call tran-
scripts. Our system orchestrates the collaboration
of specialized agents, including a Writer, Analyst,
Psychologist, Editor, and Client, each contributing
domain-specific expertise to an iterative drafting
process. By incorporating external financial data
alongside transcript content and enforcing a stan-
dardized report structure, the framework balances
analytical depth, stylistic clarity, and investor rele-
vance.

Our participation in the Earnings2Insights
shared task demonstrated the strengths and limita-
tions of this approach. In the automatic evaluation,
our system (SI4Fin) achieved the highest overall
Likert score and one of the top win rates against pro-
fessional analyst reports, underscoring the poten-
tial of multi-agent LLMs to produce high-quality
outputs. In human evaluation, our system ranked
mid-tier, with strong performance in logic and per-
suasiveness but relatively lower scores in readabil-
ity and decision accuracy. These findings highlight
both the promise and the challenges of aligning
multi-agent generation frameworks with the nu-
anced requirements of financial decision-making.

Future work will focus on improving the read-
ability and accessibility of reports, for example by
refining the Editor agent’s role and integrating re-
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inforcement learning with human feedback. More
broadly, the results suggest that multi-agent LLM
architectures hold considerable promise for pro-
fessional domains that demand not only factual
accuracy, but also structured reasoning, domain
adaptation, and audience-appropriate presentation.

Limitations

Our framework has several limitations. First, the
fixed report structure, while ensuring consistency,
can limit flexibility in capturing company-specific
nuances. Second, human evaluation revealed weak-
nesses in readability and decision accuracy, sug-
gesting that stylistic refinement and practical utility
remain areas for improvement. Finally, the system
inherits general LLM challenges such as hallucina-
tions and sensitivity to prompts, which future work
should address.
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Agent

Initialization Prompt

Client (Investor)

You are an Investor who requires accurate investment and market analysis data to
build investment strategies. You are responsible for ensuring the report contains
the information that is relevant to you by providing feedback to the Writer. If
you are happy with the report, respond with “TERMINATE”. If not, provide
feedback on what should be improved. Output only either the feedback or
“TERMINATE”. Do NOT rewrite the report.

Writer

You are a Writer who is responsible for drafting the requested output text and
making adjustments based on other agents’ suggestions. Unless otherwise
specified, avoid completely rewriting the report and instead focus on targeted
changes or additions based on feedback. Output only the updated report.

Analyst (with exter-
nal data)

You are an Analyst, a financial expert who examines the company’s historical
financial data from the past year and identifies relevant trends for the report. You
only need to provide insights. Do NOT rewrite the report.

Analyst (without
external data)

You are an Analyst, a financial expert who is responsible for determining which
financial data from the transcript is relevant and explaining this to the Writer.
You only need to provide insights. Do NOT rewrite the report.

Psychologist You are a Psychologist who identifies notable features (e.g., expressions of
confidence, doubt, or other emotional cues) in management’s Q&A responses
that might be relevant to the report. Provide input only. Do NOT rewrite the
report.

Editor You are an Editor who ensures that the output text is suitable for the intended

audience in terms of content, style, and structure, while safeguarding against the
loss of important information from earlier versions. Provide feedback only. Do
NOT rewrite the report.

Table 5: Agent initialization prompts.
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