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Abstract

Multi-turn dialogue is a key paradigm for in-
teraction between users and Large Language
Models (LLMs). However, existing evalua-
tion benchmarks fail to capture users’ evolving
needs and how their diverse conversation styles
affect the dialogue flow. To address these lim-
itations, we propose CMT-Eval, the first dedi-
cated dataset for fine-grained evaluation of Chi-
nese multi-turn dialogue systems. Built upon
a linguistic theory-driven Speech Act Frame-
work, diverse user personas, and varied conver-
sational challenges, CMT-Eval comprises 596
high-quality dialogues with 4,431 turns, simu-
lating realistic, multifaceted, and challenging
conversations. Experiments reveal that mod-
els struggle with specific speech acts, user per-
sonas, and complex scenarios, highlighting the
effectiveness of CMT-Eval in assessing LLMs’
multi-turn dialogue capabilities and providing
valuable insights for their enhancement. The
dataset, code, and prompts are available at
https://github.com/hejaida/CMT-Eval.

1 Introduction

As Large Language Models (LLMs) become in-
creasingly capable, people rely on them for a wide
range of tasks, from everyday help to thought-
provoking discussions, where interactions predom-
inantly take the form of multi-turn dialogues. Re-
cent work (Zheng et al., 2023b; Laban et al., 2025;
Han, 2025) has highlighted critical areas for im-
provement in complex real-world tasks involving
multi-turn instructions, underscoring the need to
evaluate models’ multi-turn dialogue capabilities.
However, existing evaluation benchmarks pri-
marily employ multiple-choice or single-turn ques-
tions (Li et al., 2023; Huang et al., 2024). Re-
cent efforts have made pioneering progress toward
multi-turn dialogue evaluation, especially in explor-
ing diverse interaction patterns (Kwan et al., 2024)
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and hierarchical, fine-grained assessment of conver-
sational skills (Bai et al., 2024). Meanwhile, this
direction has also expanded into diverse domains,
including agents, math, coding, role-playing, medi-
cal LLMs, and intelligent tutors (Guan et al., 2025;
Liet al., 2025; Yuan et al., 2025).

Despite these advancements, current efforts still
face challenges, such as limited dialogue turns (typ-
ically 2-3) (Zheng et al., 2023b; Xu et al., 2023;
Bai et al., 2024), single-task focus (Bai et al., 2024;
Kwan et al., 2024), and standardized datasets that
may not fully capture the evolving nature of user
needs and the diversity of expression styles in natu-
ral, longer conversations. Moreover, most bench-
marks focus on English evaluation, underscoring
the lack of datasets in Chinese and other languages.

In light of these issues, we propose CMT-Eval,
the first dedicated dataset for fine-grained evalu-
ation of Chinese multi-turn dialogue systems. It
is designed to closely mirror real-world conversa-
tional scenarios, with a user-centered design that
captures how users naturally express and adapt
their needs in multi-turn interactions. As illus-
trated in Figure 1, our three-step data construc-
tion pipeline integrates diverse user personas into
data collected from real-world sources (Liu et al.,
2023; Wang et al., 2024), reflecting the hetero-
geneity of real-world users. Guided by Bach and
Harnish (1979)’s linguistic theory, we introduce
a hierarchical Speech Act Framework that simu-
lates the evolving needs of users throughout the
dialogue. To impose greater challenges on dia-
logue systems, we construct two additional subsets
featuring more complex constraints and long-text
questions. Through this pipeline, CMT-Eval com-
prises 596 high-quality multi-turn dialogues across
4,431 turns, organized into three distinct subsets.

We assess the multi-turn dialogue capabilities of
a series of LLMs on CMT-Eval. Results reveal that
models exhibit relative weaknesses in information
synthesis during longer conversations. They also
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Figure 1: Overall framework of CMT-Eval.

struggle with specific speech acts, such as Topic
Shift, and exhibit poor adaptability to certain user
personas. Furthermore, their performance deterio-
rates in more challenging scenarios, such as those
involving global constraints and ambiguous expres-
sions. This demonstrates the value of CMT-Eval in
mimicking real-world user-LLM interactions and
enabling in-depth, fine-grained evaluation of model
performance. In summary, this paper makes three
main contributions:
* We present CMT-Eval, the first systematic Chi-
nese multi-turn dialogue evaluation dataset, fill-
ing a critical gap in the current landscape.

* Our dataset design integrates user personas, a
hierarchical Speech Act Framework, and various
text perturbations to mimic diverse real-world
interaction scenarios and structure dialogues nat-
urally, providing valuable insights for construct-
ing LLM evaluation resources.

* Through comprehensive analysis, we uncover
key challenges in LLM multi-turn dialogue capa-
bilities, offering guidance for both model devel-
opment and evaluation methodology of Chinese
dialogue systems.

2 Related Work

LLMs have demonstrated impressive capabilities
in language understanding, generation, and reason-
ing, spurring the development of various evalua-
tion benchmarks, such as MMLU (Hendrycks et al.,
2020), HELM (Bommasani et al., 2023), CMMLU
(Li et al., 2023), and C-eval (Huang et al., 2024).
However, most of them assess LLM performance
using multiple-choice and single-turn questions,
overlooking the fact that the primary mode of user-
LLM interaction is multi-turn dialogues.
Recently, a few studies have focused on assess-
ing the dialogue generation capabilities of LLMs,
e.g. BotChat (Duan et al., 2023). An increas-
ing number of works have also begun exploring
multi-turn dialogue evaluation. MT-Bench (Zheng

et al., 2023b) identifies eight common categories
of user prompts and constructs 80 two-turn dia-
logues. Mint (Wang et al., 2023) emphasizes mod-
els’ ability to leverage tools and natural language
feedback for problem-solving across multi-turn di-
alogues. MT-Eval (Kwan et al., 2024) analyzes
human-LLM conversations and proposes four in-
teraction patterns: recollection, expansion, refine-
ment, and follow-up. It extends dialogues to an
average of seven turns. However, each dialogue
is constrained to evaluate a single pattern within
traditional NLP tasks, thus failing to fully capture
user intents in multi-turn dialogues. MT-Bench-
101 (Bai et al., 2024) advances the field by intro-
ducing a three-tier hierarchical taxonomy with 13
fine-grained evaluation tasks and constructs a large-
scale dataset. Nevertheless, these conversations are
directly generated by models, differing from real-
world user queries, and each conversation averages
only three turns. Similar to MT-Eval (Kwan et al.,
2024), it evaluates one task per dialogue.

In addition, multi-turn dialogue evaluation in
Chinese remains underexplored. SuperCLUE-
Open (Xu et al., 2023) includes 300 two-turn dia-
logues by manually adding a follow-up question to
single-turn queries, while CPsyCoun (Zhang et al.,
2024) proposes a framework for evaluating multi-
turn psychological counseling. These limitations
highlight the need for a systematic multi-turn dia-
logue evaluation dataset especially in Chinese.

3 Methods

This section outlines the construction of CMT-Eval,
covering the Speech Act Framework, user personas,
and data pipeline (see Figure 1), and concludes
with the evaluation method.

3.1 Speech Act Framework

In user-LLM interactions, users play a central
role in driving the conversation by expressing and
adapting their communicative needs across turns.
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Despite this, some multi-turn evaluation bench-
marks (Bai et al., 2024; Kwan et al., 2024; Xu
et al., 2023) assign a single task to the entire di-
alogue, overlooking the evolution of user intent.
This results in simplified interactions that overlook
conversational complexity and limit evaluation of
multi-turn dialogue capabilities.

To address this, we draw on Speech Act The-
ory (Austin, 1975; Grice, 1975; Searle, 1979; Bach
and Harnish, 1979), a linguistic framework that
treats language not only as a means of convey-
ing information but also as a form of action, en-
compassing fine-grained categories that capture the
complex social functions of human communication.
This theory has been widely used to model user be-
haviors (Twitchell et al., 2004; Ordenes et al., 2016;
Hanna and Richards, 2019). For example, Hanna
and Richards (2019) applied it to evaluate com-
munication in human—agent collaboration, while
Ordenes et al. (2016) used it to analyze the commu-
nicative intents of brand messages on social media.
These applications demonstrate its value in repre-
senting user needs in interactions with LLMs.

Building upon the theory and leveraging real-
world user-LLM dialogue data, we propose a hier-
archical Speech Act Framework to construct user
queries that closely mirror natural user—model in-
teraction patterns. As illustrated in Table 1, the
framework comprises two levels: six speech acts
that capture how users express their needs and four
speech act patterns that integrate different speech
acts within a dialogue to simulate the evolution of
user needs across turns(see details in Appendix A).

Beyond guiding dataset construction, the Speech
Act Framework also supports downstream analy-
sis and broader application. By identifying the
user’s underlying intent, we can trace how mod-
els respond to different communicative behaviors
and conduct fine-grained evaluations of model per-
formance (see Section 5.1). It also holds promise
for designing adaptive dialogue systems that tailor
responses based on user intent.

3.1.1 Speech Acts

Speech acts are communicative actions expressed
through utterances to convey information or per-
form specific functions, such as making requests,
expressing attitudes, or committing to actions.
They guide the model’s responses and shape the
flow of dialogue.

As illustrated in Table 1, we define six speech
acts to characterize user behavior in user—-LLM in-

teractions. Adapted from speech act theories and
refined through analysis of real-world user queries
from LMSYS-CHAT-1M (Zheng et al., 2023a),
these speech acts are semantically distinct, fre-
quently observed, and sufficiently comprehensive
to capture diverse user intent (see Appendix A.1).

3.1.2 Speech Act Patterns

As the dialogue unfolds, user needs naturally
evolve. For instance, a user may begin with a
clarification question (Follow-up), then respond
to the model’s answer with a suggestion (Sugges-
tion) or critique (Feedback), and later revise their
original query (Modification). Such sequences of
speech acts reflect the organic, iterative nature of
user—LLM interactions, where users continuously
refine their intent to reach a satisfactory outcome.

To simulate the evolution of user needs, we pro-
pose four speech act patterns (see Table 1), which
serve as components of conversation templates for
generating user queries. Each pattern assigns key
speech acts to specific turns while allowing others
to be flexibly inserted to maintain a natural and
varied dialogue flow.

These patterns are constructed by grouping
speech acts with similar communicative functions
that frequently co-occur in real user—LLM inter-
actions. Namely, the Feedback Handling pattern
combines Suggestion and Feedback, which both
reflect user reactions to model outputs; while the
Information Integration pattern pairs Supplementa-
tion and Modification to capture how users refine
earlier queries and expect the model to adjust. See
Section A.2 for details of speech act patterns.

3.2 User Personas

In real-world scenarios, differences in users’ back-
grounds, expression styles, and preferences shape
multi-turn dialogue flow and pose challenges to
model adaptability. To simulate such diversity, we
design distinct user personas and incorporate them
into the construction process.

Specifically, inspired by user data on Chinese
mainstream social platforms like RedNote and
Zhihu, we design eight user personas, each with
specific basic information (e.g., name, occupation,
topics of interest, and expression styles), as shown
in Figure 2. These personas are carefully selected
to represent key user archetypes, with a balanced
distribution across gender, education, occupation,
interests, and communication styles. This design
ensures realism and diversity, enabling effective
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Speech Act Pattern Speech Act

Example

Feedback Handling the model’s response

Suggestion: Request improvements or refinements to

“Please rephrase this in simpler terms.”

Feedback: Express opinions, attitudes, or emotional

reactions to the model’s response

“I find that hard to understand.”

Information Integration .
prior query

Supplementation: Add relevant new information to a

“I forgot to mention that I live in Canada.”

Modification: Correct or revise previously stated in-

formation

“I meant to say April instead of March.”

Context Tracking
lated to the model’s response

Follow-up: Ask for further details or clarification re-

“Can you elaborate on the reason?”

Topic Transition
of the conversation

Topic Shift: Introduce a new topic or redirect the focus

“Let’s move on to another topic...”

Table 1: The proposed speech act patterns.

lad)

Mr Wang ERI ©

Ms Zhang 3kig @
4

Teacher
Interested in reading and education
Good at guidance, often uses modal
particles

* Bank Staff

* Interested in business, policies, real
estate, law

* Thorough consideration, avoids absolute
expressions

Tina @ Mr Liu 31 f: :*
-~
* College Student g

Editor
Interested in movies, travel, food,
fashion

Detail-oriented, occasionally mixes
Chinese with English, rich vocabulary

* Interested in research, entertainment

* Exaggerated and casual expression,
frequently uses internet slang and
popular memes

NV Mr Qi 7k \@/
\o/
‘ * Corporate Employee >

 Interested in sports, healthcare, current
affairs, family

* Argumentative, direct expression, uses
dialects and colloquialisms, often with
grammatical errors

Yating %

Career Newcomer

Interested in career development,
personal growth

* High expectations for model responses,
frequently seeks confirmation

m

Duoduo %% D

Middle School Student ‘ Y .

Interested in science, learning,
environment

Strong curiosity, often uses
reduplicated words and internet slang

Mr Chen FifiE

o)

* Programmer

* Interested in technology, digital devices,
Al, gaming

* Skeptical, frequently uses internet slang
and technical terms, concise expression

Figure 2: User personas with names, occupations, topic of interests, and expression styles

evaluation of model performance across a broad
user spectrum. See Appendix B for details.

3.3 Data Construction

Our data construction pipeline yields three sub-
sets—Standard, Hard, and Long-Text—each tar-
geting different scenarios and posing distinct chal-
lenges for models (see Table 2). Despite these
differences, three subsets share a common three-
step construction procedure: initial query formu-
lation, multi-turn dialogue query generation, and
post-processing, detailed below.

3.3.1 Initial Query Formulation

A well-crafted initial query should reflect what the
user is likely to ask at the beginning of the dialogue
and naturally guide its direction and content.

Data Collection All initial queries are sourced
from real-world user cases, and there are some dif-
ferences among the three subsets. For Standard
and Hard, initial queries are collected from the
ChatGLM online chat service (Liu et al., 2023),
user studies (Wang et al., 2024), and Zhihu'. The

"https://huggingface.co/datasets/liyucheng/

first two sources provide genuine user-LLM inter-
action data, while Zhihu, a QA-based social me-
dia platform, offers data that reflects user needs
similar to typical interactions with LLMs, such
as seeking solutions, opinions, or expert knowl-
edge. For Long-Text, we collect up-to-date long
texts from WeChat blogs, podcast transcripts, and
other sources. These texts are carefully selected to
align with the interests and occupations of different
personas, ensuring consistency with their character-
istics. We then generate summaries and QA pairs
from these texts using an LLM. One question is
selected from the QA pairs and combined with the
corresponding long text to form the initial query.
Compared to the Needle In A Haystack task, this
multi-turn conversational long-text QA approach
is more natural and closely resembles real-world
scenarios. To ensure high data quality, all collected
data undergo manual review (See Appendix C.1.1).
Query-Persona Matching Real-world user
queries are closely associated with users’ back-
grounds, experiences, and interests. Therefore, we

zhihu_rlhf_3k
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Subset Description

Target Scenario Dialogues / Turns

Standard  Standard test set for typical interactions.
Hard Introduces constraints to increase difficulty.
Long-Text Initial queries involve longer texts (2,500-3,000 words).

Common scenarios. 27172058
Scenarios requiring higher multi-turn capabilities. 262/ 1941
Scenarios requiring engagement with long texts. 63 /432

Table 2: The description, target scenario, and statistics of three subsets.

Strategy

Example

Global Constraints: Require adherence to an instruction
specified in the initial query.

“Please keep your answers under 100 words in every turn.”

Omission: Omit key referents, prompting the model to
resolve coreference from context.

“I’ve been learning Python recently.” — “Its applications seem
really broad.” *(The subject ‘Python’ is omitted.)*

Vagueness: Use ambiguous expressions that prompt the
model to ask clarifying questions.

“I'm thinking about getting a new job.” — “Would this be a
good choice?” *(The job is not specified.)*

Synthesis: Request synthesis of prior information, usually
in the final turn.

“Based on all your previous answers, what’s your final recom-
mendation?”

Table 3: Conversational challenge strategies used to construct the Hard subset.

align each query with the user persona most likely
to raise it, as illustrated in Figure 1. For Standard
and Hard, queries are aligned with personas using
an LLM followed by manual verification. For
Long-Text, queries are directly matched with
user personas during data collection by human
annotators. See Appendix C.1.2 for more details.

3.3.2 Multi-turn Dialogue Query Generation

For each dialogue, we first construct a conversa-
tion template to guide user query generation across
turns. This template is a structured JSON object
containing the initial query, matched persona, a
randomly assigned number of turns (typically 6 to
8), and one of four speech act patterns.

Given this conversation template, we instruct a
LLM to generate user queries for each turn and
produce its own responses accordingly, allowing it
to reference prior context and maintain coherence
and consistency throughout the dialogue.

As the three subsets are intentionally designed
to introduce different conversational challenges,
they also vary in their construction methods. In
the Standard subset, the LLM generates each user
query based on the assigned speech acts and the
expression style of the matched user persona, en-
suring natural dialogue progression while preserv-
ing individualized characteristics. The Hard subset
builds upon this process by injecting additional
challenges into selected turns, including global
constraints, omission, vagueness, and synthesis.
In the Long-Text subset, all dialogues adopt the
Context Tracking speech act pattern, with at least
four turns involving the Follow-up act referencing

the provided question—answer pairs, thus empha-
sizing long-context understanding. Together, the
three subsets target distinct conversational scenar-
ios and complement each other to support more
comprehensive evaluation. Figure 9 illustrates the
generation methods for the three subsets, with fur-
ther details provided in Appendix C.2.

3.3.3 Post-processing

In real-world applications, user input is often im-
perfect, exhibiting various issues such as spelling
or typing errors that pose significant challenges to
model robustness. To simulate this, we apply post-
processing to the queries by introducing text pertur-
bations, including replacing correct Chinese char-
acters with visually or phonetically similar ones
and substituting some characters with pinyin (see
Appendix C.3). It is worth noting that the pertur-
bations are persona-aware. For instance, for the
persona Mr. Qi, we increase the frequency of error
characters to align with his error-prone language
style. By incorporating these variations, the evalua-
tion dataset more accurately reflects real-world user
inputs while introducing additional conversational
challenges for model adaptability.

Following post-processing, all dialogue queries
undergo filtering and manual review. We priori-
tize the naturalness of the generated queries, their
alignment with persona-specific characteristics and
assigned speech acts, and the overall coherence
across the dialogue. We also ensure that queries
are independent of default responses and verify
their robustness by testing across multiple models
to confirm generality and consistency.
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SuperCLUE
User: MG EILAH HRE, REBERZE.
User: BIIRHIER, HEAFEHSLHER.

MT-Eval

User: Use at most 30 words.

Gastrogriff.
User: Avoid using the words ‘‘Luminara’’,

User: Content:...Instruction: Write a short summary based on the initially provided content. Do
not include any further explanations or extra output in your response.
User: Focus only on Luminara’s quest and her interaction with the Gastrogriff.

User: Rewrite it using Luminara’s first-person perspective.
User: In the summary, use metaphors to describe Luminaras quest and encounter with the

¢ ‘Moonberry’’, and ‘‘Gastrogriff’’.

CMT-Eval User Persona: Ms Zhang

eeoT AN HIHE 5 #E , ZAETLA YRR

User (Initial Query): HNREEFFEIAZRM (TihE) , W EMIFH/RIENILHE — N EHNEREIEE M—

User (Supplementation): & —4 & XENN, MAX MIEH T EEBWLFE

User (Modification): M.. WL ENERRREWE T, AIHfE —LHIMEE

User (Supplementation): FKMIZHUiRIREET] - HEXMITE -

User (Feedback): MW, iX/MEEIHMGEL, AT @orid o] LLF & 5 — S~

User (Modification): ihFATIEE SAFE’ 18 H K X4 F LI, X RIS & A2~

Figure 3: Examples from SuperCLUE, MT-Eval, and CMT-Eval. Compared with exisitng dataset, CMT-Eval
incorporates diverse speech acts and applies various conversational challenge strategies (e.g., Global Constraints) to
increase dialogue difficulty, along with text perturbations (e.g., typing errors) to simulate real-world user input.

To conclude, CMT-Eval exhibits distinct ad-
vantages over existing benchmarks (Zheng et al.,
2023b; Bai et al., 2024; Kwan et al., 2024; Xu
et al., 2023) (see Table 4 and examples in Fig-
ure 3). Specifically, it features longer and more nat-
ural dialogues, effectively captures the evolution of
user needs, models diverse user characteristics, and
introduces varied conversational challenges from
a user-centered perspective. Importantly, the in-
novative methodologies underlying CMT-Eval are
language-agnostic, and thus can inspire the devel-
opment of evaluation datasets for other languages
as well.

3.4 Evaluation

We identify two core dimensions for evaluat-
ing multi-turn dialogue capabilities, grounded in
speech act patterns: Information Synthesis (IS)
and Adaptability (Adp). IS refers to a model’s abil-
ity to manage dialogues holistically—integrating
historical context, handling multiple topics, and
maintaining logical coherence across turns. Adp
reflects a model’s ability to dynamically respond to
evolving user needs by interpreting intent, incorpo-
rating feedback, seeking clarification, and refining

its output accordingly.

To mimic real-world user-LLM dialogue scenar-
ios, we sequentially present user queries to each
model during experiments, along with the accumu-
lated dialogue history from previous turns. This
approach promotes a more challenging and com-
prehensive evaluation for the models.

Following Zheng et al. (2023b), we employ the
LLM-as-a-Judge method and utilize a powerful
LLM to assess models’ responses at each turn. For
Standard and Hard, the evaluation input is the
complete dialogue history, including user queries,
model responses, and speech acts for each turn. For
Long-Text, the text summaries and extracted QA
pairs are provided for reference.

To ensure high reliability, we carefully design
evaluation prompts, incorporating detailed scor-
ing guidelines and scoring criteria. We request
the LLM-judge to rate on a scale from 1 to 5 for
both IS and Adp dimensions and provide rationales.
Turn-Level Score (TLS) and Dialogue-Level
Score (DLS) are defined as the mean of IS and
Adp, and the mean of all TLSs, respectively. See
Section D for further details on the evaluation.
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Avg.

Evolving Needs User Diversity Realistic

Benchmark Language Dialogues Turns Turns Source Aware Aware Perturbation
MT-Bench English 80 160  2.00 AW X X X
MT-Eval English 168 1170 6.96 MG X X X
MT-Bench-101  English 1388 4208  3.03 MG X X X
SuperCLUE Chinese 300 600  2.00 RUD+ AW X X X
CMT-Eval Chinese 596 4431 7.43 RUD+MG 4 v v

Table 4: Comparison of multi-turn dialogue evaluation datasets. Note: Source — AW: Annotator Written, MG:

Model Generated, RUD: Real User Data.

To validate the reliability of the LLM evaluator,
we conduct a human evaluation experiment. We
randomly sample 100 dialogue instances from three
subsets and recruit three graduate students with
backgrounds in linguistics and history to assess
the models’ dialogue-level performance. Using the
same evaluation criteria with the LLM evaluator,
annotators rate each dialogue on IS and Adp (1-5
scale). We average their scores to compute a con-
sensus DLS and analyze its correlation with LLM
assessments. The Spearman correlation coefficient
of 0.78 (p < 0.001) indicates strong agreement
between human and LLM evaluations.

4 Experiments

4.1 Models and Settings

For dataset construction, to ensure the generated
queries align with speech act patterns and reflect
the intended user personas, we evaluate several
models and ultimately select Claude-3.5-Sonnet
due to its superior performance on this task. During
the evaluation phase, we also select Claude-3.5-
Sonnet as the evaluator due to its high consistency
with human ratings.

We employ CMT-Eval to assess a range of
open-source and closed-source models, includ-
ing GPT-40, GPT-40-mini, Qwen2.5-72B-Instruct,
Qwen2.5-3B-Instruct (Yang et al., 2024), Llama3.1-
70B-Instruct and Llama3.1-8B-Instruct (Dubey
et al., 2024)2.

In the experiments, we provide the model with
a user query in each turn, collect its response, and
update the dialogue history accordingly. For subse-
quent turns, the model receives both the complete
dialogue history and the new user query. To ensure
consistent experimental conditions, we remove all
system prompts and set the same temperature pa-
rameter for all models under evaluation. See Ap-
pendix E for more details.

’In the experiments, we use gpt-40-2024-11-20 and
gpt-40-mini-2024-07-18. For brevity, we omit the Instruct
suffix when referring to these models in the rest of the paper.

4.2 Results

Figure 4 presents the evaluation results on the three
subsets, along with the average IS and Adp scores
(see Table 8). GPT-40 consistently achieves the
highest scores, while Llama3.1-8B-Instruct per-
forms the lowest across all subsets. On average, IS
scores are lower than Adp, likely due to the growing
difficulty of managing and integrating contextual
information as dialogues progress.

5.0
Subset
4.8 Standard
Hard
4.6 Long-Text
g
o 4.4
o
V4.2
4.0
3.8
o < ] Y N Q&
R T SN GC N
o o ho @ Y <
<> & $Q§\ ) é"b © R
&'
¢ & o &
Model

Figure 4: DLS scores on three subsets. IS Mean and Adp
Mean indicate the average IS and Adp scores across all
models.

Among the three subsets, both Hard and
Long-Text introduce additional challenges that
lead to performance drops for most models, though
a few models demonstrate relative robustness. To
better understand these challenges, we analyze the
cases from the Hard subset and find that models
tend to struggle with global constraints and vague
expressions.

First, regarding Global Constraints, when users
impose global instructions in the initial query, mod-
els often fail to follow them consistently. As
shown in Figure 5, when the persona Duoduo re-
quests GPT-40 to write an 800-character article,
the model produces approximately 1400 charac-
ters—exceeding the limit throughout the dialogue.
This could be attributed to various factors includ-
ing the model’s instruction-following capability
and Chinese character counting mechanism. It war-
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Turn 1

J<2= (Duoduo):

[WIHG 1R 485 —iR SR RRE L E A~ #1800 !

[Initial Query] | want to write a popular science article on cli-
mate change, no more than 800 words.

%7 (GPT-40):
SRS FA L R AP S SRR, SR XA

**Climate Change: Our Shared Challenge and Responsibil-
ity**In recent years, the term "climate change" ..

Turn 3

%525 (Duoduo):

B BTN — Lo a5 AT 18] S 2508 2 L A ol AR AP
[Suggestion] Should we add some recent news events? Like
that one that happened recently?

13 (GPT-40):
%@ﬂ G5 & BB AR BRI G . DUT 2 — 1 Bt e

We can base our discussion on recent hot topics. Here’s an
improved version of the article...

Figure 5: A case of GPT-40 in Hard.

rants further attention, as such cases are common
in everyday writing tasks.

Second, in the case of Vagueness, when user
queries are ambiguous or under-specified, some
models fail to proactively seek clarification. In the
same example, when Duoduo vaguely mentions a
desire to include a recent news event without speci-
fying which one, GPT-40 responds with a lengthy,
general reply rather than requesting further detail.
A simple clarification question could have led to
more focused content, improving both efficiency
and user alignment.

Overall, our dataset enables fine-grained evalua-
tion of multi-turn dialogue capabilities across three
differentiated subsets and effectively reveals limi-
tations in current models, demonstrating its utility
for multi-turn dialogue evaluation.

5 Discussions

In this section, we further examine model perfor-
mance with respect to different speech acts and
user personas, offering deeper insights into model
behavior.

5.1 Analysis based on Speech Acts

5.00
4.75 —— Supplementation
Feedback
g 450 —— Topic Shift
o R .
V425 Sugggsnc.m
—— Modification
4.00 —— Follow-up

Turn

Figure 6: The average TLS of different speech acts for
each turn on Standard.

Figure 6 presents the mean scores of different
speech acts across dialogue turns on Standard?.
Among the speech acts, Topic Shift consistently
yields the lowest scores, although it exhibits a
gradual improvement as the dialogue progresses.
Specifically, the Topic Transition pattern allows
each dialogue two topic shifts: one from the orig-
inal topic to a new one and another returning to
the original topic, with the new topic spanning an
average of 2.5 turns. Our analysis reveals that the
second topic shift receives a higher average score
than the first (4.43 vs. 3.99), suggesting that mod-
els perform better with the original topic compared
to the challenge of introducing a new one.

In contrast, Suggestion is the least challenging
speech act for models®, as users explicitly state
their expectations or advice on the model’s re-
sponse, such as "Please provide more specific ex-
amples.". Compared to Suggestion, Feedback also
targets model responses but does not specify adjust-
ments, resulting in noticeably lower scores. For in-
stance, when a user states, "I have tried all the meth-
ods you suggested, but they did not work well.",
the model struggles to provide a helpful reply.

These varying performances across speech acts
and their evolution over turns underscore the value
of our dataset—driven by the Speech Act Frame-
work—for analyzing nuanced patterns in multi-turn
user-LLM interactions. It reveals model limita-
tions in handling diverse communicative behaviors
and offers practical insights for improving their
multi-turn interaction capabilities.

5.2 Analysis based on User Personas

Figure 7 shows the scores for eight user personas
on Standard. All models perform worst in dia-
logues with Mr.Qi due to his language style, which
includes more dialect features and grammatical
errors than others, challenging the models’ compre-
hension. See Appendix F for more information.
User interests also influence model performance
by shaping dialogue content. Ms. Zhang and Duo-
duo, whose topics are more familiar to the models,
have higher and more stable scores. Ms. Zhang ad-
dresses everyday issues like parenting and teaching,

3We analyze speech acts from turn 2 to 7, as the average
dialogue length of Standard is 7.59 turns, ensuring a suffi-
cient sample size for reliable analysis. The sample size of
each speech act is shown in Appendix D (??).

*Although there is an increase in Suggestion scores from
turn 2 to 3, this can be considered negligible due to the small
sample size of Suggestion in the second turn, cf. Appendix D
(Table 11).
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Figure 7: DLS across user personas on Standard.

while Duoduo focuses on school life. These topics
involve existing knowledge and daily scenarios that
demand less reasoning or creativity.

Additionally, we find that models often fail to
adapt their language to accommodate user diver-
sity. When interacting with Mr.Qi (Figure 8), who
has a direct expression style, the model uses com-
plex English terms that may impede understanding,
highlighting the need for models to tailor responses
to the user’s style and background.

Turn 3

5k (Mr Qi):

(R IRBERERE SR HIE?

[Suggestion] Can you break it down in plain Chinese?
%! (Qwen2.5-72B-Instruct):
YIRFILL, FREFAERE A EAEREE AT 4.

Of course! Let me try to explain why... in simpler terms...

Turn 6

77k (Mr Qi):
[FR] ARt LR AR ks, IRAARHH !

[Feedback] That’s all just hot air - useless in the real world!

17 (Qwen2.5-72B-Instruct):

IR Kfrustration, SEFRER(EHIHSE2IBFIRZE WA
| understand your frustration. You'll definitely run into a lot of
challenges when putting this into practice...

Figure 8: A case of Qwen2.5-72B-Instruct in Standard.

In summary, these findings underscore the value
of our user persona design. Compared to traditional
standardized datasets, we consider the characteris-
tics of different users, better simulating real-world
interactions and posing more challenges for LLM:s.

6 Conclusion

We propose CMT-Eval, the first systematic dataset
for fine-grained evaluation of Chinese multi-turn
dialogue systems. It comprises 596 high-quality di-
alogues with 4,431 turns, addressing a critical gap
in this field. Built upon a linguistic theory-driven
Speech Act Framework, diverse user personas, and
varied conversational challenges, CMT-Eval simu-
lates realistic, multifaceted, and challenging inter-

actions that closely align with real-world scenarios.
Beyond dataset construction, we conduct experi-
ments showing that models struggle with certain
speech acts and user personas, especially under
global constraints or ambiguity, and suggest several
directions for improvement such as better tailoring
responses to user characteristics.

Overall, CMT-Eval enables effective multi-turn
evaluation, informs dataset design, and offers guid-
ance for dialogue strategies in dialogue systems.
Future work may include enriching the diversity
and coverage of user personas, scaling the dataset
to support supervised fine-tuning, and adapting
both the dataset and construction methodology for
other languages.

Limitations

In human evaluation, we find that LLM-Judge as-
signs higher scores compared to human evaluators
(4.40 vs 4.15). However, the Spearman correlation
coefficient confirms the reliability of LLM-Judge in
assessing models’ multi-turn dialogue capabilities.
We anticipate the development of more sophisti-
cated evaluation models.

We also compared two scoring strategies: taking
the minimum score across all turns versus averag-
ing the turn-level scores (see Appendix D). While
the averaging method shows stronger alignment
with human judgments, it tends to yield higher
scores. This may create the misleading impression
that our dataset lacks sufficient difficulty.

Moreover, as our dataset contains a substantial
number of multi-turn dialogues, averaging 7.4 turns
each, evaluating the models’ responses to multi-
turn queries, particularly in retaining dialogue his-
tory across turns, requires significant resources.
Additionally, using Claude-3.5-Sonnet for both
query generation and evaluation further adds to
the computational cost. These constraints limit our
ability to benchmark a wider range of models.

Ethical Consideration

In order to validate the alignment between LLM-
Judge and human evaluations, we invited three
graduate students, specializing in linguistics and
history, to assess the models’ performance on 100
dialogues from our dataset. Initially, we conducted
a pilot evaluation with one evaluator to estimate the
time commitment, which was approximately half a
workday per person. We provided a compensation
of 200 RMB (approximately 28 USD) per evalua-
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tor, in line with current data annotation rates. Each
evaluator was thoroughly briefed on the project
background and their tasks, and we obtained their
informed consent for using their evaluation results.
Throughout the process, we provided the evaluators
with the same evaluation criteria given to Claude-
3.5-Sonnet to ensure fairness in the assessment.
We sincerely express our gratitude to them for their
valuable contributions.
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Appendices
A Details of the Speech Act Framework

Our dataset is constructed from the user-centered
perspective, focusing on how users express their
needs and how these evolve over the course of
multi-turn interactions. To model this process, we
introduce the Speech Act Framework, grounded
in Speech Act Theory, that guides the construc-
tion of user queries to reflect real-world user—-LLM
interaction patterns.

A.1 Speech Acts

In multi-turn conversations, it is the user who drives
the dialogue forward. Each query reflects a specific
communicative intention, which can be formalized
as a speech act—an action that conveys the user’s
concrete needs and intents. By modeling these
speech acts, we aim to capture how users express
their needs.

To illustrate the function of speech acts, Table 5
presents several examples of user queries along
with the underlying needs they express.

These examples demonstrate that user queries
are not generic but intentional, need-driven actions
that actively shape the trajectory of the dialogue. To
systematically capture such behaviors, we define a
set of six speech acts specifically tailored to LLM-
based interactions. This set is both theoretically
motivated and empirically validated.

We begin by grounding our taxonomy in Speech
Act Theory (Bach and Harnish, 1979), which in-
cludes many fine-grained categories that capture
complex social functions in human communica-
tion. We consolidate overlapping types and retain
only those that are frequent, functionally distinct,
and closely aligned with user intent as observed
in user—LLM interactions. For instance, Bach and
Harnish (1979) have categorized communicative il-
locutionary acts into Constatives, Directives, Com-
missives, and Acknowledgments. In our taxonomy,
the Suggestion act builds on Advisories within the
Directives category, while Modification combines
Concessives and Retractions from the Constatives
category.

Furthermore, we iteratively refine and validate
the speech act set using real-world user—-LLLM con-
versation data (Zheng et al., 2023a). For instance,
we identified additional speech acts, such as Topic
Shift. Through multiple rounds of annotation, we
assess the clarity, distinctiveness, and coverage of
each candidate speech act. This process involves
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Speech Act  Example User Query

User Need

Follow-up “Can you explain its importance?”
Suggestion “Could you rewrite this to sound more formal?”
Modification “I want to change the timeline we discussed earlier.”

Seeking clarification based on the model’s previous reply.
Requesting a change in tone or style.
Revising previous input to reflect an updated goal.

Table 5: Examples of user queries and their corresponding speech acts.

adjusting the number and granularity of categories
based on observed ambiguities, ensuring that each
speech act is clearly distinguishable, and verifying
that the final set captures a broad coverage of user
behaviors in multi-turn interactions.

A.2 Speech Act Patterns

Beyond individual turns, user needs naturally
evolve as the dialogue unfolds. For instance, a user
may begin with a clarification question (Follow-
up), then provide feedback on the model’s response
(Feedback), and subsequently offer a suggestion for
improvement (Suggestion). Such sequences reflect
an organic process of interaction in which the user
iteratively refines their intent and collaborates with
the model to reach a satisfactory outcome. Under-
standing this progression is essential, as it directly
shapes the flow and structure of multi-turn conver-
sations.

To capture these patterns, we explicitly model
the evolution of user needs through four speech
act patterns, enabling the simulation of natural
multi-turn dialogues. Each pattern is constructed
by grouping speech acts that share similar commu-
nicative functions and frequently co-occur in real
user—LLLM conversations. For example, the Feed-
back Handling pattern combines Suggestion and
Feedback, both of which reflect user responses to
the model’s output. In contrast, the Information
Integration pattern incorporates Supplementation
and Modification, representing how users extend or
revise their own earlier input.

Our analysis of real-world user—LLM dialogues
reveals that these four patterns effectively capture
the most common trajectories of user intent de-
velopment, such as clarifying previous responses,
reacting to the model’s outputs, requesting addi-
tional information, and introducing new topics. For
example, Suggestion and Feedback frequently co-
occur in writing-related tasks, while Supplementa-
tion and Modification are often observed together
in planning or decision-making scenarios.

Concretely, each speech act pattern defines the
specific speech acts assigned to key positions
within the dialogue. The remaining turns are filled
with other randomly selected speech acts, exclud-

ing Topic Shift, to ensure diversity and flexibility

while maintaining a coherent structure. Details of

the four speech act patterns are provided below,
where n denotes the total number of turns in the
dialogue:

» Context Tracking requires at least three Follow-
up turns, which must occur in the 2nd, %—th,
and n-th turns, respectively, where n is the total
number of turns in the dialogue. Particularly, for
Long-Text, we exclusively employ the Context
Tracking pattern, requiring four Follow-up turns
positioned at the n-th, §-th, (n — 2)-th, and n-th
turns, to efficiently utilize QA pairs.

* Information Integration requires two turns of
Supplementation and two turns of Modification,
distributed as follows: Supplementation in the
2nd turn, Modification in the %—th turn, Supple-
mentation in the (n — 2)-th turn, and Modifica-
tion in the n-th turn.

* Feedback Handling also involves four turns, con-
sisting of two Feedback and two Suggestion
turns, arranged as follows: Feedback in the 2nd
turn, Suggestion in the %-th turn, Feedback in
the (n — 2)-th turn, and Suggestion in the n-th
turn.

As for Topic Transition, new topics may appear in

any turn other than the first or last, lasting 2 to 3

turns. The first turn of a new topic is marked as

Topic Shift, while subsequent turns may randomly

use other speech acts. The content of queries for

the new topic is generated based on the same user
persona and seamlessly integrated into the original
dialogue. When returning to the original topic, the
first query after the new topic is also marked as
Topic Shift.

B Details of User Personas

In multi-turn conversations, both the content and
the form of user queries influence model behavior.
At the content level, attributes such as gender, oc-
cupation, and personal interests shape the topics
users are likely to discuss. At the form level, a
user’s expressive style affects how these queries
are phrased and delivered.

To capture both the content and stylistic char-
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acteristics of user queries, we define a set of user
personas that combine demographic attributes (e.g.,
name, gender, occupation, interests) with distinc-
tive linguistic styles. Rather than being based on
individual users, these personas are abstracted from
large-scale analyses of user profiles across major
Chinese social media platforms. We ensure gen-
der balance across the eight personas and cover
a broad range of knowledge levels, occupational
backgrounds, interests, and communication styles.
These design choices result in personas that are
realistic, representative, and distinctive, and they
effectively influence model responses, as demon-
strated in Figure 7. Table 9 provides details of each
persona.

Importantly, these personas are designed to sim-
ulate diverse user characteristics in order to better
evaluate model responses under real-world interac-
tion scenarios. They are used solely for evaluation
purposes and do not appear in downstream applica-
tions or affect model training.

C Details of Dataset Construction

Our dataset incorporates substantial real-world data
to align closely with actual user-LLLM interactions.
The initial user queries come directly from real-
world user data and are paired with user personas
reflecting different user backgrounds. Then, to cap-
ture how user needs evolve over the course of a con-
versation, we draw on linguistic theory to model
multi-turn interaction dynamics. This helps ensure
that the dialogues reflect practical and meaningful
user-LLM exchanges. In addition, we preserve nat-
ural variation in user language, including diverse
expressions, styles, and input-level noise such as
typos and pinyin substitutions, in order to simulate
real-world conversational scenarios. These choices
allow our dataset to better challenge models’ ability
to handle real-world inputs and interaction diver-
sity.

While real data provides a strong foundation, us-
ing model-generated data offers important benefits.
Collecting large-scale real conversations raises se-
rious privacy concerns and resource constraints. In
contrast, generating dialogue with large language
models is a common approach that allows for con-
trolled testing of specific interaction patterns while
keeping the conversation flow realistic and consis-
tent. This combined method supports both realism
and reproducibility, making the dataset a reliable
resource for evaluating multi-turn dialogue perfor-

mance.

C.1 Initial Query Fomulation
C.1.1 Data Collection

For Standard and Hard, the data is collected from
three sources, AlignBench5 (Liu et al., 2023),
URS® (Wang et al., 2024), and Zhihu’.

For Long-Text, we collect long text materials
based on each user persona’s characteristics (such
as occupation, interests, and typical life scenarios)
from various sources, including WeChat blogs, pod-
cast transcripts, and others. The podcast transcripts
are obtained from the official website of Tongyi®.
All data in our dataset are from the public domain,
do not involve personally identifiable information,
and are used exclusively for research purposes.

To ensure data quality and content safety, we
carefully filter out samples that contain outdated
content, highly specialized domain knowledge,
overly subjective viewpoints, strong regional speci-
ficity, promotional content, potential biases, and
any inappropriate or harmful content.

C.1.2 Query-Persona Matching

For Standard and Hard, we utilize GPT-40-2024-
08-06 (temperature set to 0.1) to identify the most
relevant user persona for each collected data. This
process matches the persona’s gender, occupation,
and interests with the content of the corresponding
question. The prompt used for this matching is
shown in Figure 10.

After that, to ensure the assignments are accurate
and reflect real-world scenarios, we carefully man-
ually review the results and correct mismatched
assignments based on several principles. First,
whether the data aligns with the persona’s basic
information (gender, occupation) and interests. For
instance, pregnancy-related questions would rarely
come from male users. Second, we examine the
data’s relevance to the persona’s life context, such
as a request to write an 800-word essay on hon-
esty, which is more likely to come from a middle
school student. Finally, we ensure topical diversity
to avoid over-concentration of common interests.
For example, while travel is listed as Tina’s interest,
not all travel-related questions should be assigned
to her since it’s a widely shared topic.

Shttps://github.com/THUDM/AlignBench?tab=
readme-ov-file

Shttps://github.com/Alice1998/URS

7https://huggingface.co/datasets/liyucheng/

zhihu_rlhf_3k
8https://tongyi.aliyun.com/
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C.2 Multi-turn Dialogue Query Generation

We first construct conversation templates to guide
the LLM in generating user queries for each di-
alogue turn. Each template begins with a given
initial query and a matched user persona. Based
on this pair, we randomly assign one of the four
speech act patterns and limit the total number of
dialogue turns to between 6 and 8(excluding Topic
Transition, where the new topic is appended sepa-
rately). The selected pattern determines the target
speech act for each turn. The resulting template is
represented as a structured JSON object containing
the initial user query, matched persona, total num-
ber of turns, assigned pattern, and the target speech
act for each turn.

Next, we utilize Claude-3.5-Sonnet with temper-
ature set to 0.3 and top_p set to 0.7 to generate
user queries based on the JSON objects described
in Section A. For each dialogue, we first identify
the user persona from the JSON object and retrieve
their corresponding expression style, then incorpo-
rate both into the prompt for Claude-3.5-Sonnet to
simulate the specific persona’s language styles and
adhere to the designated speech acts for each turn.

We also require Claude-3.5-Sonnet to generate
default responses for each turn. These default re-
sponses serve two key purposes: first, they help
maintain coherence across multiple user queries
during the generation phase; second, they assist in
the subsequent manual refinement of dialogues to
ensure overall conversational consistency and qual-
ity. It is worth noting that these default responses
are not visible to the evaluated models. They do
not serve as input or guidance for the models under
evaluation and have no influence on their responses.

As previously mentioned, there are differences
between the three subsets, which result in varia-
tions in their construction processes, as shown in
Figure 9.

Figures 11, 12 and 14 present the prompts used
to generate dialogue queries for three subsets.

For Hard, we introduced four conversational
challenge strategies, explanations and examples
of which are presented in Figure 12. Specifically,
Global Constraints and Integration methods are
restricted to the first and last turn respectively. To
facilitate further manual review and modification,
we require Claude-3.5-Sonnet to indicate which
method it applies in certain turns when generating
the user queries.

For Long-Text, we first utilize Claude-3.5-

Speech Act GPT-40 Llama-3.1-8B-Instruct
Supplement 5.00 4.00
Feedback 4.90 3.89
Topic Shift 4.77 3.75
Suggestion 4.92 4.19
Modification 4.95 4.11
Follow-up 4.94 397

Table 6: Per-speech-act scores of GPT-40 and Llama-
3.1-8B-Instruct on Standard.

Sonnet with temperature set to 0.1 to generate a
summary and QA pairs for each long text, as shown
in Figure 13. Claude-3.5-Sonnet then selects one
question as the initial query and identifies four
Follow-up queries. Following this, it continues with
a query generation process similar to Standard,
but with adjusted parameters (temperature set to
0.2, top_p set to 0.7).

Notably, Topic Shift differs from the other five
speech acts in that, although the queries are gener-
ated by the model, those labeled with Topic Shift
are not conditioned on this label during genera-
tion and thus do not appear in the prompts for di-
alogue query generation shown in Figures 11, 12
and 14. As mentioned in Section A, for dialogues
assigned the Topic Transition pattern, we construct
them by concatenating two independently gener-
ated segments and inserting Topic Shift labels at
the transition boundaries during post-processing.
As aresult, the model only generates queries corre-
sponding to the other five speech acts, while Topic
Shift is introduced exclusively after dialogue query
generation.

C.3 Post-processing

In our approach, each punctuation mark serves as a
delimiter to split the text into segments, where only
the Chinese characters preceding each punctuation
mark are considered for pinyin substitution. We
apply a proportional substitution strategy with two
methods: replacing correct Chinese characters with
similar incorrect ones (character errors) and sub-
stituting characters with their pinyin romanization
(pinyin substitution). For the persona Mr.Qi, who
frequently makes typing mistakes, we set a higher
character error ratio of 1/4 and a pinyin substitution
ratio of 1/6. For other personas, both ratios are set
to 1/7 to simulate occasional input irregularities.
The post-processing reflects real-world scenarios
of user inputs, posing more challenges for models,
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Figure 9: Comparison of construction processes for three subsets

while maintaining the content of the dialogue.
Additionally, there are cases where a single
query is associated with multiple speech acts. This
observation is supported by our analysis of real-
world user data, which reveals that users frequently
convey multiple communicative intents within a
single query. For example, a user might say,
“Thanks, this is helpful. Can you also make the
tone a bit more formal?”, which simultaneously
expresses Feedback and Suggestion. To account for
such cases, we flexibly adjust our manual review
to include multiple speech acts when the model-
generated query naturally embodies more than one
intent. This adaptation allows us to better reflect
the richness of real user communicative behavior.

D Details of Evaluation

We focus on Information Synthesis and Adapt-
ability as the two core evaluation dimensions.
These dimensions are chosen as they represent es-
sential multi-turn dialogue capabilities that extend
beyond single-turn capabilities such as factual ac-
curacy. Moreover, they offer broad coverage of
multi-turn capabilities while remaining concise and
interpretable, thus avoiding unnecessary complex-
ity in the evaluation process.

We select Claude-3.5-Sonnet as our evaluator
because it exhibits the highest agreement with hu-
man judgments among several frontier models (e.g.,
GPT-40 and GPT-4 Turbo) tested under the same
experimental conditions. It provides more reliable
and higher-quality evaluation results.

Figure 17 presents an example of Claude-3.5-
Sonnet’s evaluation. After collecting the model’s
responses for each turn of the dialogue, we inte-
grate them into the JSON object. The entire di-
alogue, including the turn number, user queries,
speech acts, and model responses, is then provided
to Claude-3.5-Sonnet with temperature set to 0 and
top_p set to 0.1. For Long-Text, we first remove
the long text materials from the initial query, leav-
ing only the question. Additionally, the long text’s

summary and QA pairs are provided to Claude-3.5-
Sonnet as reference. Figures 15 and 16 display the
evaluation prompts used in the three subsets. We
ask Claude-3.5-Sonnet to follow the evaluation cri-
teria and assess based on two dimensions for every
turn: Information Synthesis and Adaptability, with
scores ranging from 1 to 5. We then calculate each
turn’s score, denoted as TLS, which is the average
of the Information Synthesis (IS) and Adaptability
(Adp)scores for each turn:

After the entire dialogue is completed, the
Dialogue-level Score (denoted as DLS) is computed
by averaging all turn-level scores (TLS) where N
represents the total number of turns in the dialogue:

1 N
DLS = Z; TLS;
1=

This scoring method differs from prior work (Bai
et al., 2024), in which the Dialogue-level Score is
defined as the minimum of all turn-level scores.

To validate the rationale behind our use of the
average-based scoring method, we compare its
agreement with human judgments against that of
the minimum-based method, under the same exper-
imental conditions described in Section 3.4.

As shown in Table 7, we adopt the average-
based method as our scoring strategy. Although
this approach tends to yield higher dialogue-level
scores—since it mitigates the impact of individ-
ual low-scoring turns—it achieves stronger align-
ment with human judgments. Furthermore, it of-
fers a more holistic view of a model’s performance
throughout the dialogue, avoiding the risk that iso-
lated failures disproportionately lower the overall
score.

Notably, the dialogue-level scores under the
minimum-based method are significantly lower,
suggesting that our evaluation dataset does pose
challenges for models. This observation indicates
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that the relatively high scores produced by the
average-based method should not be interpreted
as evidence of low difficulty, but rather as a direct
consequence of the scoring strategy itself.

Scoring Method Spearman Correlation Average DLS

Average-based 0.78 4.40
Minimum-based 0.76 3.59

Table 7: Comparison of scoring methods: agreement
with human evaluation and average DLS across all sam-
ples.

E Details of Experiments

We call the APIs provided by OpenRouter” to ob-
tain the models’ responses for all user queries in
multi-turn dialogues. The evaluated models are se-
lected based on several criteria: Chinese language
support, coverage of both open-source and propri-
etary models, and varying model sizes. Due to
resource constraints, our evaluation is limited to
six models.

Table 8 presents the detailed evaluation results,
including IS, Adp, and DLS scores across sub-
sets. The Overall column represents each model’s
mean DLS score across all subsets.

F Details of Disscussions

Table 10 presents the evaluation results of each
model’s performance across different user personas
on Standard.

Table 11 shows the number of samples per
speech act in each turn on Standard, where a sam-
ple represents the occurrence of a specific speech
act in user queries. To ensure the reliability of our
analysis, we focus on turns 2 to 7 where the sam-
ple distribution remains stable, as the number of
samples for all speech acts decreases after turn 8.
We also exclude the TLS variation of Suggestion
between turn 2 and 3 from our analysis due to its
limited sample size (only 10 samples) in turn 2.

It should be noted that the observed difficulty of
Topic Shift is not driven by the influence of lower-
performing models. As shown in Table 6, even
the best-performing model (GPT-40) receives its
lowest score on Topic Shift. Likewise, the weak-
est model (Llama-3.1-8B-Instruct) also ranks this
speech act the lowest. This consistent pattern
across models suggests that the lower average score
on Topic Shift reflects its inherent difficulty, rather

*https://openrouter.ai/

than being disproportionately affected by any sin-
gle model’s performance.
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Standard

Hard

Long-Text

Model IS  Adp DLS IS Adp DLS IS  Adp pLs Overall
GPT-40 485 4.85 485 476 4.84 480 490 491 491 4.85
GPT-40-mini 468 473 471 468 475 472 464 465 464 4.69
Qwen2.5-72B-Instruct ~ 4.67 473 470 424 436 430 470 472 471 4.57
Qwen2.5-3B-Instruct ~ 4.27 440 434 423 441 432 428 450 439 4.35
Llama3.1-70B-Instruct ~ 4.18 426 422 428 437 433 403 412 4.08 421
Llama3.1-8B-Instruct ~ 3.91 4.06 399 399 412 406 3.84 399 391 3.98
Mean 443 450 447 437 447 442 440 448 444 }
Standard Deviation 050 047 048 050 049 049 057 051 053 .

Table 8: The evaluation results. Overall represents the mean DLS of each model on three subsets.

Name Gender Occupation Interests Expression Styles

Ms.Zhang 7K1 Female T B, BB T 55,5 B

Duoduo Z&%< Female H'%#4 Bl 5] MR TFar LR, B A 1A, M 48 T

Mr.Chen FfE~ Male 5 RS, AL % URE, 5 P LR ) B RO, T R
Mr.Qi 771k Male — BWHAT  FFETERNERE ZRRZEERE TS EEEHEER
Tina Female Zm%H LR RAT SR B I 1 FEEAT AN PGB AAEE
Mr.Liu /]Nx1] Male — R4 TR Th27 7% R IR FIRE KRR, Mg B

Yating 5 Female HAZHT AN B, ARk PRI A 55 SR, W R B HAE R
Mr.Wang EN|  Male  BATHAG  FALBEOE B EE % IR A 2 B b A

Table 9: Details of user personas.

Model Mr.Qi Yating Liu Tina Chen Mr.Wang Ms.Zhang Duoduo
GPT-40 4.79 4.88 4.87 488 481 4.90 4.88 4.82
GPT-40-mini 4.58 477 473 471 4.65 4.74 4.76 4.76
Qwen2.5-72B-Instruct ~ 4.48 477 475 475 4.66 4.77 4.74 4.73
Qwen2.5-3B-Instruct 4.04 429 438 443 430 4.46 4.44 4.45
Llama3.1-70B-Instruct ~ 3.95 416 4.07 414 441 4.29 4.39 4.42
Llama3.1-8B-Instruct 3.75 397 403 396 4.07 4.00 4.07 4.12
Avg. 4.26 447 447 448 448 4.53 4.55 4.55

Table 10: The performance of all models across different user personas on Standard.

Speech Act #Samples

Tuarn 2 3 5 6 7 8 9 10 11
Supplementation 153 57 126 181 123 56 24 8 2
Feedback 160 64 111 145 116 41 12 9 4
Topic Shift 32 47 61 39 30 10 5
Suggestion 10 143 107 78 112 108 53 14
Modification 127 68 77 91 57 7 3
Follow-Up 305 204 162 94 130 112 87 50 30 13

Table 11: Number of samples per speech act each turn on Standard.
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## I AAE

{question}

#H# IS
{role}

Figure 10: The prompt for Claude to match queries with user personas in Standard and Hard.
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Figure 11

: The prompt for dialogue query generation in Standard.
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Figure 12: The prompt for dialogue query generation in Hard.
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{
"summary”: ""
"initial_question”: "",
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{
"question”: "[Aj@1",
"answer”: "ZZE1"
}7
{
"question”: "[AJRH2",
“anSWer” . ;1%@%2:1
}!
{
"question”: "[A&H3",
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3
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]
}

Figure 13: The prompt for generating summary and QA pairs of each long text in Long-Text.
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Figure 14: The prompt for dialogue query generation in Long-Text.
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Figure 15: The evaluation criteria for model responses in Standard and Hard.
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Figure 16: The evaluation criteria for model responses in Long-Text.
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("VEGES " BRI R TEME P A G R SIENA [

{("BIK: L,

"F P query”: "BATREARGEIEE [IN] 2 » "FiBT N "WIARE",

ERIEE . CWPERENAERE, BATRREEECEE.
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"ERWHES" 5.0),

("HIR": 3,
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"PESHERE" BRI R RS RT TR, B S N A SR CEE - BT AERE.

"ERWES" 4.0},

{("BIK": 4,

"FPquery” s TR T BRABRLR T B AL I _ LR AIBHR AR IR BT S RO AN SR 1 S IEAT A Hh R,

BREIEE " R TSR B AR ST AT T A B R AR AR BATIE T R T X MR LU B AT SERRRL
..,

"GIEREH": 5, “ERRES": 5,

CPESERE" BB R S RAT T IR, B A NE SR CER - BB AEERE.

AL 5.0},
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REIEE " TR SRST AR S AT LU BR T HE SRR AN SR - FHEDE — L BT B R EIT IR E M E A R, RAT LURE
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Figure 17: A case of evaluation.
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