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Abstract

As large language models (LLMs) increas-
ingly assist in subjective decision-making (e.g.,
moral reasoning, advice), it is critical to un-
derstand whose preferences they align with
and why. While prior work uses aggregate hu-
man judgments, demographic variation and its
linguistic drivers remain underexplored. We
present a comprehensive analysis of how de-
mographic background and empathy level cor-
relate with preferences for LLM-generated
dilemma responses, alongside a systematic
study of predictive linguistic features (e.g.,
agency, emotional tone). Our findings reveal
significant demographic divides and identify
markers (e.g., power verbs, tentative phrasing)
that predict group-level differences. These re-
sults underscore the need for demographically
informed LLM evaluation.

1 Introduction

Large language models (LLMs) are increasingly
used in subjective domains such as moral reason-
ing and personalized advice-giving (Wang et al.,
2023; Stade et al., 2024). The growing impact of
LLMs on decisions and communication highlights
the need to align them with diverse human prefer-
ences. Prior work in the NLP community has high-
lighted variations in human annotations for sub-
jective tasks (Ovesdotter Alm, 2011; Basile, 2022;
Plank, 2022), reflecting underlying differences in
individual or group-level preferences. While it was
once common to treat a single “gold standard” label
as the ultimate target for model alignment, recent
work in subjective NLP evaluation increasingly em-
phasizes demographic representation and diverse
perspectives (Sorensen et al., 2024).

Among subjective tasks, recent work has evalu-
ated LLM responses to emotional or ethical dilem-
mas using human judgments (Zhao et al., 2024;
Verga et al., 2024; Zhao et al., 2025). However,
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Figure 1: Roadmap of our study. We integrate demo-
graphic and empathy-level data (yellow) with human
ratings of LLM responses (green), and connect these
ratings to the content and linguistic features of the re-
sponses (blue and pink), enabling a multi-dimensional
analysis of how user characteristics and response styles
influence perceived empathy.

important gaps remain in understanding how fac-
tors such as participant demographics, and per-
sonality traits influence preference rankings, and
what linguistic features drive these differences. Al-
though several studies have collected human judg-
ment data (e.g. Cercas Curry and Rieser, 2019;
Mostafazadeh Davani et al., 2024; Kirk et al., 2024,
among others), these resources remain underex-
plored, particularly in terms of how preferences
vary across users belonging to different demo-
graphic groups, what personality traits or other fac-
tors, and which language patterns may contribute
to such variation.
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In the context of responding to emotional users,
the issue of generating empathetic responses has
received increased attention (e.g. Rashkin et al.,
2019) and systems displaying empathy have been
shown to generally increase user satisfaction (Ros-
tami and Navabinejad, 2023). However, it is un-
clear whether users always prefer more empathetic
responses across the board or whether some users
may prefer other styles. We present a comprehen-
sive analysis of human ratings on LLM-generated
responses, focusing on the influence of demo-
graphic factors and empathy. We examine how
different user groups evaluate responses to moral
dilemmas, and how these preferences vary across
demographic and empathy lines to shape percep-
tions of LLM output. We explicitly distinguish
between cognitive and affective empathy in our
analysis, which helps reveal how different aspects
of empathy relate to variation in response prefer-
ences across users (Jolliffe and Farrington, 2006).
To the best of our knowledge, we are the first to
analyze these questions.

To deepen our understanding, we analyze model
responses using both quantitative and qualitative
methods, leveraging tools such as Linguistic In-
quiry and Word Count (LIWC) and Connotation
Frames of Power and Agency to identify linguis-
tic features associated with divergent preferences
(Tausczik and Pennebaker, 2010; Sap et al., 2017).
Finally, we offer actionable insights for adapting
LLM communication styles to better align with the
empathic expectations and demographic character-
istics of diverse user populations. For example,
we observe that the model most preferred by the
participants tends to adopt a more assertive and
agentic tone, and groups that have lower empathy
tend to favor models that show more prevalence in
cognitive linguistic markers. By linking linguistic
patterns to demographic preferences and type of
empathy in users, this work equips developers to
refine inclusivity in LLM design and challenges
the assumption that “one-size-fits-all” outputs suf-
fice for subjective tasks. Our findings highlight
the need for human-conscious evaluation in LLMs,
particularly as the field shifts toward subjective
notions of quality (Meister et al., 2024).

2 Related Work

Recently, LLMs’ affective abilities have come
to the forefront, evidenced by the emergence of
several benchmarks to measure them, such as

EmoBench (Sabour et al., 2024) and Emotion-
Queen (Chen et al., 2024). In particular, much
of this work has focused on generating empathetic
responses: a 2024 metareview found that human
raters find LLM-generated responses to be more
empathetic than humans’ (Sorin et al., 2024). Sev-
eral later studies have compared LLM responses
to dilemmas to humans’, supporting previous find-
ings that LLMs can respond empathetically (Huang
et al., 2024; Wang et al., 2023; Lee et al., 2024; We-
livita and Pu, 2024). Although subjective tasks
in NLP are a growing area of interest, previous
studies on LLM responses in this context have not
considered individual preferences, despite it be-
ing a task with high disagreement (Manzoor et al.,
2024). Welivita and Pu (2024) collect how empa-
thetic humans are, but only as an attention check,
and do not correlate it with response preferences.
In this paper, we consider how the human raters’
own tendency to empathise, the type of empathy
they display, and their sociodemographic features
affects response preferences.

In terms of preferences, only a few studies have
considered what features of a response appeal to
human judges and LLMs (Li et al., 2024). In the
context of EQ and empathy, Lee et al. (2024) found
that models have distinct response patterns that also
differ from humans’ by studying the surface fea-
tures of each model by training a BOW classifier,
and (Zhao et al., 2025) investigate different aspects
of response quality, such as actionability and sym-
pathy. We present a study aligning preferences with
linguistics features.

3 Experimental Setup

Data We use the dataset developed for the Lan-
guage Model Council (LMC) framework (Zhao
et al., 2025), which supports collective evaluation
of different LLMs on a task related to emotion in-
telligence. This dataset extends the emotionally
charged dilemmas EmoBench benchmark (Sabour
et al., 2024). Specifically, it consists of a total
of 100 dilemmas (e.g., a family member asking
for money when you are facing financial problems
yourself). A council of 20 LLMs rank each other’s
open-ended responses to these interpersonal con-
flicts, resulting in a total of 2,000 evaluated re-
sponses.

After the generation of LLM responses, human
participants were asked to evaluate pairs of these
responses to assess the models’ emotional intelli-
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Demographic CE AE
Female (N = 113) 3.00+ 0.43* 3.18+ 0.51*

Male (N =93) 2.87+ 0.43*%2.97+ 0.56*
UK (N =181) 2.89+ 0.59*% 2.94+ 0.67*
USA (N =26) 3.11+ 0.56* 3.18+ 0.54*

Age 18-24 (N = 46)
Age 25-34 (N =73)
Age 35-44 (N = 46)

3.05+ 0.52* 3.08+ 0.63
2.72+ 0.63* 2.89+ 0.64
3.07£ 0.49 3.04£ 0.61

Age 45-54 (N = 30) 2.964+0.45 3.024+ 0.58
High school or below (N =20) 2.99+ 0.61 3.194 0.57
Undergraduate (N = 121) 2934+ 0.59 2.91+ 0.68
Graduate (N = 68) 2.874+0.61 3.02+ 0.64

Al use: Never (N =24)
Al use: Rarely (N = 46)
Al use: Sometimes (N = 98)
Al use: Frequently (N = 50)

2.844+0.42 2.84+ 0.63
297+ 0.50 3.00+ 0.67
3.01+ 0.60 3.09+ 0.58
2.96+ 0.68 3.06+ 0.68

Table 1: Cognitive Empathy (CE) and Affective Em-
pathy (AE) Scores by Demographic Categories. Bold
values indicate the highest score within each dimension.
* denotes significant differences (p < 0.05, #-test). All
values are mean =+ SD on a 1-5 Likert scale.

gence. In each of the 1300+ comparisons, partic-
ipants selected the response they considered the
better (e.g., “Response A much better than B”)
and provided qualitative feedback on their choice.
This feedback included labels describing emotional
qualities, such as “the best response expressed emo-
tions,” “the system sympathized with the protag-
onist,” and “the best response seems trustworthy.”
The full list of survey questions is provided in Fig-
ure 8 in Appendix A. (Further details on partici-
pants recruitment, quality control are included in
the appendix of (Zhao et al., 2025)).

While Zhao et al. (2025) compared LLM pref-
erences to human responses using the collected
ratings, it did not analyze the underlying human
preferences reflected in the qualitative feedback. In
this paper, we build on that data to investigate how
demographic background and empathy level corre-
late with preferences for LLM-generated dilemma
responses.

Models We use nine models from the LLM Coun-
cil for our analysis of human response preferences.
These models were selected by Zhao et al. (2025)
from the original 20 council members for compari-
son against human evaluations. The models include
Qwenl.5-110b-chat (Bai et al., 2023), gpt-40-2024-
05-13 (OpenAl, 2024), claude-3-opus (Anthropic,
2024), qwen1.5-32b-chat (Team, 2023), llama-3-
70b-chat (Platforms, 2024), claude-3-haiku (An-
thropic, 2024), mixtral-8x7b (Jiang et al., 2024),

| tend to feel scared when | am
with friends who are afraid

(o, O O O
Strongly Disagree Neutral Agree Strongly
disagree Agree

| can understand my friend’s happiness
when she/he does well at something

(o, O O O
Strongly
disagree

Disagree Neutral Agree Strongly

Agree

| have trouble figuring out when
my friends are happy

(o O O O
Strongly Disagree Neutral Agree Strongly
disagree Agree

Figure 2: Examples of empathy assessment question-
naire sourced from Jolliffe and Farrington (2006). The
first question assesses affective empathy. The second
and third questions assess cognitive empathy.

llama-3-8b-chat (Platforms, 2024), and gpt-4-0613
(OpenAl, 2023). For simplicity, we refer to them
throughout the paper as Qwenl1.5-110b, gpt-4o,
claude-3-opus, qwen1.5-32b, llama-3-70b, claude-
3-haiku, mixtral-8x7b, llama-3-8b, and gpt-4.

Participants demographics We use demo-
graphic data collected by Zhao et al. (2025), which
includes age, gender, country of origin, education
level, and frequency of Al use. However, the par-
ticipant distribution across these categories is un-
even, with some subgroups (e.g., “non-binary” in
gender, “60+” in age) having very small sample
sizes. To ensure the reliability of our analyses on
empathy and demographic-specific rankings, we
exclude any subgroup with fewer than 10 partici-
pants. In addition, we combine the “every day” and
“nearly every day” Al use responses into a single
“frequently” category. Table 1 presents the final
demographic dimensions and subgroup sizes.

Empathy assessment Alongside demographic
questions, participants filled in the Basic Empa-
thy Scale (Jolliffe and Farrington, 2006), which
we used to evaluate both cognitive empathy (CE)
and affective empathy (AE) (examples shown in
Figure 2). CE reflects the ability to understand oth-
ers’ perspectives, while AE refers to sharing others’
emotional experiences. This distinction is key for
a more precise evaluation and analysis of how dif-
ferent types of empathy relate to human judgments
of dilemma-focused LLLM responses.
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Figure 3: Ranks of LLMs across groups in selected demographic dimensions. We add “Overall” human ranking for
reference on the first hue in each figure. “LMC” stands for ranking by language model council.
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Figure 4: Variance in ranking across LLMs.

The original questionnaire used a Likert scale
ranging from strongly disagree to strongly agree.
For our analysis, we converted these responses to
a numerical scale from 1 to 5. Additionally, for
negatively worded items (e.g., “I have trouble figur-
ing out when my friends are happy”), where lower
agreement indicates higher empathy, we reversed
the scores to ensure that higher values consistently
reflect greater empathy. Based on the numerical
scores, we calculated each participant’s average
empathy, cognitive empathy, and affective empathy
scores. Participants were then divided into groups
using a median split: low vs. high overall empa-
thy, low vs. high cognitive empathy, and low vs.
high affective empathy. This grouping allows us to
explore how varying levels and types of empathy
relate to participants’ judgments of LLM responses
to emotional dilemmas.

Empathy across demographics We compute
the average self-reported empathy scores and stan-
dard deviations across demographic subgroups, and
used statistical tests to assess significant differences
between them (see Table 1). Female participants
exhibit significantly higher empathy scores than
male participants in both cognitive and affective
dimensions (¢t = 2.31, p = 0.02), aligning with prior
findings on gender differences in empathy (Jolliffe

and Farrington, 2006). Although participants from
the US report higher overall empathy levels than
those from the UK (r = 2.35, p = 0.02), this re-
sult should be interpreted with caution due to the
uneven sample sizes (UK: n =181, US: n = 26).
To further examine the relationship between em-
pathy and individual factors, we ran additional lin-
ear regression analyses using age, education level,
and frequency of Al use as predictors. These mod-
els revealed no significant associations between em-
pathy scores and any of these variables. However,
we observe significant differences in cognitive em-
pathy across age groups, as revealed by a one-way
ANOVA (F(3, 195) = 3.18, p = 0.025), suggesting
that some aspects of empathy may develop with
age and life experience (Guariglia et al., 2023).

4 Human Ratings Analysis

We analyze human evaluators’ ratings of LLM re-
sponses to dilemmas to uncover how preferences
vary across demographic groups. Here we present
the demographic-specific ranking patterns, over-
all trends in model preferences, and how empathy
influences people’s preferences.

Demographic-specific ranking Following Zhao
et al. (2025), we compute demographic-specific
model rankings using arena-style pairwise compar-
isons against a fixed reference model, Qwen-1.5-
32B. The rationale and procedure for selecting the
reference model are detailed in their paper. For
each subgroup, we filter the human evaluation data
accordingly and calculate rankings based on ex-
pected win rates using the ELO scoring system
(Bai et al., 2022), with Bradley—Terry (BT) coeffi-
cients (Bradley and Terry, 1952) applied to improve
statistical robustness.

Note that not all subgroups yield a complete
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set of pairwise results due to limited comparisons
within some demographics. We present the key
subgroup ranking patterns in Figure 3, and report
full rankings for all subgroups in Figure 9 in Ap-
pendix C.

General trends in human preferences We ob-
serve substantial variability in model rankings
across demographic dimensions including gender
(Figure 3A) and country of origin (Figure 3B). To
quantify this, we compute the variance of each
model’s ranking position across all demographic
subgroups, as shown in Figure 4. The results show
that Qwen1.5-110B exhibits the highest rank vari-
ance, indicating that its perceived quality varies
widely across different demographic groups. It
is followed by LLaMA-3-70B and LLaMA-3-8B,
which also show considerable divergence in their
rankings. These findings suggest that certain
models may appeal strongly to some subgroups
while being less favored by others, highlighting
the importance of analyzing preferences beyond
the aggregate level.

Despite the high variance in rankings across de-
mographic groups, some models consistently per-
form well overall. As shown in Figure 3, Claude-3-
Opus, GPT-40, and Qwen1.5-110B constantly rank
in top three, suggesting broader cross-demographic
appeal. In contrast, smaller models such as GPT-4
and LLaMA-3-8B consistently rank lower, indicat-
ing a more limited alignment with users’ expecta-
tions. These patterns suggest that model scale and
architecture may play a role in perceived response
quality, and that a few models manage to strike a
balance across diverse user preferences.

Empathy-related divergence in ratings Fig-
ure 3C displays model rankings across empathy lev-
els. Empathy shows a particularly strong influence
on model preference. LLaMA-3-70B consistently
ranks in the top two among high-empathy groups,
although it only ranks fifth among all human partic-
ipants. In the meantime, Qwen1.5-110B ranks the
first or second among low-empathy groups. This
pattern aligns with participants’ feedback on per-
ceived empathy: LLaMA-3-70B was described as
“emotionally intelligent” in 82% of its evaluations,
compared to just 58% for Qwen1.5-110B. A com-
plete report of perceived empathy ratings is pro-
vided in Figure 7 (Appendix A).

The results also point to distinct effects of cogni-
tive empathy (CE) and affective empathy (AE). For
instance, the low CE group ranks Claude-3-Haiku

and Mixtral-8x7B among their top three models,
despite these models typically receiving lower rank-
ings overall. In contrast, the low AE group ranks
both models near the bottom. This contrast sug-
gests that cognitive and affective empathy may
drive attention to different qualities in model
outputs, such as emotional intelligence versus co-
herence or informativeness, highlighting the impor-
tance of treating cognitive and affective empathy
as distinct dimensions in LLM evaluation, rather
than collapsing them into a single measure.

Ranks across gender groups and countries of
origin (3A, B) further underscore the influence of
empathy-related factors. In particular, groups with
higher average empathy, i.e. female and partici-
pants from the UK, tend to rank Qwenl1.5-110B
lower and LLaMA-3-70B higher. For example,
Qwenl.5-110B’s ranking spans up to seven posi-
tions between the UK and US groups. This di-
vergence reveals that cultural or national con-
text may shape expectations around what con-
stitutes a ‘“‘better” response to a moral dilemma—
whether it should be more actionable, emotion-
ally attuned, or pragmatically useful. Empathy
likely plays a role in shaping these criteria, influenc-
ing how different groups interpret and value model
behavior. This finding highlights the need to incor-
porate socio-demographic diversity into evaluation
frameworks.

We also observe a notable divergence between
the overall human ranking and the ranking from
Language Model Council (i.e. a group of LLMs),
as shown in Figure 3D. While both converge on
the high-performing models, their top preferences
differ: overall, human participants rank Claude-
3-Opus highest, whereas LMC favors Qwenl.5-
110B. This indicates that human evaluators and
language models may prioritize different quali-
ties when assessing model responses. Given that
Qwenl1.5-110B receives consistently lower rank-
ings from high-empathy groups, its lower place-
ment in human ranking suggests that it may lack
features that resonate with human evaluators. This
divergence highlights the value of human-centered
evaluation, especially when models are intended
for use in socially or emotionally sensitive contexts.

5 Linguistic Style Analysis of LLM
responses

We investigate the factors underlying ranking differ-
ences by analyzing linguistic styles across LLMs’
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A. Affective Processes
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Figure 5: LIWC analysis results. Numbers are Z-score normalized means for each LIWC dimension across models.
Positive scores indicate higher-than-average use of a category.

responses. Specifically, we examine affective and
cognitive language features, characterize social
roles through the connotation framework of Power
and Agency, and perform qualitative analysis to
relate these stylistic patterns to user demographic
preferences.

5.1 LIWC Analysis: Cognitive or Affective
Agent?

We use the Linguistic Inquiry and Word Count
(LIWC), a widely adopted tool for analyzing psy-
chological and linguistic features in text (Tausczik
and Pennebaker, 2010). LIWC categorizes words
into predefined dictionaries (e.g., emotional tone,
cognitive processes, social references) and quanti-
fies their prevalence as a percentage of total words.
For examples of words associated with these pre-
defined categories, see Figure 3 in Appendix B.

To investigate whether language models adopt
a more cognitive or affective communicative style,
we focus on two categories from the LIWC-2001
dictionary (Francis and Booth, 1993): affective pro-
cess and cognitive process." Affective processes
refer to expressions of emotion (e.g., “happy,” “an-
gry”), while cognitive processes relate to mental
operations like reasoning or causality (e.g., “think,”
“because”).

For each model, we calculated the frequency of
words in each selected LIWC category across the
generated text samples. We then computed the
mean percentage per category for each model. To
enable comparison across models, we standardized

1https ://1lit.eecs.umich.edu/geoliwc/liwc_
dictionary.html

these means into z-scores (normalized across mod-
els within each category). The resulting z-score
normalized means reflect the relative prevalence of
each linguistic feature per model, as visualized in
Figure 5.

Affective processes Figure 5A shows the z-score
normalized average frequency across models per af-
fective process category. The first column, affective
process, captures overall affective or emotional pro-
cess related language, while the remaining columns
break it down into specific emotions types. Models
are ordered by overall human ranking on the y-axis.
Claude-3-Opus and GPT-40 score highest in affec-
tive and positive emotion language, reflecting a
warm and emotionally expressive style. In contrast,
LLaMA-3-70B shows the lowest affective scores
(e.g., -1.78 on affective process, -1.56 on positive
emotion), suggesting a more emotionally neutral
tone. Interestingly, LLaMA-3-70B communicates
little emotion on the surface, yet resonates most
with high-empathy users 3. This contrast hints that
empathy, as perceived by humans, may lie not only
in emotional language itself but also in the quiet
signals of understanding, calm, and care.

Smaller models like LLaMA-3-8B and GPT-4
exhibit elevated negative emotion scores (negative
emotion, anxiety, anger, sadness), forming a warm-
colored cluster in the lower right of the plot. In
contrast, the Qwen models show consistently low
levels of negative emotion language, which may
reflect a cautious communicative strategy—avoiding
emotionally distressing or potentially triggering
content. Such avoidance might be intended to cre-
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ate a safe, calm tone, especially in emotionally
sensitive contexts. However, it can also come at the
cost of emotional validation: users might perceive
such responses as emotionally flat if the model
avoids mirroring their emotional state. Whether
this is perceived as comforting or disconnected
likely depends on the user’s expectations.

Cognitive processes Figure 5B shows the z-
score normalized average frequencies of LIWC
cognitive process categories across models. These
categories are designed to capture how often mod-
els use language tied to analytical thinking. The
first column, cognitive processes, reflects general
use of such terms, while the remaining columns
dive into more specific aspects. The Qwen fam-
ily (Qwen1.5-110B and Qwen1.5-32B) constantly
stands out in key cognitive categories—cognitive
processes, insight (e.g., think, know), and causa-
tion (e.g., because, effect, hence). This suggests
that Qwen models tend to favor a thoughtful, re-
flective style that emphasizes reasoning and ex-
planation. The following specialized categories
show subtler but still telling stylistic fingerprints of
models. Claude-3-Haiku scores highest on discrep-
ancy terms (e.g. should, would, could), which of-
ten reflect hypothetical reasoning, normative judg-
ments, or imagined scenarios. Mixtral-8x7B uses
the most inhibition-related words (e.g. block, avoid,
stop), hinting at a cautious or regulatory tone, while
Qwenl1.5-110B uses the fewest, perhaps reflecting
a more assertive or action-oriented voice. Ten-
tative language (e.g. maybe, perhaps) is rare in
LLaMA-3-70B, suggesting a more direct or con-
fident expression style. Patterns in inclusive and
exclusive language further highlight stylistic con-
trasts. Claude-3-Opus frequently uses inclusive
terms (e.g., and, with, together), implying a focus
on shared contexts. Qwenl.5-110B, by contrast,
shows the strongest preference for exclusive terms
(e.g., but, without), pointing to a more contrastive
or differentiating rhetorical approach.

5.2 Power and Agency Analysis: Dominant
Collaborator or Passive Observer?

We use the connotation framework of Power and
Agency (Sap et al., 2017) to analyze interpersonal
dynamics in model responses. This framework
specifically focuses on verbs, examining how they
encode social roles through two key dimensions:
agency and power. These dimensions describe how
verbs position their arguments, typically agents and
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Figure 6: Power & Agency analysis results. Numbers
stands for the percentage of verbs after “I”” belongs to
certain power & agency category.

themes—with respect to control and social hierar-
chy. Agency reflects the degree of intentionality
implied by a verb, as in decide (high agency: “I
decide”) versus endure (low agency: “I endure”).
Power captures relative authority, with verbs like
command placing the subject in a dominant role
(“I command”) and obey indicating subordination
(“T obey”). Applied to language models, this frame-
work provides a lens to examine how models con-
struct social roles—whether they take authoritative
stances, adopt collaborative tones, or defer to users.

We extracted all verbs that follow the subjective
term “I”” in model responses to analyze how models
express power and agency. For each agency or
power type (e.g., Agency Positive or Power Agent),
we calculated its proportion relative to all verbs that
follow “I” for each model. The results are shown
in Figure 6.

We observe notable differences in how LLMs
linguistically frame first-person agency and power.
Claude-3-Opus, LLaMA-3-70B, and Claude-3-
Haiku exhibit particularly high proportions of
Agency Positive verbs (46.3%, 29.2%, 44.2%, re-
spectively), suggesting a tendency to present them-
selves as proactive and assertive. This is further
reflected in their frequent use of Power Agent verbs
(70.5%, 56.4%, and 41.7%), which position the
model as holding authority or control within the
interaction. In contrast, Qwen1.5-110B adopts a
more restrained linguistic stance. Its relatively low
use of Power Agent verbs (12.5%) and elevated
share of Agency Negative verbs (26.7%) shows a
more receptive tone—one where the model appears
to take on a more responsive role in conversation.
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claude-3-opus:

I hear you Andre ... Moving away is always challenging ...
It’s important to remember that this ... People often ...
That said, your feelings are valid. 1t’s natural to feel ...
Focus your energy on ... Nurture new friendships ... Don’t
be afraid ...

Most importantly, be kind to yourself during... Acknowl-
edge that... Hang in there, Andre.

gpt-4o:
It’s tough to ... Remember ... First, recognize that ... To
navigate this:
e [. Set Personal Goals: ...
e 2. Build a Support System: ...
* 3. Document Wins: ...
e 4. Seek Feedback: ...
Remember, doubt is natural ... Embrace ...

Qwen1.5-110B:

It sounds like you're in a tricky situation, but there are
constructive ways to address it. You can approach it by
saying something like, "Hey, I think ..."

During the meeting, suggest implementing ...

Emphasize that .... You might say, "I really value ..."
Remember, the goal is to ...

Llama-3-70b:

I totally understand why ... It’s frustrating ...

Firstly, I want to acknowledge that your feelings are valid.
You have every right to feel ...

Before deciding what to do, let’s break it down. You've
already ... Now, you're considering ...

When ... try to focus on the facts and ... Avoid ...
Remember, you deserve to be heard and respected ... Don’t
... and don’t be afraid to speak up for yourself.

Table 2: Example responses of selected LLMs. Model
names are in bold within each response. Responses are
shortened to highlight their language style.

5.3 Qualitative Analysis

We conclude this section with a qualitative analy-
sis of model responses, focusing on the top three
models from the overall ranking, Qwen1.5-110B,
Claude-3-Opus, and GPT-40, as well as LLaMA-3-
70B, the model most preferred by participants with
high empathy scores. Table 2 presents abbreviated
versions of these models’ responses. For the full
responses, refer to Figure 10 in Appendix D.

The responses reveal distinct conversational
styles across models. Claude-3-Opus stands out
for its strong emotional attunement, frequently us-
ing empathetic first-person expressions like “I hear
you” to establish a sense of connection and under-
standing. GPT-40, by contrast, takes a more utilitar-
ian approach: it briefly acknowledges emotions but
quickly shifts toward delivering structured, goal-
oriented advice—often formatted as clearly enumer-
ated steps (e.g., “To navigate this: 1. Set personal
goals... 2. Build a support system...”). Qwenl.5-

110B adopts a more neutral and observant tone,
favoring phrases like “It sounds like...” It often fol-
lows up with concrete suggestions, such as telling
the user “You might say...” Meanwhile, LLaMA-3-
70B demonstrates especially strong engagement in
emotional validation, using phrases like “Let me ac-
knowledge your feelings” and devoting nearly half
of its response to compassionate reflection before
moving into guidance.

Across all four models, responses consistently
include emotional validation, supportive encour-
agement, and actionable advice. Yet, each model
emphasizes these elements differently, reflecting
distinct design priorities and conversational styles.

6 Discussion and Conclusion

This paper presents an in-depth analysis of how
demographic factors and empathy shape human
preferences for LLM responses. Specifically, we
investigate how a person’s preferences for different
LLM responses to dilemmas are shaped by their so-
ciodemographic background as well as their degree
and type of empathy. We identify those with cog-
nitive empathy and affective empathy depending
on their replies to an empathy questionnaire. We
then examine each group’s preferences for differ-
ent LLMs and explore how these preferences align
with the linguistic features of the model responses.

Our results show that both demographic factors
and empathy levels shape human preferences in
LLM responses to emotional dilemmas. For in-
stance, groups with higher affective empathy tend
to prefer responses that include emotional valida-
tion and compassionate language, whereas those
with lower empathy levels prefer more straightfor-
ward, practical answers. We also find that language
style and emotional tone in LLM responses signifi-
cantly influence these preferences. These findings
have several implications for model development
and real-world applications:

Personalization. LLMs could be tailored to
individual user traits, such as cognitive or affec-
tive empathy, enabling more satisfying and appro-
priate responses in emotionally charged contexts
like mental health support, coaching, or education.
Lightweight, opt-in user profiling—via short ques-
tionnaires or behavioral cues—could allow LLMs
to dynamically adjust tone and style to align with
individual communicative preferences.

Model selection and fine-tuning. Developers
can leverage empathy-aligned preferences to guide
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the choice or fine-tuning of models for specific
applications. For example, models exhibiting emo-
tionally validating language may be better suited
for grief support or counseling tasks, whereas mod-
els with more neutral, pragmatic language may be
preferable in task-oriented or efficiency-focused
settings.

Rethinking one-size-fits-all empathy. Our find-
ings challenge the default assumption that empathy
is always the optimal strategy. In some contexts,
neutral or pragmatic responses may better serve
user needs.

Overall, our study highlights the importance of
considering both demographic and empathy-related
factors in LLLM design. By accounting for the di-
verse emotional and communicative needs of users,
developers can create systems that are more in-
clusive, contextually appropriate, and ultimately
more effective in supporting human-Al interac-
tion. While empathy has been the de facto strategy
used in NLP, several studies have problematised
its use from an ethical perspective (Curry and Cer-
cas Curry, 2023; Cuadra et al., 2024). Our findings
suggest from a usability perspective, there may also
been room for more diversity of responses.

Ethical Considerations

Our analyses rely on publicly available model out-
puts and preference data without involving new
human subject data. We acknowledge that inter-
pretations involving user demographics and model
behavior may carry ethical implications. We took
care to avoid overgeneralization and to report limi-
tations transparently.

Limitations

Our study has several limitations. First, the demo-
graphic composition of the user preference data is
not evenly distributed, with certain age, gender, or
regional groups underrepresented. This imbalance
may bias the observed preference patterns and limit
the conclusions we can draw about broader popu-
lation trends. Second, while we analyze linguistic
markers such as affective and cognitive language
use, we do not directly assess the models’ ability to
express or understand empathy. Including empathy-
specific evaluations, such as human-rated empathy
scores or established empathy benchmarks, could
offer deeper insight into the social sensitivity of
model responses. Third, our stylistic analyses rely
on predefined lexical categories (e.g., LIWC, con-

notation frames), which may overlook subtleties in
language use that are context-dependent or emerge
dynamically in interaction. Future work could
address these limitations by collecting more de-
mographically balanced feedback, incorporating
empathy-focused measures, and exploring comple-
mentary analytical tools.
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Figure 7: Response feature analysis based on feedback.

Numbers indicate the portions of participants selecting
“True”. Higher number indicate model response is more
likely to have certain feature.

eq : The response seemed emotionally intelligent.

el: The response considered the protagonist’'s mental state.
e3: The response expressed emotions.

e4 : The response sympathized with the protagonist.

e5: The response was supportive in coping with an emotional situation.
ul: The response understood the protagonist’s goals.

u2 : The response understood the protagonist’s needs.

u3 : The response seems trustworthy.

u4 : The response understood the protagonist’s intentions.
action : The response suggested actionable steps.

clarity : The response was clear.

concise : The response was less verbose

Figure 8: Full list of qualitative feedback questions for

rating the generation of dilemmas used in (Zhao et al.,

2025).

B LIWC Dictionary Dimensions and

Examples

Table 3: Example words in LIWC dimensions.

Psychological
Processes

Keywords

Social Processes

talk, us, friend

Friends
Family
Humans

pal, buddy, coworker
mom, brother, cousin
boy, woman, group

Affective Processes

happy, ugly, bitter

Positive Emotions
Negative Emotions
Anxiety

Anger

Sadness

happy, pretty, good
hate, worthless, enemy
nervous, afraid, tense
hate, kill, pissed

grief, cry, sad

Cognitive Processes

cause, know, ought

Insight
Causation
Discrepancy
Tentative
Certainty
Inhibition
Inclusive
Exclusive

think, know, consider
because, effect, hence
should, would, could
maybe, perhaps, guess
always, never

block, constrain

with, and, include
but, except, without

Perceptual Processes

see, touch, listen

Seeing
Hearing
Feeling

view, saw, look
heard, listen, sound
touch, hold, felt

Biological Processes

eat, blood, pain

Body
Sexuality

ache, heart, cough
horny, love, incest

C Demographic-Specific Rankings

Figure 9 reports rankings of all subgroups across
demographic dimensions, including empathy, gen-
der, country of origin, education, age, and Al use.
Some subgroups do not have a sufficient number of
participants, and are therefore not included in the
main text.

D LLM Response Examples

Figure 10 shows examples of full LLM responses
to dilemmas from the four highest-ranking models,
highlighting the diversity of their response styles.
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Figure 9: Ranks from all subgroups.
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claude-3-opus

| hear you Andre, and I'm sorry you're going through this tough
situation. Moving away is always challenging, and it's
disheartening when friends don't put in the effort to stay
connected like they said they would.

It's important to remember that this likely isn't a reflection on you
or the value of your friendships. People often get caught up in
their own lives and struggles, and maintaining long-distance
relationships takes real work and commitment.

That said, your feelings are valid. It's natural to feel hurt and
question the depth of these friendships when communication
fizzles out. | would encourage you to be direct with your friends.
Let them know that you miss feeling connected to them and
you'd love to catch up more regularly, even if it's brief. See how
they respond.

Focus your energy on the friends who do make an effort, even if
it's just one or two. Nurture new friendships in your new city as
well. Don't be afraid to be vulnerable and let people know you're
looking to build connections.

Most importantly, be kind to yourself during this adjustment
period. Acknowledge that this is hard, but have faith that with
time, you'll find your footing socially in your new home. Keep
putting yourself out there, stay open to new connections, and
trust that the meaningful friendships will endure, even if they
look a bit different than before. Hang_in there, Andre.

L can understand how tough and uncomfortable this situation is
for you. It's clear you care deeply for both John and Lisa, and this
puts you in a really tricky spot. Here are a few considerations that
might help guide your next steps:

1. Encourage Responsibility: You've already advised John to
confess to Lisa, which is a commendable step. It's important he
understands that taking responsibility is a crucial part of mending
the damage he's done, even if it's incredibly painful.

2. Support for Both: Consider suggesting that John seek
professional counseling, either individually or as a couple, if he
decides to confess. This can provide him tools to navigate the
repercussions and might offer Lisa some support too.

3. Your Boundaries: It's okay to establish your own boundaries.
Let John know how this secret is affecting you and that you can't
carry this burden indefinitely. Be clear about your need to
distance yourself from this issue to maintain your own well-being.

4. Evaluate Your Role: Reflect on your role and relationship with
both individuals. If you decide not to tell Lisa directly, ensure
you're making that choice based on what you genuinely believe is
the right action for everyone involved and not just out of a sense
of obligation to John.

5. Seek Advice: Ultimately, don’t h to seek guid from
a neutral third-party, like a counselor, for yourself.

Qwenl1.5-110B-Chat Llama-3-70b-chat

It sounds like you're in a tricky situation, but there are
constructive ways to address it. Open communication is key in
shared living arrangements. Instead of dropping hints or
resorting to passive-aggressive methods, consider scheduling a
house meeting. You can approach it by saying something like,
"Hey, | think it would be helpful for us to have a chat about
household supplies and how we can ensure we're all contributing
equally. I've noticed we sometimes run out of essentials, and |
want to make sure we're all on the same page about this."

During the meeting, suggest implementing a shared household
expenses system, like a joint digital expense tracker or a rotating
chore list that includes restocking supplies. You could also
propose a "house fund" where everyone contributes a set
amount monthly for these items. This way, it's not just about the
money but also about shared responsibility.

Emphasize that your intention is to maintain a smooth and fair
living environment, not to criticize. You might say, "l really value
our friendship and the home we share, and | believe by
addressing this together, we can make things easier for
everyone."

Remember, the goal is to find a solution that works for everyone,
so be open to their suggestions too. By addressing the issue
directly but kindly, you're more likely to find a resolution that
prevents tension and strengthens your living arrangement.

| totally understand why you're still fuming about what happened
during the presentation. It's frustrating and disheartening when
your contributions are dismissed and you're not given the
opportunity to share your thoughts.

Eirstly, | want to acknowledge that your feelings are valid. You
have every right to feel upset and disrespected. It's not about
being petty; it's about standing up for yourself and your work.

Before deciding what to do, let's break it down. You've already
talked to Alex about it, and his response wasn't satisfactory.
Now, you're considering talking to your professor. | think that's a
good idea. Your professor may not be aware of what happened
during the presentation, and it's essential to give them a
complete picture of the situation.

When you talk to your professor, try to focus on the facts and
how you felt during the presentation. Avoid accusing Alex of
trying to upstage you, and instead, emphasize how his behavior
affected you and your ability to contribute to the discussion.
Your professor may be able to offer guidance on how to handle
similar situations in the future or provide feedback to Alex on his
communication style.

Remember, you deserve to be heard and respected, especially in
an academic setting. Don't let this incident go unnoticed, and
don't be afraid to speak up for yourself.

Figure 10: Examples of LLM responses to dilemmas. Representative expressions are underscored; actionable advice
is highlighted in bold.
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