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Abstract

Logical reasoning is a core capability for large
language models (LLMs), yet existing bench-
marks that rely solely on final-answer accu-
racy fail to capture the quality of the reason-
ing process. To address this, we introduce
FineLogic, a fine-grained evaluation framework
that assesses logical reasoning across three di-
mensions: overall accuracy, stepwise sound-
ness, and representation-level probing. Lever-
aging this framework, we conduct a compre-
hensive study on how different supervision
formats in fine-tuning shape reasoning abili-
ties. We fine-tune LL.Ms on four supervision
styles—one in natural language and three sym-
bolic variants—and find a key trade-off: nat-
ural language supervision excels at general-
ization to out-of-distribution and long-chain
problems, whereas symbolic supervision is su-
perior at instilling structurally sound, atomic
reasoning steps. Furthermore, our probing
analysis indicates that fine-tuning primarily re-
fines the model’s step-by-step generation pro-
cess, rather than improving its ability to con-
verge on an answer early. Together, our frame-
work and analysis provide a more rigorous lens
for evaluating and improving logical reason-
ing in LLMs. The code is available at https:
//github.com/YujunZhou/Finelogic.

1 Introduction

Large language models (LLMs) are rapidly emerg-
ing as transformative tools across a wide array
of applications (Achiam et al., 2023; Guo et al.,
2024b; Thirunavukarasu et al., 2023; Nam et al.,
2024; Huang et al., 2024, 2025; Zhou et al., 2024a).
Among these, reasoning serves as a core capability
underpinning tasks such as problem-solving (Lu
et al., 2023), scientific question answering (Guo
et al., 2024a; Zhou et al., 2024b), and code analysis
(Nam et al., 2024). Consequently, a growing body
of research has sought to evaluate and enhance the
reasoning abilities of LLMs from multiple perspec-

tives (Wei et al., 2022; Guo et al., 2025, 2024a;
Liang et al., 2024; Wang et al., 2025b; Zhou et al.,
2025; Zhao et al., 2025). Within this broader land-
scape, logical reasoning stands out as a particularly
challenging and intellectually demanding domain
(Saparov and He, 2022). It requires a synthesis
of natural language understanding, formal logical
interpretation, and multi-step inferential processing
(Patel et al., 2024; Saparov et al., 2023; Morishita
et al., 2024).

Despite growing interest in the logical reasoning
capabilities of LLMs, most existing benchmarks
focus narrowly on whether a model produces the
correct final answer (Patel et al., 2024; Parmar et al.,
2024; Han et al., 2022). This binary evaluation, typ-
ically assessing only the correctness of a “True” or
“False” output, can be misleading, as it fails to de-
termine whether the model arrived at the answer
through valid multi-step reasoning (Saparov and
He, 2022). Consequently, correct answers may
reflect guesswork rather than genuine logical in-
ference. We are thus motivated to address RQ1:
How to rigorously evaluate LLLMs’ step-by-step
correctness in logical reasoning tasks, beyond
the binary evaluation of the final answer?

In parallel with benchmarking efforts, numerous
methods have been proposed to enhance the multi-
step logical reasoning abilities of LLMs. While
many leverage inference-time strategies (Wang
et al., 2025a), in-context learning (Creswell et al.,
2022; Xu et al., 2024), or external logical verifiers
(Pan et al., 2023) to guide the model toward more
rigorous reasoning, some recent studies explored
supervised fine-tuning (SFT) as a more direct ap-
proach to enhancing logical reasoning (Morishita
et al., 2024; Feng et al., 2023). For example, Mor-
ishita et al. (2024) proposes a synthetic logic corpus
designed to offer broad and systematic coverage
of logical knowledge. However, it remains unclear
for this important question, RQ2: What style of
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Question:
Given the facts that (1) Every cat drinks milk, and (2) Tom is a cat,
can we conclude that Tom drinks milk?

NL-Reasoning:

Step 1: Fact 1 -> int1: If Tom is cat, then Tom drinks milk.

Step 2: Fact 2 & int1 -> hypothesis: Tom is cat, and (If Tom is cat,
then Tom drinks milk), so Tom drinks milk.

(Symbolic Reasoning:

For the predicates, we denote:

Cat(x): x is a cat. Milk(x): x drinks milk.

— Fact 1: Vx(Cat(x)— Milk(x)) Fact 2: Cat(Tom)
Hypothesis: Milk(Tom)

Reasoning process:
Step 1: From Fact 1, we derive: intl: Cat(7Tom)— Milk(Tom)
Step 2: From Fact 2 and int1, by Modus Ponens, we derive the

hypothesis: Milk(Tom)
A

Figure 1: (Left) LLM logical reasoning evaluation: the general benchmark v.s. our fine-grained benchmark
FineLogic. (Right) processing a logical reasoning task using natural language v.s. using symbolic methods.

training data, natural language or formal logical
symbols, better facilitates the learning of multi-
step logical reasoning through SFT? Addressing
this research question is important for understand-
ing how to most effectively instill logical reasoning
capabilities in LLMs.

To address RQ1, we propose FineLogic, a di-
agnostic framework designed to offer a multi-
dimensional evaluation of LLMs’ reasoning pro-
cesses, moving beyond binary final-answer correct-
ness. Rather than creating another leaderboard,
FineLogic serves as a tool for LLM practition-
ers to pinpoint specific weaknesses in reasoning
chains, such as flawed logic, redundancy, or non-
atomic steps. Our framework evaluates models
along three complementary dimensions: (1) Over-
all benchmark accuracy: This metric captures a
model’s ability to perform multi-step logical rea-
soning and its generalizability across problems
from diverse domains. (2) Stepwise Soundness:
Inspired by Saparov and He (2022), we assess the
quality of each intermediate reasoning step using
three criteria—validity (whether the step is logi-
cally valid), relevance (whether its conclusion is
used in later steps), and atomicity (whether it ap-
plies a single, minimal inference rule). These met-
rics aim to evaluate the model’s ability to generate
human-interpretable and logically coherent reason-
ing chains. (3) Representation-level probing (Ye
et al., 2024): By applying probing techniques to
LLM hidden representations, this evaluation pro-
vides insight into whether the model’s understand-
ing of logical structure is merely surface-level or
embedded in its internal state.

To address RQ2, we systematically investigate how
different supervision formats affect the reasoning
capabilities of LLMs. Specifically, we examine
both natural language-based training data and logic-
symbol-based representations, including several
structured variants. Our analysis shows that natu-
ral language supervision is particularly effective
in conveying core reasoning patterns, leading to
strong performance across a wide range of eval-
uation benchmarks. Notably, it exhibits impres-
sive generalizability even on out-of-distribution
test sets that require long reasoning chains. How-
ever, a deeper examination of stepwise soundness
and internal representation probing reveals cer-
tain limitations. Models trained with natural lan-
guage supervision tend to struggle with producing
strictly minimal reasoning chains (e.g., more likely
including redundant steps and applying multiple
inference rules in a single step, as shown in Fig-
ure 5). In contrast, models trained with symbolic
reasoning styles are better at filtering out irrelevant
information, generating atomic steps aligned with
individual deduction rules, and maintaining cleaner,
logically grounded reasoning trajectories.

To summarize, our contributions are as follows:

* We propose FineLogic, a unified diagnostic
framework for assessing LLMs’ logical reason-
ing. It moves beyond final-answer accuracy to
evaluate the quality and coherence of reason-
ing steps, offering fine-grained insights that can
guide targeted model improvements and serve
as a scaffold for structured reward design in re-
inforcement learning.
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* We conduct a comprehensive study on the effects
of supervision format, fine-tuning LLLMs on both
natural language and symbolic logic data to ex-
amine their impact on reasoning across general
and complex tasks.

* Through systematic analysis of models trained
with different supervision styles, we identify key
trade-offs between generalization and structural
reasoning quality. The findings provide concrete
insights into the design and selection of effective
training data for post-training.

2 Related Works

Logical Reasoning Benchmarks. Numerous
benchmarks have been proposed to evaluate the
logical reasoning abilities of LLMs. Many either
mix logical and commonsense reasoning (Liu et al.,
2023; Luo et al., 2023; Havrilla et al., 2024), mak-
ing it hard to isolate logical competence, or as-
sess multi-step reasoning using only final-answer
accuracy (Parmar et al., 2024; Han et al., 2022;
Tafjord et al., 2020; Mondorf and Plank, 2024).
While ProntoQA (Saparov and He, 2022; Saparov
et al., 2023) pioneered stepwise evaluation, its anal-
ysis is confined to step correctness on short prob-
lems. FineLogic moves beyond this by introduc-
ing a more comprehensive suite of step-level di-
agnostics—including a more practical relevance
metric—to rigorously assess complex, long-chain
reasoning. Furthermore, we are the first to adapt
representation-level probing from mathematics (Ye
et al., 2024) to the logical domain, introducing
novel tasks like Correctness Spanning Steps (CSS)
to connect behavioral outputs with internal model
states. In contrast, other stepwise frameworks like
ROSCOE (Golovneva et al., 2022) and RECEVAL
(Prasad et al., 2023) remain too generic or coarse-
grained for the specific demands of formal logic.

Logical Reasoning Enhancement. Several stud-
ies have aimed to improve LLMs’ performance on
logical reasoning tasks. Some approaches rely on
translating inputs into formal logic and using pro-
grammable verifiers to solve problems (Olausson
et al., 2023; Pan et al., 2023; Yang et al., 2023;
Ryu et al., 2024), which bypasses the model’s own
reasoning process. Others use in-context learn-
ing or inference-time strategies to guide output
without fundamentally enhancing reasoning abil-
ity (Creswell et al., 2022; Wang et al., 2025a; Xu
et al., 2024; Sun et al., 2023; Toroghi et al., 2024).

While a few works have explored fine-tuning or
reinforcement learning to strengthen logical rea-
soning (Feng et al., 2023; Morishita et al., 2023,
2024; Xie et al., 2025; Yang et al., 2022; Xie et al.,
2024; Zheng et al., 2025), they have not examined
which types of supervision are most effective for
teaching LLMs to reason. In this work, we focus
specifically on this open question.

3 FineLogic Evaluation Framework

As illustrated in Figure 2, FineLogic builds on ex-
isting benchmarks and evaluates logical reasoning
ability from three complementary perspectives: (1)
Overall benchmark accuracy, which measures
whether the model can correctly solve multi-step
reasoning tasks; (2) Stepwise soundness, which
evaluates whether each reasoning step is valid and
interpretable; (3) Representation-level probing,
which assesses whether the model internally cap-
tures the problem’s reasoning structure beyond
surface-level patterns.

3.1 Overall Benchmark Accuracy

Similar to most benchmarks, our overall bench-
mark accuracy focuses on final-answer correctness.
Specifically, we define accuracy (Acc) as:

N

1
Ace = = 1[5 =yl 1)

=1

where N is the number of test problems, y; is the
gold label, and ; is the model’s prediction for prob-
lem ¢. While coarse-grained, it offers a quick and
effective way to assess a model’s overall reason-
ing ability and cross-domain generalization. We
evaluate on four challenging multi-step reasoning
benchmarks, deliberately selected for their focus
on peer-reviewed, multi-hop formal logic. The
suite includes widely-used datasets for compara-
bility (FOLIO (Han et al., 2022) and ProntoQA
(Saparov and He, 2022)) alongside benchmarks
designed to probe out-of-distribution generaliza-
tion by varying complexity and rule composition
(FLD (Morishita et al., 2024) and Multi-LogiEval
(Patel et al., 2024)). This selection offers a compre-
hensive assessment, in contrast to narrower bench-
marks like Proof Writer (Tafjord et al., 2020), which
we exclude due to its limited scope of logical rules.
Further details on dataset statistics and sampling
are provided in Table 1 and Appendix A.1.

17077



(1 Representation-level Probing N

FineLogic _
Correctness Spotting Steps: Predict Label { PROVED, DISPROVED }
-~ ~ AC) wA) vy i
Overall Benchmark Accuracy
- LLM
Multi Pronto
FLD | FOLIO X
LogiEval 0A i s s s s s e s e s e s s s s
<user> Given the fact ... </user> <assistant> Step 1: ... (end) ... Stepi-1: .... (end) Stepi: ... (end) ... Stepn: ... (end) </assistant>

N / 7
/ \ Problem Y Solution

Stepwise Soundness Redundant Facts Identification: Predict Label { necessary, redundant }

Step n: facti A intj— int k.
Analyze Step n:
Step n is valid if int k is provable

s s s o o o o s

<user> Given the fact ... </user> <assistant> Fact i: ... (end) </assistant>

Add a
classification layer

LLM

Freeze the LLM

%—/

from facti A intj Problem

Step n is relevant if int k is used in

Next-Step Derivability:

One fact to be evaluated
Predict : Labe{,[ derivable, not derivable }

subsequent steps
Step n is atomic if int k can be

proved by facti A int j with

s e s s s s s s s s

<user> Given the fact ... </user> <assistant> Step 1: ... (end) ... Step i: ... (end)... Stepk: ... (end) </assistant>

LLM

S exactly one deduction rule. JERN T Y Drobiom

N

YCurrent steps A new step to be evaluated /

Figure 2: Overview of FineLogic, where overall benchmark accuracy, stepwise soundness, and representation-level
probing are combined for a fine-grained evaluation of LLM’s logical reasoning ability.

Dataset Samples Label Types
FLD (Morishita et al., 2024) 1100 {T, F, Unknown}
FOLIO (Han et al., 2022) 203 {T, F, Unknown}
Multi-Logical (Patel et al., 2024) 390 {T, F}
Pronto-QA (Saparov and He, 2022) 500 {T, F}

Table 1: Sample counts and label types for each dataset.

3.2 Stepwise Soundness

Building on Saparov and He (2022), we evalu-
ate the soundness of each intermediate reasoning
step along three dimensions: validity (whether the
step logically follows from its premises), relevance
(whether its conclusion is used in later steps), and
atomicity (whether it applies a single, minimal
inference rule).

To assess these criteria, we extract the premises and
conclusion of each step from the model’s final an-
swer. Crucially, our evaluator scores only the text
following a designated answer tag (e.g., </think>),
ensuring that any preceding self-reflection or spec-
ulative reasoning is excluded by design. We use
GPT-4.1-mini to evaluate validity and atomicity.
Manual verification on 200 annotated steps shows
that GPT-4.1-mini achieves over 98% accuracy on
both metrics. For relevance, we determine whether
the conclusion of step ¢ is referenced in any subse-
quent step k > 1.

We then compute the proportion of samples in
which all steps are valid, relevant, and atomic,
providing a sample-level measure of reasoning in-
tegrity. Formally, for each solution s with K steps,
let vg i, 75 ks as i € {0, 1} denote the validity, rel-

evance, and atomicity of step k, respectively. We
define the sample-level metrics as:

1 N [ Ks

AllValid = = | ] var )
s=1 Lk=1
1 N [ Ks

AllRelevant = N Z H Tsk (3)
s=1 Lk=1
1 N [ Ks

AllAtomic = % | [ aun )
s=1 Lk=1

Full prompt templates are provided in Figures 13
and 14.

3.3 Representation-level Probing

Inspired by Ye et al. (2024), we introduce
representation-level probing accuracy to assess
whether LLMs internally understand how and when
to perform specific reasoning step. Unlike behav-
ioral metrics, this method aligns internal represen-
tations with reasoning structure and tracks how
reasoning knowledge evolves across steps.

We construct probing datasets from FLD test sam-
ples requiring 10-20 reasoning steps, using 450
problems for training and 100 for testing across
three tasks, implementation details are provided in
Appendix B:

Correctness Spanning Steps (CSS): Identifies the
earliest step after which the model consistently pre-
dicts the correct label. The spanning length is the
number of remaining steps from that point to the
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end. Higher accuracy indicates earlier internal-
ization of the correct answer. Formally, for each
problem s, let 75 be the first step from which the
probe consistently predicts the correct label and
K be the total number of steps. The CSS score is

then:
N

CSS = % > (K, —1y). (5)
s=1

Redundant Facts Identification (RFI): After pre-
senting all facts and the hypothesis, we append
three necessary and three redundant facts. A clas-
sifier is trained to distinguish between them, mea-
suring the model’s ability to identify irrelevant in-
formation. Higher accuracy reflects better fact dis-
crimination.

Next-Step Derivability (NSD): At six randomly
selected intermediate steps, we append three valid
and three invalid candidate steps. Probing predicts
which are currently derivable. Higher accuracy
indicates stronger awareness of valid next steps.

For both RFI and NSD, performance is measured
using balanced accuracy to account for the con-
struction of positive and negative instances. The
score is calculated as:

1
Score = i(TPR + TNR),

where TPR is the True Positive Rate and TNR is
the True Negative Rate.

Our evaluation builds on two prior lines of
work—stepwise reasoning evaluation (Saparov and
He, 2022) and representation-level probing (Ye
et al., 2024)—but introduces key extensions tai-
lored to logical reasoning.

4 Supervision Format and Style: SFT
Data Design

In this section, we examine how different super-
vision styles for SFT affect the logical reasoning
abilities of LLMs. Our training data is based on
FLD and ProntoQA, both of which include gold
reasoning chains suitable for constructing diverse
supervision styles.

For FLD, we generate 500 problems for each rea-
soning depth from 0 to 15, plus 1500 UNKNOWN sam-
ples, totaling 9500 training instances. For Pron-
toQA, we use 3200 3-hop problems. During eval-
uation, FLD covers depths 0—19, while ProntoQA
uses only the hardest 5-hop samples.

We compare four supervision styles across two cat-
egories: natural language-based and symbolic rea-
soning. Each style reflects a different level of ab-
straction and clarity in reasoning structure.

* NL-Reasoning: Solutions are written entirely
in natural language, with no intermediate sym-
bolization or abstraction.

* Symbolic Reasoning (Structured): Problems
are formalized by defining variables and predi-
cates, translating facts and hypotheses into logi-
cal forms, and reasoning step by step using sym-
bolic logic.

* Symbolic Reasoning (Filtered): A simplified
variant where only necessary facts are retained,
shortening reasoning chains and reducing input
complexity.

* Symbolic Reasoning (Direct): Facts are di-
rectly expressed in symbolic form without defin-
ing variables or predicates, which shortens se-
quences but may introduce ambiguity.

A small portion of translations, connective phrases,
and intermediate steps are generated using GPT-
4.1. Prompt examples are shown in Figure 4 (Ap-
pendix E).

S Experiments

5.1 Experimental Setup

Our experiments involve four base models
for fine-tuning—LLaMA-3.1-8B-Instruct, Qwen-
2.5-7B-Instruct, Qwen-2.5-Math-7B-Instruct,
and Qwen-3-8B—and two powerful zero-shot
baselines, GPT-40 and DeepSeek R1. The four
base models are fine-tuned for 3 epochs at a
1 x 107 learning rate, with their original ver-
sions also serving as baselines. Representation-
level probing is limited to the LLaMA and Qwen
models due to computational constraints, and an
explicit step-by-step format is enforced for all step-
wise evaluations.

We compare SFT models trained with different
supervision styles against these baselines:

* Direct Answering

* Chain-of-Thought (CoT) (Wei et al., 2022)
* Few-Shot Learning (Brown et al., 2020)

¢ LOGIPT (Creswell et al., 2022)

¢ Selection-Inference (Creswell et al., 2022)
* SymbCoT (Xu et al., 2024)
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¢ LogicLM (Pan et al., 2023)

More detailed experimental setups can be found in
Appendix A.

5.2 Results

We conducted experiments for analyzing the per-
formance of four models combined with various
prompting and fine-tuning settings under the Fine-
Logic Evaluation Framework. Due to space con-
straints, the results for Qwen-2.5-Math-7B-Instruct
and Qwen-3-8B are presented in Appendix C.

5.2.1 Results on Overall Benchmark
Accuracy

As shown in Table 1, we report the overall bench-
mark accuracy across four datasets, as well as the
step-wise accuracy on the FLD benchmark, strat-
ified by reasoning depth (Figure 3). Our analysis
yields several key observations:

CoT and few-shot prompting generally improve
performance, but baseline methods do not con-
sistently yield gains. Across the four evaluation
datasets, both CoT and few-shot prompting lead
to broadly positive improvements, indicating their
general effectiveness in enhancing LLM perfor-
mance on logical reasoning tasks. Notably, few-
shot prompting consistently outperforms CoT,
suggesting that for complex logical tasks, showing
the model how to think (via exemplars) is more
beneficial than simply encouraging it to reason step
by step. This may be because logical questions
naturally elicit multi-step reasoning under direct
prompting, limiting the marginal benefit of CoT. In
contrast, few-shot demonstrations provide clearer
procedural scaffolding, which appears more effec-
tive in guiding the model’s reasoning process.

In contrast, baseline prompting methods such as
Logic-LM, SymbCoT, and Sel-Inf show inconsis-
tent performance and sometimes underperform
even direct prompting. For example, Logic-LM
performs well on simpler problems but degrades
on complex ones, with Qwen’s Multi-LogiEval ac-
curacy dropping to 27.1%. SymbCoT sometimes
improves over Logic-LM (e.g., 63.8% on Multi-
LogiEval with Qwen) but also shows large drops
elsewhere (e.g., 22.6% on FLD, versus 44.6% with
direct prompting).

Supervised fine-tuning outperforms inference-
time methods, but its effectiveness heavily de-
pends on the supervision style. Compared to

inference-time prompting strategies, SFT yields
significantly greater improvements in logical rea-
soning performance. Among all training styles,
natural language-based supervision (SFT-NL)
produces the most substantial and consistent
gains across datasets and models.

Notably, even though SFT was conducted using
only problems from FLD and ProntoQA with rea-
soning depths less than those in the test set, the
resulting models show robust improvements. For
example, under the SFT-NL setting, Llama’s accu-
racy on FLD increased from 31.7% (direct prompt-
ing) to 67.5% and Qwen improved from 46.6% to
71.0%, approaching the best-performing baseline
DeepSeek R1. On ProntoQA, most SFT variants
achieve over 90% accuracy. Furthermore, even
on out-of-distribution datasets such as FOLIO and
Multi-LogiEval, some SFT settings deliver strong
generalization. For instance, on Multi-LogiEval,
Llama with SFT-NL improved to 71.3%, matching
the performance of GPT-4o.

While SFT-NL demonstrates the best overall and
most transferable performance, other styles of
supervision yield much smaller gains. This
may be since LLMs are primarily pretrained on
natural language data, making symbolic reason-
ing—especially when it requires both translation
and inference over logic forms—significantly more
challenging. Among the symbolic settings, SFT-
Symb-Filter consistently outperforms other vari-
ants. By removing redundant reasoning steps from
the symbolic training data, this setting simplifies
training and enhances performance. In contrast,
SFT-Symb-Direct, which skips variable and pred-
icate definitions entirely, performs poorly, likely
due to the introduction of ambiguity and the lack
of explicit logical structure.

Accuracy declines with reasoning depth, but
SFT enables small models to match GPT-40 even
on the most challenging out-of-distribution sam-
ples. As shown in Figure 3, model accuracy de-
creases as the required number of reasoning steps
increases. Nonetheless, our results show that SFT
substantially improves model robustness, even on
long-chain, out-of-distribution examples. On in-
distribution FLD test problems (0—15 steps), SFT
models trained under most styles outperform GPT-
4o. For instance, across reasoning depths up to
15, both Llama and Qwen with SFT-NL surpass
GPT-40’s performance.
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Multi-

Model Setting FLD FOLIO LogiEval ProntoQA
Direct 53.0 72.4 71.0 98.8
CoT 54.1 69.5 76.9 98.6
Few-shot 58.3 74.4 84.4 99.0
GPT-40 Logic-LM 46.9 72.1 833 100
SymbCoT 47.6 71.6 72.1 100
Sel-Inf 51.9 66.5 84.9 94.4
Direct 77.2 75.9 81.8 100
CoT 77.6 78.8 79.0 100
Few-shot 77.3 81.8 84.6 99.4
DeepSeek-R1 Logic-LM 69.6 775 81.2 96.4
SymbCoT 69.6 82.8 72.0 98.2
Sel-Inf 83.8 85.2 73.1 96.0
Direct 31.7 54.7 40.5 64.6
CoT 29.3 50.7 44.6 63.8
Few-shot 41.0 46.5 59.4 48.9
Logic-LM 38.3 52.5 444 77.6
SymbCoT 38.1 58.8 46.3 78.8
Llama-3.1-8B-Instruct Sel-Inf 48.5 47.5 55.2 64.2
LogiPT 53.3 61.7 57.9 76.4
SFT-NL 67.5 57.1 71.3 99.6
SFT-Symb-Struct 63.2 56.2 59.7 99.8
SFT-Symb-Filter 66.7 54.7 50.8 91.0
SFT-Symb-Direct 52.8 48.3 53.9 98.8
Direct 46.6 61.1 37.0 90.6
CoT 50.4 65.5 54.3 90.4
Few-shot 53.2 68.5 61.3 91.1
Logic-LM 46.6 69.1 27.1 85.8
SymbCoT 22.6 57.5 63.9 87.0
Qwen-2.5-7B-Instruct Sel-Inf 49.0 62.6 39.7 92.6
LogiPT 58.6 61.7 55.6 524
SFT-NL 71.0 62.6 64.3 97.4
SFT-Symb-Struct 54.6 50.7 57.7 83.8
SFT-Symb-Filter 54.7 55.7 61.0 96.0
SFT-Symb-Direct 54.8 53.2 58.7 61.4

Table 2: Overall Benchmark Accuracy on four models with different settings.

On more difficult out-of-distribution questions re-
quiring 16-19 steps of reasoning—where no train-
ing samples are available—performance drops by
approximately 10% relative to the 1215 step range.
However, even under these conditions, SFT models
maintain accuracy comparable to GPT-40. Com-
bined with strong generalization to unseen datasets
such as FOLIO and Multi-LogiEval, these results
suggest that SFT induces genuine logical reason-
ing ability in LLMs. At the same time, the sharp
performance decline on longer reasoning chains im-
plies that some portion of success on shorter prob-
lems may still stem from shallow pattern matching
or memorization, rather than robust inference. De-
tailed results can be found in C.

5.2.2 Results on Stepwise Soundness

Table 3 reports the results of stepwise soundness
evaluation across different models and training
settings, offering a more fine-grained view of how

well LLMs internalize logical reasoning principles.

The All Valid metric measures the proportion of
samples where every step is logically valid, a strin-
gent indicator of formal reasoning. We observe that
models fine-tuned with SFT-NL and SFT-Symb-
Struct achieve high All Valid scores. Llama with
SFT-NL reaches 40.9%, substantially outperform-
ing strong baselines like GPT-40 and DeepSeek-R1.
The low score of DeepSeek-R1, despite its high ac-
curacy, highlights a key insight from FineLogic.
Having been trained solely on final-answer correct-
ness, it often compresses multiple reasoning steps
and omits necessary premises for intermediate con-
clusions. Since guessing the final label is easier
than ensuring every inference is sound, accuracy
alone can be misleading. "All Valid" enforces this
stricter requirement, revealing a critical gap in the
model’s reasoning fidelity.

The All Relevant metric measures the proportion
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Figure 3: Comparison of SFT variants’ performance across different reasoning step ranges in FLD dataset. Both
charts show accuracy declines with increasing inference steps, with GPT-40 (Direct) included as a reference. In (a),
Llama with SFT-Symb-Filter maintains strong performance even in the 16-19 step range (out-of-distribution), while
in (b), Qwen with SFT-NL shows remarkable early-stage reasoning capabilities.

Model ‘ Setting All Valid All Relevant  All Atomic
GPT-40 | Few-shot 7.6 56.2 44
Deepseek-R1 ‘ Few-shot 13.1 33.8 5.7
Few-shot 4.5 17.4 1.6
LogiPT 52 28.5 49
Llama-3.1- SFT-NL 40.9 8.5 13.0
8B-Instruct | SET.Symb-Struct 35.0 154 247
SFT-Symb-Filter 21.8 16.9 12.4
SFT-Symb-Direct 33.7 10.2 25.1
Few-shot 10.1 35.1 2.6
LogiPT 6.4 39.8 53
Qwen-2.5- SFT-NL 27.6 5.4 8.5
7B-Instruct | SFT-Symb-Struct 35.3 9.1 19.8
SFT-Symb-Filter 16.7 11.7 10.5
SFT-Symb-Direct 19.7 0.3 11.9

Table 3: Stepwise soundness of various models under
settings without inference-time interventions. The best
variant of Llama and Qwen is highlighted.

of samples in which every generated step is rele-
vant—i.e., none of the steps are redundant or un-
necessary for reaching the conclusion. GPT-40 and
LogiPT perform exceptionally well on this metric,
implying that they rarely generate superfluous rea-
soning steps. In contrast, SFT-NL and SFT-Symb-
Direct consistently underperform. For SFT-NL,
this may stem from the nature of natural language
reasoning: due to its semantic richness and lack
of structural constraints, the model may occasion-
ally include exploratory or overly verbose steps,
unsure of which inference is most effective. For
SFT-Symb-Direct, the poor performance is likely
due to the model may failure to fully capture inter-
fact dependencies, resulting in reasoning sequences
that are logically valid but contain unused or irrele-
vant steps.

The All Atomic metric evaluates whether every
step in a reasoning chain corresponds to a sin-

Model Setting CSS RFI NSD
- 80 99 320
LogiPT 81 07 442
Llama-3.1- | SFT-NL 85 99 515
8B-Instruct | GET.Qymb-Struct 8.7 1.1 36.1
SFT-Symb-Filter 9.7 11.1 46.4
SFT-Symb-Direct 9.0 18.5 41.2
- 8.6 74 433
LogiPT 81 92 432
Qwen-2.5- | SFT-NL 82 160 443
7B-Instruct | QFT-Symb-Struct 8.5 14.8 433
SFT-Symb-Filter 83 160 45.4
SFT-Symb-Direct 8.6 18.5 433

Table 4: Evaluation of Correctness Spanning Steps
(CSS), Redundant Fact Identification (RFI), and Next-
step Derivability (NSD) on Llama and Qwen. ‘-’ indi-
cates the original model. The best variant is highlighted.

gle atomic inference—i.e., whether steps avoid
combining multiple logical moves. Here, SFT-
Symb-Struct consistently outperforms other set-
tings, highlighting the advantages of structured
symbolic reasoning. Symbolic reasoning is inher-
ently more compact and constrained, which likely
helps the model learn what constitutes a minimal,
rule-aligned inference step. In contrast, natural
language reasoning often fuses multiple reasoning
rules into a single step, making it harder for the
model to isolate atomic operations.

5.2.3 Results on Representation-level Probing

Table 4 presents results from our probing analysis,
which assesses whether models internally acquire
key reasoning abilities. Our findings reveal several
key takeaways:
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Correctness Spanning Steps (CSS) shows a clear
ceiling for 7/8B models under SFT. Across all
SFT variants and base models, the CSS score fluc-
tuates by less than 1%. This flat trend suggests
that supervised fine-tuning alone offers little head-
room for improving how early a model internally
converges on the correct answer at this scale. En-
hancing this "foresight" capability may require al-
ternative methods like reinforcement learning with
step-level rewards or architectural changes.

Targeted supervision can unlock specific inter-
nal skills, as shown by Symb-Direct on RFI. The
Redundant Fact Identification (RFI) metric ben-
efits most from the SFT-Symb-Direct setting. This
training data uses minimal symbolization but re-
tains redundant facts, forcing the model to learn to
distinguish necessary from unnecessary premises.
This direct alignment between the training task
and the probing metric demonstrates that when a
specific skill like redundancy filtering is desired,
targeted supervision that mirrors the probe is highly
effective.

Next-Step Derivability (NSD) remains a chal-
lenge. Performance on the Next-Step Derivabil-
ity (NSD) task shows no consistent improvement
across SFT variants. This indicates that vanilla SFT
does not effectively enhance the model’s internal
representation of what logical steps are derivable
next. This highlights a remaining gap in teach-
ing explicit, forward-looking inference, suggesting
promising future directions such as combining the
NSD probe with self-supervised next-step predic-
tion or curriculum-based RL.

6 Future Work: Guiding Faithful
Reasoning with Reinforcement
Learning

While supervised fine-tuning improves reasoning,
reinforcement learning (RL) offers a path to re-
fining it further. However, a major challenge in
applying RL to logical reasoning is the reliance
on sparse, binary rewards (i.e., whether the final
answer is correct). This can lead to "reward hack-
ing," where models learn heuristics to guess the
right answer without developing a sound reasoning
process.

The FineLogic framework offers a direct solution
by providing dense, multi-faceted reward signals
that can guide the quality of the reasoning process
itself. Because our metrics are reference-free and

deterministically scored, they translate cleanly into
a multi-objective reward function.

A Multi-Objective Reward Framework. The
FineLogic metrics can be directly integrated into a
granular, multi-objective reward function for RL.
The stepwise soundness metrics (validity, rele-
vance, atomicity) can be used to directly reward
logical integrity, promoting reasoning that is rig-
orous, concise, and transparent. Concurrently, the
representation-level metric CSS can serve as an
online reward for cognitive efficiency, encouraging
the model to converge on the correct answer earlier
in its internal process. These components can be
combined in a weighted sum:

Riotal =Race + Wy Ryatia + Wy Rrelevant
+ Wq Ratomic + WeLess (6)

In this framework, practitioners can tune the
weights (w,, Wy, . . .) to prioritize desired reason-
ing qualities like rigor or conciseness, offering a
practical roadmap for training more faithful and
interpretable models.

7 Conclusion

We introduce FineLogic, a unified and fine-grained
framework for evaluating the logical reasoning ca-
pabilities of large language models. By integrat-
ing overall benchmark accuracy, stepwise sound-
ness, and representation-level probing, FineLogic
enables more interpretable and rigorous assessment
beyond final-answer correctness. Leveraging this
framework, we conduct a systematic investigation
of how different fine-tuning supervision formats
impact reasoning ability. Our experiments demon-
strate that while natural language supervision leads
to strong generalization and benchmark gains, sym-
bolic styles better support minimal, rule-aligned
reasoning structures. Furthermore, representation-
level probing reveals that SFT primarily affects how
models generate stepwise solutions rather than their
ability to predict answers directly. These findings
offer practical guidance for designing supervision
strategies tailored to different reasoning objectives
and highlight the importance of evaluating both
behavioral and internal reasoning quality when ad-
vancing LLM reasoning systems.
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Limitations

Our work has two primary limitations. First, our
evaluation is conducted on a fixed suite of datasets.
While these were chosen for their diversity, this
necessarily scopes our findings to these specific
benchmarks, and the observed model behaviors
may not generalize to the entire domain of logical
reasoning tasks. Second, our analysis of supervi-
sion styles treats each format in isolation. Conse-
quently, the potential benefits of hybrid training
strategies, which could combine the complemen-
tary strengths of natural language and symbolic
formats, remain unexplored in this study.
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A Detailed Experimental Setup

A.1 Detailed Dataset Information

FLD (Morishita et al., 2024) This is a synthetic
dataset designed to test generalization across vary-
ing reasoning depths. Our test set consists of
1,100 samples spanning 20 reasoning depths (0-19).
It is specifically constructed to include out-of-
distribution problems (depths 16-19) that are more
difficult than those used for fine-tuning.

FOLIO (Han et al., 2022) A human-curated
benchmark for first-order logic reasoning in nat-
ural language. We use the complete test set of 203
problems for our evaluation.

Multi-LogiEval (Patel et al., 2024) This dataset
systematically combines multiple inference rules
to create complex problems. To focus on challeng-
ing multi-step reasoning, we select 390 problems
from its two most difficult subsets (depths 4 and 5),
using only the First-Order and Propositional Logic
categories.

ProntoQA (Saparov and He, 2022) This dataset
evaluates multi-hop reasoning over a semi-
synthetic knowledge base. For our test set, we
follow the challenging setup from prior work (Pan
et al., 2023) and use the 500 hardest 5-hop prob-
lems. (The 3-hop problems used for fine-tuning are
described in Section 4).

A.2 Detailed Baseline Methods

LOGIPT (Feng et al., 2023) An approach where
the language model is trained to directly gener-
ate symbolic reasoning steps, emulating a logical
solver and bypassing an explicit natural language-
to-symbol parsing stage.

Selection-Inference (Creswell et al., 2022) A
method that performs multi-step reasoning through
an iterative process, alternating between a "selec-
tion" step to identify relevant facts from the context
and an "inference" step to derive new conclusions.

LogicLM (Pan et al., 2023) A neuro-symbolic
framework where an LLM first translates a prob-
lem into a symbolic representation. A deterministic
solver then performs the logical inference, and the
LLM interprets the result back into natural lan-
guage. It includes a self-refinement mechanism
that uses solver feedback to correct translation er-
rors.
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SymbCoT (Xuetal., 2024) A framework that in-
tegrates symbolic logic into the Chain-of-Thought
process. It translates the problem into a symbolic
format and then generates reasoning steps using
formal inference rules, often employing a verifier
to check the logical soundness of the chain.

B Representation-Level Probing
Implementation Details

We design three probing tasks to assess whether the
model’s internal representations capture reasoning-
relevant information during multi-step logical prob-
lem solving. All probing experiments are con-
ducted on a subset of the FLD dataset, specifically
the 550 most complex problems requiring 10-20
reasoning steps. We use 450 problems for training
and 100 for evaluation.

B.1 Representation Extraction

For all probing tasks, we extract the hidden state of
the final token from the last transformer layer
after processing the input prefix. The prefix con-
sists of all reasoning steps up to a target step k
(i.e., steps 1 to k), and the final-token representa-
tion is treated as a summary of the model’s internal
reasoning state at that point.

B.2 Probing Model

We use a lightweight yet effective classifier to
probe the information contained in these hidden
states. Specifically, we adopt a logistic regres-
sion classifier with feature standardization and 5-
fold cross-validation for hyperparameter selection.
This setup ensures a simple and interpretable linear
decision boundary while maintaining robustness
against overfitting. The classifier is trained solely
on the extracted representations, while the underly-
ing language model remains frozen throughout the
probing process.

B.3 Task 1: Correctness Spanning Steps

This task evaluates how early in the reasoning pro-
cess the model internalizes the correct final answer.
For a problem requiring n reasoning steps, we:

* Generate n input prefixes, each ending at step
i, where i € [1,n].

* Train a probing classifier to predict the ground-
truth label (True / False) based on the repre-
sentation at each prefix.

* For each test sample, we identify the smallest

1 such that the classifier correctly predicts the
label at step ¢ but fails at step ¢ — 1.

The correctness spanning length is defined as
n — ¢, capturing how early the model “knows” the
correct answer.

B.4 Task 2: Redundant Facts Identification

This task assesses whether the model can distin-
guish between relevant and irrelevant facts. For
each sample:

* We locate the point after all facts and the hy-
pothesis have been presented.

* We construct six variants of the input: three
with necessary facts (used later in the proof),
and three with redundant facts (unused in
any proof step).

* The classifier is trained to predict whether
the appended facts are necessary or redundant
based on the updated representation.

This task tests whether the model encodes aware-
ness of which premises are logically relevant for
solving the task.

B.5 Task 3: Next-Step Derivability

This task probes whether the model can determine
which steps are logically available at a given point
in the proof. For each sample:

* We randomly select six intermediate steps.

* Ateach step, we append three valid next steps
(that are inferable from the current context)
and three invalid steps (that appear later in
the proof but are not yet derivable).

* The classifier is trained to distinguish between
currently valid and invalid steps.

This task evaluates whether the model has encoded
an implicit understanding of the forward progres-
sion of logical inference.

C Additional Experiments

This section provides further details and aggregate
analysis of our experimental results.

Aggregate Findings Across Models. To broaden
our findings, we evaluated two additional models,
Qwen-2.5-Math-7B and Qwen-3-8B. The results,
shown in Tables 5, 6 and 7, combined with our
primary experiments, yield several key aggregate
takeaways:
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Multi-

Model Setting FLD FOLIO LogiEval ProntoQA
Few-shot 7.4 30.5 0.5 0.2
SFT-NL 58.8 56.2 45.6 97.0

Qwen-2.5-7B-

Math-Instruct SFT—Symb—St.ruct 38.9 49.3 60.3 90.6
SFT-Symb-Filter 56.1 50.2 59.2 91.4
SFT-Symb-Direct 479 43.8 39.5 514

Few-shot 44.0 81.8 73.6 99.8

Qwen-3- SFT-NL 754 64.0 48.7 99.4
SB SFT-Symb-Struct 58.6 59.1 61.0 99.6
SFT-Symb-Filter 63.6 57.1 64.1 99.8
SFT-Symb-Direct 54.6 56.2 63.1 75.2

Table 5: Overall benchmark accuracy on Qwen-2.5-7B-Math-Instruct and Qwen-3-8B across training settings.

Per-model column-wise maxima are in bold.

Model ‘ Setting All Valid All Relevant  All Atomic
Few-shot 45 65.8 3.9

Q 2598 SFT-NL 6.5 60.4 2.0

wen-2.5-7B-

Math-Instruct | SFT-Symb-Struct 20.3 21.7 11.0
SFT-Symb-Filter 12.4 3.6 5.6
SFT-Symb-Direct 25.9 0.5 14.8
Few-shot 12.1 49.5 6.5

Q 3 SFT-NL 17.3 84.5 35

n-3-
S8 SFT-Symb-Struct 26.1 55 130
SFT-Symb-Filter 19.1 2.3 7.6
SFT-Symb-Direct 24.7 0.4 12.8

Table 6: Stepwise soundness after </think> on Qwen-
2.5-7B-Math-Instruct and Qwen-3-8B. Per-model
column-wise maxima are in bold.

* Natural-language SFT is the most reliable
path to higher accuracy. Across all four base
models and four datasets, SFT-NL consistently
delivers the largest and most robust gains in final-
answer correctness, reaffirming that aligning with
the model’s pre-training modality is most effec-
tive for generalization.

* Symbolic curricula with redundant facts im-
prove chain integrity. SFT settings that retain
logically valid but extraneous premises (Symb-
Direct and Symb-Struct) tend to improve All-
Valid and All-Atomic scores. This suggests that
exposing models to "noisy but sound" proof en-
vironments encourages more careful and explicit
rule application.

* CSS is more sensitive to architecture and RL
than to SFT. The larger, RL-enhanced Qwen-3-
8B model achieves a notably higher base CSS
score than other models. However, its CSS
remains largely unchanged by SFT, providing
strong evidence that deeper latent reasoning de-
pends more on model design and training regimes
like RL, rather than supervised instruction tun-

ing.

Model | Setting CSS RFI NSD
- 74 49 371
SFT-NL 86 62 423
Qwen-2.5-7B-

SFT-Symb-Struct 7.8 9.9  36.1
SFT-Symb-Filter 83 8.6 37.1
SFT-Symb-Direct 8.7 11.6 35.1

Math-Instruct

- 10.0 11.1 309
Qwen-3- SFT-NL 9.8 23,5 36.1

SB SFT-Symb-Struct 9.9 99 320
SFT-Symb-Filter 10.0 14.8 39.2
SFT-Symb-Direct 9.7 17.3 35.1

Table 7: Representation-level probing (CSS, RFI, NSD)
on Qwen-2.5-7B-Math-Instruct and Qwen-3-8B. Per-
model column-wise maxima are in bold; the — row de-
notes the original model.

Detailed Analysis of Performance by Reasoning
Depth. A more granular breakdown of perfor-
mance by reasoning depth, presented in Table 8, re-
veals further nuances in these trends. While models
fine-tuned with natural language supervision (e.g.,
Llama-3.1-SFT-NL achieving 89.5% accuracy for
0-3 steps on FLD) perform strongly on tasks with
shallower reasoning depths, their symbolic reason-
ing counterparts tend to exhibit greater resilience
as the complexity and number of reasoning steps
increase. For instance, on FLD problems requiring
16-19 steps, Llama-3.1-SFT-Symb-Filter (62.5%)
and Llama-3.1-SFT-Symb-Struct (58.5%) maintain
higher accuracy compared to Llama-3.1-SFT-NL
(46.0%), highlighting the benefit of symbolic for-
mats for robust long-chain inference.

D Computational Resources

All supervised fine-tuning experiments were con-
ducted using 4 NVIDIA A100 GPUs. Each model
was trained for approximately 2 hours. Evalua-
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FLD Accuracy by Step

Model Setting

0-3 4-7 8-11 12-15 16-19

Direct 78.5 63.0 43.0 46.5 35.5

CoT 82.0 62.0 56.5 44.0 46.5

Few-shot 81.5 68.5 53.5 46.0 47.0

Eiii Logic-LM 68.4 52.1 315 28.2 22.8
SymbCoT 69.9 52.5 32.0 26.5 24.5

Sel-Inf 64.5 55.5 49.5 49.0 55.5

Direct 92.5 86.0 80.5 75.0 76.5

CoT 92.0 86.0 78.0 77.5 73.5

DeepSeek Few-shot 89.0 85.0 80.5 69.0 71.0
-R1 Logic-LM 914 78.6 64.8 58.2 524
SymbCoT 86.4 80.5 70.9 45.2 53.4

Sel-Inf 93.0 88.0 84.5 79.0 75.5

Direct 40.5 30.0 24.0 27.0 25.5

CoT 41.5 32.0 29.0 24.0 19.5

Few-shot 49.5 455 33.0 39.0 32.0

Logic-LM 56.4 41.3 32.6 28.8 26.2

Llama-3.1 SymbCoT 57.8 41.0 39.0 37.8 354
-8B-Instruct Sel-Inf 63.5 55.5 52.5 45.0 42.0
LogiPT 72.5 53.5 51.0 35.0 37.0

SFT-NL 89.5 72.5 52.0 56.5 46.0

SFT-Symb-Struct 88.5 78.5 65.0 66.0 58.5
SFT-Symb-Filter 72.0 73.0 67.5 72.0 62.5
SFT-Symb-Direct 81.0 58.5 48.5 38.5 27.5

Direct 69.0 455 45.0 38.5 36.0

CoT 70.5 55.5 36.5 4.5 40.5

Few-shot 63.0 44.0 335 27.0 33.0

Logic-LM 68.7 51.2 314 26.0 29.2

Qwen-2.5 SymbCoT 52.3 39.5 30.7 28.1 19.9
7B-Instruct Sel-.Inf 49.0 26.5 29.5 27.0 24.5
LogiPT 80.5 74.0 64.0 68.0 57.5

SFT-NL 93.5 78.5 67.5 66.5 52.5

SFT-Symb-Struct 74.5 65.5 50.0 43.0 34.0
SFT-Symb-Filter 68.0 59.5 48.0 51.5 45.0
SFT-Symb-Direct 82.0 60.0 51.5 4.5 37.0

Table 8: FLD accuracy breakdown by reasoning step ranges
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tion on the full suite of benchmarks and diagnostic
metrics required an additional 0.5 hours per model.

E Example and Case Study

This section showcases examples from our training
dataset along with an error case study. Further
details can be found in Figure 4 and Figure 5.

F Prompt Template

This section showcases various prompts, en-
compassing those designed for reasoning
and data generation, as detailed in Figures
6,7,8,9,10,11,12,13,14

G Use of AI Assistants in Manuscript
Preparation

During the preparation of this manuscript, we uti-
lized large language models, including GPT and
Gemini, as writing assistants. Their role was lim-
ited to improving the clarity, grammar, and read-
ability of the text. This included tasks such as
rephrasing sentences, correcting spelling errors,
and ensuring stylistic consistency. The core scien-
tific contributions, experimental design, and anal-
ysis presented in this paper are solely the work of
the human authors, who take full responsibility for
the final content.
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Question (original):
Facts: factl: If this
wormbhole does shine
chemoimmunology
and it is catadromous
then this introitus is

not macerative. fact2:

This introitus is the entities involved: the entities involved: Fact 3: A(a)
macerative and - a: This wormhole - a: This wormhole Fact 4: -C(c) — (A(c) A B(c))
weighs. fact3: This - b: This introitus - b: This introitus Fact 5: D(c)

wormbhole shines

chemoimmunology. For the predicate, we denote: For the predicate, we denote: Hypothesis: -B(c).
fact4: That A(x): x shines A(x): x shines

gingerroot shines chemoimmunology chemoimmunology Step 1: Assume for
chemoimmunology B(x): x is catadromous B(x): x is catadromous contradiction:

and it is C(x): x is macerative C(x): x is macerative assumpl: B(a)

catadromous if it is

not macerative. fact5:

That gingerroot is
upstager. fact6: That
gingerroot is not
catadromous and is

not non-upstager if Fact 3: A(a) Fact 3: A(a) Step 5: Contradiction: int4: L
this wormhole is not ! Fact 4: -C(c) — (A(c) A B(c)) Fact 4: -B(a) — (-B(c) A D(c)) Step 6: By reductio ad absurdum
catadromous. Fact 5: D(c) The hypothesis to be verified from Step 1: int5: -B(a)

Hypothesis: That
gingerroot is not
catadromous.

Question (filtered):
Facts: factl: If this
wormbhole does shine
chemoimmunology
and it is
catadromous then
this introitus is not
macerative. fact2:
This introitus is
macerative and
weighs. fact3: This
wormbhole shines

Formalization & Reasoning:
Our problem-solving procedure
begins by formalizing all given
facts and the hypothesis into
first-order logic using
standardized predicate
definitions. Firstly, we define

- c: That gingerroot

D(x): x is upstager

E(x): x weighs

Then the facts can be translated
as:

Fact 1: (A(a) A B(a)) — -C(b)
Fact 2: (C(b) A E(b))

Fact 6: -B(a) — (~-B(c) A D(c))
The hypothesis to be verified
can be translates to the logical
formula: -B(c)

We now begin the formal
reasoning process:

Step 1: Assume for
contradiction: assumpl: B(a)
Step 2: From fact3 and
assumpl, we derive: intl: (A(a)
A B(a))

Step 3: From int1 and factl, we
derive: int2: -C(b)

Step 4: From fact2, we derive:

Reasoning with Filtered Facts:
Our problem-solving procedure
begins by formalizing all given
facts and the hypothesis into
first-order logic using
standardized predicate
definitions. Firstly, we define

- c: That gingerroot

D(x): x is upstager

E(x): x weighs

Then the facts can be
translated as:

Fact 1: (A(a) A B(a)) — -C(b)
Fact 2: (C(b) A E(b))

can be translates to the logical
formula: -B(c)

We now begin the formal
reasoning process:

Step 1: Assume for
contradiction:

assumpl: B(a)

Step 2: From fact3 and
assumpl, we derive: intl: (A(a)
A B(a))

Step 3: From int1 and fact1,

we derive: int2: -C(b)

Step 4: From fact2, we derive:
int3: C(b)

\
Direct Logical Symbolization & :
Reasoning: |
We first represent the facts and |
hypothesis using logical symbols.
Facts:
Fact 1: (A(a) A B(a)) — -C(b)
Fact 2: (C(b) A E(b))

|
|
|
|
|
|
|
I
Fact 6: -B(a) — (~B(c) A D(c)) :
i
|
|
|
|

Step 2: From fact3 and assumpl,:
we derive: intl: (A(a) A B(a)) |
Step 3: From intl and factl, we I
derive: int2: -C(b)

Step 4: From fact2, we derive:
int3: C(b)

Step 7: From int5 and fact6, we
derive: int6: (-B(c) A D(c))
Step 8: From int6, we derive the
hypothesis: hypothesis

Final conclusion:

__PROVED__
___________________________ |

Natural Language Solution:
Step 1: void -> assumpl: Let's
assume that this wormhole is
catadromous.;

Step 2: fact3 & assumpl -> intl:
This wormhole shines
chemoimmunology and this is
catadromous.;

chemoimmunology. int3: C(b) Step 5: Contradiction: int4: L | Step3:intl & factl ->int2:
£aet4—'liha¥ ) Step 5: Contradiction: int4: L | Step 6: By reductio ad This introitus is ?ot maa_eratlve.;
gingerroot shines Step 6: By reductio ad absurdum from Step 1: int5: Step 4: fact2 -> int3: This
eheme}mmﬂﬂelegy absurdum from Step 1: int5: -B(a) introitus is macerative.;
anditis -B(a) Step 7: From int5 and fact4, 5 7t
catadromousifitis | Step 7: From int5 and fact6, we | we derive: int6: (-B(c) A D(c)) !1s contradiction.; . )
notmacerative- derive: int6: (-B(c) A D(c)) Step 8: From int6, we derive Step 6: [assum}.)l] &int4 -> int5:
faet5: That Step 8: From int6, we derive the hypothesis: hypothesis This wormhole is not
gingerrootis the hypothesis: hypothesis catadromous.;

upstager- fact4: Final conclusion: Step 7: int5 & fact6 -> int6:

That gingerroot is
not catadromous and
is not non-upstager
if this wormbhole is
not catadromous.
Hypothesis: That
gingerroot is not

Final conclusion:
__PROVED__

__PROVED__

That gingerroot is non-
catadromous thing that is
upstager.;

Step 8: int6 -> hypothesis;
Final conclusion:

|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
Step 5: int2 & int3 -> int4: This :
:
|
|
|
|
|
|
|
|
|
|
|
I
__PROVED__ |
|

Figure 4: Comparison of a logical reasoning problem under four distinct training data settings. The figure illustrates:
(a) direct logical symbolization and reasoning ; (b) full formalization in first-order logic, including definitions and
fact translation ; (c) reasoning conducted purely in natural language; and (d) formal reasoning using a pre-filtered
set of facts. This comparison highlights the differences in processing pathways and the structure of the resulting
solutions for each approach.
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~ )
Facts and Hypothesis

Factl: Benignantness happens.

Fact2: That hands happens results in that that Highlanderness but not enlightening reincarnationism occurs
is true.

Fact3: Calculating jailed takes place.

Fact4: If lavishness happens prostitution occurs but fandango does not takes place.

Fact5: That readiness but not arundinaceousness occurs are caused by forgettableness.

Fact6: If trumpeting Asvins takes place then amauroticness happens and outdoing glasnost does not occurs.
Fact7: That fandango takes place yields that lavishness does not takes place.

Fact8: Fandango brings about that prostitution but not lavishness occurs.

Fact9: Combining Yorkshire takes place.

Fact10: Fandango occurs if that closing revisal happens is correct.

Factl1: That lavishness does not occurs holds.

Fact12: Trumpeting Asvins but not stargazinging happens.

Fact13: That quarantining does not occurs leads to that that lavishness occurs and disgruntleding tularaemia
does not takes place is right.

Factl4: Quarantining does not happens if that repressing Sclerodermataceae takes place and asterismalness
occurs is wrong.

Hypothesis: The statement that prostitution is caused by closing revisal is incorrect."

GPT-40 Response (Non-Necessary case)

To determine if the hypothesis "The statement that prostitution is caused by closing revisal is incorrect” is
correct, we must reason using the provided facts.

Step 1: Assume closing revisal happens. (assumption for contradiction)
Step 2: Fact10 states, "Fandango occurs if that closing revisal happens is correct.” Thus, if closing revisal
happens, then fandango takes place.

Step 7: Using int1 and Fact7, it follows that lavishness does not take place. (int3)

Step 8: Factl1 confirms, "That lavishness does not occurs holds,” which is consistent with our finding
in int3.

Step 9: We proved that fandango happening (due to closing revisal) leads to prostitution happening,
supporting step-wise reasoning until prostitution indeed occurs through factual consequences.

Step 10: Therefore, the assumption that prostitution is directly caused by closing revisal through the indirect
chain (through fandango) leads to a valid conclusion that prostitution occurs.

Step 11: Hence, there is no contradiction observed that refutes the original claim that closing revisal causes
prostitution through the chain found in statements and facts, indirectly.

Based on this reasoning, the hypothesis stating that "prostitution is caused by closing revisal is incorrect”
does not hold any demonstrable contradictions and isn't proven false with the current set of facts.

\_ Final conclusion: __DISPROVED__ )

Figure 5: Case Study: In the GPT-40 response, Step 8 redundantly confirms the conclusion from Step 7 (int3) by
citing Factl 1, making it an unnecessary step in the reasoning chain. Step 9 is not atomic because it summarizes
a multi-step inference (from "fandango happening" to "prostitution happening" using Fact 8) as a single proven
outcome without detailing the individual logical operations involved.

p Prompt Template: Direct Reasoning

Based on the provided facts, answer the question. Conclude with one
of the markers: "__PROVED__" for proven, "__DISPROVED__" for disproven, or
"__UNKNOWN__" if uncertain.

Facts:{facts}
Hypothesis:{hypothesis?}

Figure 6: Prompt template for direct reasoning. Placeholders: {facts}, {hypothesis}.
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Prompt Template: CoT Reasoning N

Based on the provided facts, answer the question. Conclude with one
of the markers: "__PROVED__" for proven, "__DISPROVED__" for disproven, or
"__UNKNOWN__" if uncertain.

Facts:{facts}
Hypothesis:{hypothesis}
Let’s analyze this step by step.

Figure 7: Prompt template for Chain-of-Thought (CoT) reasoning. Placeholders: {facts}, {hypothesis}.

Prompt Template: Few-Shot Reasoning .

Based on the provided facts, answer the question. Conclude with one
of the markers: "__PROVED__" for proven, "__DISPROVED__" for disproven, or
"__UNKNOWN__" if uncertain.

Here are some examples of proofs for your reference:

[Start of example]

For example, for this question:

{example}

[End of example]

You can refer to the proof method of the above question, think step by step, and
give the result of this question.

Facts:{facts}

Hypothesis:{hypothesis?}

Figure 8: Prompt template for few-shot reasoning. Placeholder: {example}, {facts}, {hypothesis}..
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p Prompt Template: Entity and Predicate Extraction

You are a logic analysis expert. Please extract all entities and predicates
from the following logical expression translations:
Translation content: {formula_translations}
facts_formula: {facts_formula}
facts: {facts}
Special Requirement: If any entity or predicate symbol appears in the
facts_formula, but has NO direct definition in the Translation content, you
MUST go to the facts section and locate the corresponding natural language
description and extract it. Be extremely careful NOT to omit any such entities
or predicates. Only skip if it is literally missing from both translation content
and facts.
Task:
1. Identify all entities involved (e.g., this tablefork, this corsair) and
assign variables to them (a, b, c, d...)
2. Identify all predicates (e.g., is a raised, is a collotype) and assign symbols
(using the original symbols like A, B, C...)
Critical instructions:
- Only give full entity and predicate explanations if their definitions appear
in the formula_translations or facts.
- Only include entities and predicates that explicitly appear in the provided
translation content or facts.
- Do not invent, infer, or add any entities or predicates not directly mentioned
in the translations or facts.
- Maintain the original variable identifiers (e.g.,
the first entity).

)

a’ in A(a) corresponds to

- Maintain the original predicate identifiers (e.g., ’A’ in A(x) represents "x
is a raised"”).
- If a symbol (like ’c’, ’F’, etc.) doesn’t appear in the translations or facts,

do not include it in your output.

Expected output format:

We define the entities involved:

- a: [Corresponding entity, e.g., "This tablefork"”]

- b: [Corresponding entity, e.g., "This corsair”]...

We denote:

[Original predicate symbol](x): [Predicate description]

[Original predicate symbol](x): [Predicate description]...

Please provide only the requested definitions without any additional information
or explanations.

- /

Figure 9: Prompt template for extracting entities and predicates when lowercase variables (entities) are present.
Placeholders: {formula_translations}, {facts_formula}, {facts}.
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p Prompt Template: Predicate Extraction (No Entities)

You are a logic analysis expert. Please extract all predicates from the
following logical expression translations:
Translation content: {formula_translations}
facts_formula: {facts_formula}
facts: {facts}
Special Requirement: If any entity or predicate symbol appears in the
facts_formula, but has NO direct definition in the Translation content, you
MUST go to the facts section and locate the corresponding natural language
description and extract it. Be extremely careful NOT to omit any such entities
or predicates. Only skip if it is literally missing from both translation content
and facts.
Task: Identify all predicates and translate each uppercase symbol directly.
Critical instructions:
- For each uppercase symbol in the facts_formula, provide a direct translation
in the format: [SYMBOL]: xxx happened.
- **%Do not omit any symbols that appear in facts_formula or translation content.
If they appear, they must be translated.xx
- Only include symbols that actually appear in the facts_formula or translation
content.
- Do not invent or infer any entities or relationships not explicitly mentioned.
- If a predicate’s meaning is clearly defined in the translations or facts, use
that definition.
- Do not include any lowercase symbols or entity definitions as they are not
relevant in this case.
- If some symbols appear in facts_formula but not in translation content, you
can directly translate the entire formula expression containing those symbols
rather than translating each symbol individually. For example, for an expression
like =C——(FA—-E), you don’t need to separately translate E if it’s not defined
elsewhere.
Expected output format:
We define:
A: xxx happened.
B: xxx happened.
AB: xxx happened. ..
Please provide only the requested definitions without any additional information
or explanations.

< /.

Figure 10: Prompt template for extracting predicates when no lowercase variables (entities) are present. Placeholders:
{formula_translations}, {facts_formula}, {facts}.
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Prompt Template: Logic Proof Translation

You are a logic proof translator. Your task is to translate a logical proof
sequence from symbolic notation into a clear, step-by-step explanation.
Given: 1. A proof sequence in symbolic form 2. Definitions of entities and
predicates used in the proof 3. Logical formula translations
Task: Convert the symbolic proof into a concise, step-by-step explanation that
a human can easily follow.
Proof sequence to translate: {proofs_sentence}
Conclusion: {conclusion}
Instructions for translation:
1. Split the proof at each semicolon (;) to identify individual steps.
2. For each step: First, write a brief, natural language explanation on its
own line (e.g. "Assume for contradiction: [formulal” or "From [inputs], we
derive:"). On the next line, write the step label and the logical formula as in
the original proof (e.g. assumpl: A(b), int2: —-B(b), etc.). Do not put both
the explanation and the formula on the same line. For assumptions, use "Assume
for contradiction: [formulal]” then write assumpX: [formulal on the following
line. For a standard derived step, use "From [inputs], we derive:" then on the
following line write intX: [formula]. For contradictions, use "Contradiction:"
then on the following line write "_L". For reductio ad absurdum, use "By reductio
ad absurdum from [step number]:" then write the derived conclusion on the next
line. Do not skip formula labels or step names. Write both the explanation and
the labeled formula.

3. Maintain correct logical notation (such as -, A, V, —, 3, 1, etc.).
4. 1In the final step, clearly relate the conclusion to the hypothesis, if
appropriate.

5. The output should be only the formatted translation, with no additional
commentary.
Output format:
Step 1: [Brief explanation]

[Formula derived]
Step 2: From [input], we derive:

[Formula derived]
Step 3: Assume for contradiction:
assumpX: [Formula derived]

{status_message_content}

Final conclusion: {conclusion}

The conclusion must use exactly two underscores before and after either PROVED
or DISPROVED or UNKNOWN, with no additional spaces or characters. Translate
the proof concisely but retain all logical information from the original proof
sequence. Do not add any steps not present in the original, and do not skip any
steps. Output the translation only, with no additional commentary.

N v,
Figure 11: Prompt template for logic proof translation. The placeholder {proofs_sentence}
is for the symbolic proof sequence. The placeholder {conclusion} is for the conclusion

(_PROVED__/_ DISPROVED__ /__ UNKNOWN_ ). The placeholder {status_message_content} is
replaced by the string The search path has been exhausted without finding a way to either prove or disprove
the hypothesis.” if {conclusion} is °__UNKNOWN__’, and is an empty string otherwise (which will result in
different spacing around it as per the original prompt generation logic).
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Prompt Template: Logical Proof Generation N

Solve the following logical reasoning problem using formal symbolic logic and
provide a step-by-step reasoning process.

Follow these steps precisely:

1. Define predicates to represent terms in the problem

2. Translate all facts and the hypothesis into formal logical expressions

3. Derive the conclusion through systematic reasoning

4. State the final conclusion

OUTPUT FORMAT:

Your answer should follow this format exactly:

- Begin with "Our problem-solving procedure begins by formalizing all given
facts and the hypothesis into first-order logic using standardized predicate
definitions.”

- Then state "For the predicate, we denote:'’
definitions

- Translate each fact into a formal logical expression

- Present your reasoning steps in numbered format (Step 1:, Step 2:, etc.)

- End with "Final conclusion: " followed by either "__PROVED__" or "__DISPROVED__"
IMPORTANT: The conclusion must use exactly two underscores before and after
either PROVED or DISPROVED, with no additional spaces or characters.

Here is an example problem solution, You need to strictly follow the format like
this:

Example Solution:

{fewshot_example}

Now, solve this problem: {question}

The answer should be: {label}

Provide only the solution with no additional commentary or preamble.

'

followed by your predicate

Figure 12: Prompt template for generating a logical reasoning process. Placeholders: {question} for the problem
statement, {1label} for the expected answer (e.g., "__PROVED__"), and {fewshot_example} for a formatted
example solution.

Prompt Template: Step Validity Evaluation

Premises:
{premises_str}

Conclusion:
{concl_text_full}

Do the premises entail the conclusion? Answer true or false only.

Figure 13: Prompt template for evaluating step validity. Placeholders: {premises_str} (a string listing the
premises, e.g., "factl: Text of fact 1 intl: Text of intermediate 1"), {concl_text_full} (a string representing the
conclusion, e.g., "int2: Text of intermediate 2" or "hypothesis: Text of hypothesis"). The model is expected to return
’true’ or “false’.
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Prompt Template: Step Atomicity Evaluation N

Premises:
{premises_str}

Conclusion:
{concl_text_full}

Is this inference atomic...? Answer true or false only.

.

Figure 14: Prompt template for evaluating step atomicity. Placeholders: {premises_str} (a string listing the
premises), {concl_text_full} (a string representing the conclusion). The model is expected to return ’true’ or
’false’ indicating if the inference from premises to conclusion is a single, indivisible logical step.
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