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Abstract

Socratic teaching, known for its emphasis
on heuristic questioning and deep thinking,
has demonstrated significant advantages in
promoting students’ cognitive development.
However, traditional Socratic teaching places
high demands on teachers’ expertise and
real-time feedback capabilities, making it
difficult to scale in large educational set-
tings. Recent breakthroughs in large language
models (LLMs) in natural language generation
and dialogue comprehension offer the potential
for automated Socratic teaching. In this paper,
we propose Knowledge-Enlightened Learning
Enhanced by LLMs (KELE), a novel multi-
agent framework for structured Socratic teach-
ing with LLMs. KELE constructs a structured
Socratic teaching rule system (SocRule) and
a “consultant—teacher” multi-agent collabora-
tive teaching mechanism, in which two LLMs
respectively take charge of teaching planning
and execution, ensuring a logically coherent
and hierarchically structured Socratic teach-
ing process. We also construct SocratDataset,
a structured Socratic teaching dataset covering
34 teaching strategies and over 42,000 dialogue
turns, and train SocratTeachL LM, a specialized
LLM for Socratic teaching tasks. Additionally,
we build a comprehensive Socratic teaching
quality evaluation system for LLMs, covering 9
dimensions from single-turn dialogue to multi-
turn teaching processes. Experimental results
show that SocratTeachLLM significantly out-
performs GPT-40, which has a much larger pa-
rameter size, across all Socratic teaching capa-
bilities.'

1 Introduction

As a key mode of instruction, dialogue plays

a crucial role in influencing learning outcomes

(Johnston, 1994). Traditional knowledge-imparting
*Corresponding author

'The code and datasets will be available at https://
github.com/yuanpan1020/KELE

teaching (Murray and Macdonald, 1997) primarily
focuses on delivering standard answers, placing
students in a passive receiving role, as shown in
Figure 1 (a). In contrast, Socratic teaching (See-
skin, 1987) guides learners to actively think and
construct knowledge systems through continuous
heuristic questioning, as illustrated in Figure 1
(b). Existing research demonstrates that Socratic
dialogue can effectively promote learners’ cogni-
tive development (Knezic et al., 2010). However,
its heavy reliance on teachers’ real-time feedback
and personalized guidance makes the implementa-
tion process time-consuming and labor-intensive
(Chang et al., 1998), which makes it difficult to be
promoted in large-scale educational settings. The
powerful capabilities of LLMs in natural language
generation and real-time dialogue feedback (Ha-
gendorff et al., 2023; Chang et al., 2024; Wen et al.,
2024) offer a new technological pathway for au-
tomating Socratic teaching by simulating instructor
roles. Current research on applying LLMs to So-
cratic teaching remains in its early stages, primarily
following two strategies: one involves prompt engi-
neering to guide the model in generating responses
with a Socratic dialogue style (Zhang et al., 2024);
the other fine-tunes models on specialized Socratic
teaching dialogue datasets to enhance its instruc-
tional guidance capabilities (Dan et al., 2023; Liu
et al., 2024a; Ding et al., 2024b).

However, current research generally focuses on
superficial features of simulating Socratic dialogue,
such as heuristic questioning styles, while overlook-
ing the importance of systematic teaching design
and coherent dialogue planning. This often results
in two prominent issues: 1) The absence of struc-
tured teaching processes and rule-based constraints
can lead to arbitrary guidance, abrupt topic shifts,
and disorganized feedback during interactions (Lu
et al., 2022); 2) The lack of mechanisms for sum-
marization and reflection at the conclusion of teach-
ing prevents learners from effectively consolidating
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between an electromagnet and a magnet is ()

Help me solve this question: The difference g [ Help me solve this question: The difference between an electromagnet and a magnet is ()

A:Has magnetism B:Has two poles

Student
‘A:Has magnetism B:Has two poles C:Both the poles and the magnetic strength can be changed % Questioning

C:Both the poles and the magnetic strength can
be changed

The correct answer is:
C: Both the poles and the magnetic strength can
be changed |

Explanation:

Electromagnet: A type of magnet where the
magnetic field is produced by an electric current.
Its magnetic strength can be changed by
adjusting the current, and the poles can be
reversed by reversing the current's direction.
Permanent magnet: Has a fixed magnetic
strength and fixed poles that cannot be easily
changed.

EJ‘ [ gl i s s el ey memes s ) ]
They both have magnetism. g Concept
_r = Probing
- [Great! S absam i o Hemcll 5 17 ]
{'lhe g of an el is 1 by electric current. } g
Ebﬂ""[mgj]‘ So. why can electric curent change the strength and polarity of an clectromagnet’s magnatic force? | e
— ; [~ Reasoning
{Bccausc the strength and direction of the electric current can be changed. ]
Ebﬂ [ T T ] T
2 o [ Construction
¢ [Bmh the poles and the magnetic strength can be chaugcd.]’ %
Excellent! Your answer is absolutely correct. The unique feature of an electromagnet is that both its Teacher
magnetic strength and polarity can be adjusted by controlling the electric current, whereas a ordinary ™ Summary
magnet has fixed magnetic properties and unchangeable poles.

(a) Knowledge-imparting teaching

(b) Socratic heuristic teaching

Figure 1: In knowledge-imparting teaching, students passively receive standardized answers, whereas Socratic
teaching guides students to actively think and solve problems through continuous heuristic questioning.

and internalizing knowledge(Elton, 1986). These
shortcomings not only weaken the potential of So-
cratic teaching to stimulate deep thinking but also
limit its controllability and practicality in real ed-
ucational settings. Therefore, incorporating struc-
tured teaching rules (Trowbridge et al., 2011) into
LLM:s is essential for enhancing the effectiveness
and real-world applicability of Socratic teaching.

In this paper, we draw inspiration from rule-
based Socratic teaching (Chang et al., 1998; See-
skin, 1987) and propose a Knowledge-Enlightened
Learning Enhanced by LLMs (KELE) frame-
work. This framework implements knowledge-
enlightened structured Socratic teaching enhanced
by LLMs, and consists of the following two compo-
nents: 1) For dialogue scenarios employing LLMs
to conduct Socratic teaching, we have developed a
structured Socratic teaching rule system, SocRule.
SocRule divides the Socratic teaching process into
five progressive stages. Each stage is designed with
specific dialogue strategies (34 in total) based on
students’ potential cognitive states and interactive
behaviors during real learning processes, cover-
ing the complete teaching process from question
raising to knowledge consolidation. 2) To effec-
tively implement the SocRule to realize structured
Socratic teaching, we innovatively propose a “con-
sultant—teacher” multi-agent collaborative teaching
mechanism, where two LLM-based agents simu-
late the roles of a teaching consultant and a teacher
in real-world educational scenarios.

To enhance the Socratic teaching capability
of teacher agents within the “consultant—teacher”
structure, we trained a Socratic Teacher Large Lan-
guage Model named SocratTeachLLM. To build

SocratTeachLLM, we constructed a structured So-
cratic teaching dataset called SocratDataset. Based
on SocRule, this dataset comprehensively covers
34 teaching strategies and includes over 42,000
rounds of teaching dialogues, specifically designed
to strengthen the model’s Socratic teaching ability.

We fine-tuned the GLM4-9B (GLM et al., 2024)
on the SocratDataset to obtain SocratTeachLLM.
This model serves as the core of the teacher agent,
capable of generating thought-provoking questions
and feedback, effectively guiding students through
progressive questioning to facilitate deep think-
ing. Additionally, to comprehensively evaluate the
teaching quality of LLMs, we propose a Socratic
teaching quality evaluation system for LLMs. This
system establishes a comprehensive evaluation
framework covering nine dimensions, supporting
multi-level analysis from single-turn dialogues to
multi-turn teaching processes. To the best of our
knowledge, this is the first systematic and general-
izable evaluation framework for Socratic teaching.
Experimental results demonstrate that the Socrat-
Dataset significantly enhances the performance of
LLMs in Socratic teaching, and SocratTeachLLM
surpasses GPT-40, which has several times larger
parameter scale, in all teaching capability.

The contributions of this paper are as follows:

1. We propose a structured Socratic multi-agent
teaching framework based on the “consultant-
teacher” structure. By incorporating a five-
stage structured Socratic teaching rule system,
this framework comprehensively implements
structured Socratic teaching with LLMs for
the first time. The framework is generalizable
and can be directly applied to teaching various
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disciplines.

2. We construct a structured Socratic teaching
dataset SocratDataset, which contains 34 com-
prehensive teaching rules and over 42,000 di-
alogue turns.

3. We present SocratTeachLLM, a Socratic
teacher large language model that implements
heuristic Socratic teaching. This model sur-
passes GPT-40 in all Socratic teaching capa-
bilities despite GPT-40 having several times
more parameters.

4. We develop a 9-dimensional evaluation sys-
tem for assessing the Socratic teaching capa-
bilities of LLMs. To the best of our knowl-
edge, this is the first systematic and generaliz-
able evaluation system for Socratic teaching.

2 Related Work

2.1 Large Language Models in Education

Large Language Models (LLMs) are gradually be-
coming integrated into various aspects of education
(Kasneci et al., 2023; Yan et al., 2024), provid-
ing strong support in areas such as student Q&A,
lesson planning for teachers, and intelligent teach-
ing. In terms of student Q&A (Gan et al., 2023;
Wang et al., 2024; Neumann et al., 2024), Instruct-
GPT (Ouyang et al., 2022) aligns with user in-
tent through Reinforcement Learning from Human
Feedback (Bai et al., 2022), and has been widely
applied in the development of personalized Q&A
systems. RetLLM-E (Mitra et al., 2024) efficiently
answers frequently asked questions by retrieving
student inquiries from forums and relevant course
materials, and then leveraging LLLMs to generate
appropriate responses. For lesson planning, the
LessonPlanner (Fan et al., 2024) tool assists novice
teachers in generating lesson plans that meet in-
structional requirements, significantly improving
the quality of the plans and reducing the work-
load of lesson preparation. In intelligent teaching,
LLMs can dynamically adjust their explanations
based on student feedback (Chung et al., 2024),
creating an interactive teaching experience similar
to that of human instructors. The CLASS frame-
work (Sonkar et al., 2023) enhances intelligent tu-
toring systems with LLMs, enabling them to guide
students step-by-step and engage in interactive di-
alogue like a mentor. In summary, LLMs are be-
coming essential tools for providing educational
support and instructional assistance.

2.2 Technology-Enhanced Socratic Teaching

The Socratic teaching method centers on heuristic
questioning, stimulating students’ deep thinking
through guided dialogue (Padesky, 1993; Stevens
and Collins, 1977). Early studies have shown that
learning systems based on the Socratic method
can effectively promote deeper learning among stu-
dents (Chang et al., 1998). Advances in technology
have further propelled the development of Socratic
teaching method (Graesser et al., 2004; Qi et al.,
2025). For instance, incorporating Socratic reflec-
tive prompts into video-based learning systems has
been shown to significantly enhance students’ crit-
ical thinking skills (Hsu et al., 2022). In recent
years, the rise of LLMs has made it possible to sim-
ulate teachers posing Socratic questions. Research
has demonstrated that LLMs can emulate teachers
to generate Socratic responses, improving learners’
understanding of coding errors (Al-Hossami et al.,
2024). They can also automatically generate So-
cratic sub-questions to assist in solving mathemati-
cal word problems (Shridhar et al., 2022). The SPL
system (Zhang et al., 2024), leveraging GPT-4 and
the Socratic method, has brought improvements to
dialogue-based intelligent tutoring systems. Ad-
ditionally, some studies have fine-tuned LLMs by
constructing datasets with a Socratic dialogue style,
enabling LLMs to acquire Socratic dialogue capa-
bilities and guide students in step-by-step thinking,
as seen in EduChat (Dan et al., 2023) and Socrat-
icLM (Liu et al., 2024a). However, these studies
primarily focus on generating heuristic questions
while neglecting the coherent structure and progres-
sive scaffolding of teaching.

3 Proposed KELE Framework

The Knowledge-Enlightened Learning Enhanced
by LLMs (KELE) framework consists of two main
components: the first is a structured Socratic teach-
ing rule system designed for LLMs, used to guide
and regulate the teaching process; the second is
a “consultant-teacher” multi-agent collaborative
teaching mechanism, which effectively implements
the rule system to realize structured Socratic teach-
ing. This section will elaborate on the design de-
tails and implementation methods of the above con-
tent.

3.1 Structured Socratic Teaching Rule System

Inspired by rule-based Socratic teaching theory
(Chang et al., 1998; Seeskin, 1987) and leverag-
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truly understands the concept.

action: Propose questions that can check students'
understanding of concepts.

&
&]{ Great! So do you know how the magnetism of an

electromagnet is generated?

Student

Figure 2: The KELE framework and the “consultant-teacher” multi-agent collaborative teaching mechanism.

ing the natural language generation capabilities of
LLMs, we have designed a highly operable and
well-structured system of structured Socratic teach-
ing rules, named SocRule. SocRule systematically
constructs the teacher’s questioning strategies, the
changes of students’ cognitive states, and the pro-
gression paths of teaching objectives in Socratic di-
alogues. It effectively constrains and guides LLMs
to conduct the teaching process in a clear, coher-
ent, and progressive manner, thereby avoiding ran-
domness and chaotic feedback (Ghosh et al., 2024)
during teaching and ultimately enhancing teaching
effectiveness.

SocRule divides the Socratic teaching process
into five stages: (a) student questioning, (b) concept
probing, (c) inductive reasoning, (d) rule construc-
tion, (e) teacher summary. Each stage is designed
with specific teaching strategies (34 in total, see
Appendix A for more details) that focus on stu-
dents’ potential cognitive states and interactive be-
haviors during authentic learning processes. These
strategies cover the entire teaching process, from
problem posing to knowledge summarization.

To ensure the orderly progression and dynamic
adjustment of the teaching process, SocRule im-
plements a strict stage advancement mechanism.
Teaching stages must proceed sequentially, with
skipping or regression prohibited. The transition
between stages is dynamically assessed based on
the number of dialogue turns, student performance,
and the quality of the dialogue. For instance, if
no substantial progress is made in consecutive dia-
logues within a stage, if the student demonstrates

clear mastery, or if the turn limit is reached, the
system will automatically evaluate whether to ad-
vance to the next stage. Additionally, if the student
answers two consecutive questions correctly or re-
mains in the same state for more than two turns,
a stage advancement assessment is also triggered.
These mechanisms effectively prevent the teach-
ing dialogue from falling into loops, stagnation, or
ineffective feedback.

SocRule is both heuristic and operable: on one
hand, it stimulates student thinking through tar-
geted questioning strategies, helping learners ex-
plore and construct knowledge; on the other hand,
it encodes the teaching process into executable
workflows through state recognition and strategy
matching mechanisms, enabling LLMs to accu-
rately comprehend and implement it. By introduc-
ing SocRule, a set of executable teaching guidance
strategies is provided for LLMs, laying the founda-
tion for controllable, structured, and high-quality
Socratic teaching.

3.2 The Consultant—Teacher Mechanism

To effectively implement structured Socratic teach-
ing, we propose an innovative “consultant—teacher”
multi-agent collaborative teaching mechanism.
This mechanism operates through the collabora-
tion of two LLMs agents, which assume the roles
of teaching consultant and teacher, respectively.
By simulating the collaborative approach between
human teachers and teaching consultants (Nevin
et al., 2009; Ge et al., 2023), it effectively addresses
the issues of insufficient execution capability and
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behavioral randomness (An et al., 2024) in cur-
rent single-agent approaches for complex teaching
tasks.

The mechanism consists of two LLMs agents,
the teaching consultant agent A, and the teacher
agent A, each with distinct responsibilities, estab-
lishing clear division of labor and collaboration
between teaching plan and execution:

* Consultant Agent (A.): This agent serves
as the planner in the teaching process. Based
on SocRule, it analyzes the student’s cogni-
tive state and interactive behaviors to provide
corresponding teaching action recommenda-
tions. It also considers the student’s current
input and historical dialogue records to deter-
mine whether to advance the teaching process,
ensuring that the teaching activity maintains
a coherent logical structure and progressive
rhythm for effective guidance.

e Teacher Agent (A;): This agent generates
specific teaching dialogue content based on
the evaluation result and action suggestion
provided by the teaching consultant. It focuses
on the execution of the teaching process, in-
cluding posing heuristic questions, providing
feedback and guidance, and completing the
progression and summarization of teaching
according to SocRule.

The entire teaching process is initiated by stu-
dent questions. In each round of teaching dia-
logue, the system simultaneously records two
types of key information: the dialogue sequence
of student inputs and teacher responses (s;,t;),
and the consultant output (e;,n;,a;), where
e; is the evaluation of the current teaching
state, n; is the corresponding state number, and
a; is the teaching action suggestion based on
SocRule. In the n-th round of teaching, the sys-
tem first inputs the historical dialogue h,_1 =
{(s1,t1), .., (Sn—1,tn—1)}, the historical consul-
tant output{ (e1, n1,a1),...,(€n—1,Mn—1,an-1)}
and the current student input s,, into the teach-
ing consultant agent A., which outputs (e, n,).
Then, the system searches for the matching teach-
ing action a,, in SocRule based on n,,, forming the
consultant output (e,, ny,, a,). Next, the system
inputs {hy,_1, S, (én, ayn)} into the teacher agent
Ay, which generates the teacher response t,,.

The entire teaching workflow strictly follows
the five-stage rules defined in SocRule, ensuring

that teaching objectives are achieved progressively.
Upon reaching the final stage, the teacher agent per-
forms summarization to help students consolidate
their learning outcomes, completing the teaching
cycle.

The “consultant-teacher” mechanism is highly
generalizable and applicable to Socratic teaching
across various disciplines. Compared to traditional
prompt engineering or single-model fine-tuning
strategies, this mechanism significantly reduces
content generation randomness while enhancing
adaptability and process control for complex teach-
ing tasks.

4 The Socratic Teacher Large Language
Model

To further enhance the dialogue and guidance ca-
pabilities of the teacher agent within the “consul-
tant—teacher” structure, we trained a LLM with
Socratic teaching abilities under the guidance of
the SocRule: the Socratic Teacher Large Language
Model (SocratTeachLLM).

The development of SocratTeachLLM involves
three key steps: First, we constructed a high-
quality guided problem-solving dataset as the core
question corpus. Then, based on this dataset and
SocRule, we constructed a structured Socratic
teaching dialogue dataset called SocratDataset. Fi-
nally, we fine-tuned a SOTA LLM GLM4-9B on
the SocratDataset to obtain SocratTeachLLM. The
following sections will elaborate on the methods
and implementation details of dataset construction
and model training.

4.1 Guiding Problem-Solving Dataset

To provide high-quality questions and semantic ma-
terials for constructing structured Socratic teaching
dialogues, we first constructed the guided problem-
solving dataset. The core of this dataset originates
from the CSQ dataset (Liu et al., 2025), which
contains 12,000 elementary-level science questions
along with their structured solutions, including
the questions, answers, guiding hints, knowledge
points, and detailed problem-solving thought.

To ensure the selected questions were well-
suited for multi-turn heuristic teaching, we im-
plemented a two-stage filtering process. In the
first stage, seven graduate students with relevant
educational backgrounds and standardized train-
ing manually selected questions capable of gen-
erating sub-questions and supporting multi-round
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heuristic teaching. In the second stage, we em-
ployed GPT-40 to further review and refine the
selected items. Through this process, we selected
6,000 high-quality questions from the CSQ. To
broaden the dataset’s coverage, an additional 800
questions were collected from real primary school
science exam papers in China and filtered using the
same criteria. Following this, we further utilized
GPT-4o0 to supplement and semantically optimize
(Ding et al., 2024a) the guiding hints, knowledge
points, and problem-solving thought for each sam-
ple. A manual review mechanism was integrated
throughout to ensure the accuracy and reliability of
the final dataset.

The final dataset consists of 6,803 entries, cover-
ing all grade levels and major knowledge points in
elementary science curricula. Each entry includes
a complete set of components: the question, an-
swer, guiding hints, knowledge points, and detailed
problem-solving thought. Notably, this dataset is
not directly used for model training but serves to
provide solid question and semantic support for the
subsequent construction of the structured Socratic
teaching dataset.

4.2 Structured Socratic Teaching Dataset

Based on the high-quality guiding problem-solving
dataset from Section 4.1, we further constructed the
structured Socratic teaching dataset (SocratDataset)
to train LLMs with heuristic teaching capabilities.

Starting from each problem in the guided
problem-solving dataset, and leveraging its guid-
ing hints, knowledge points, and problem-solving
thought, we used GPT-40 to simulate structured
multi-turn Socratic teaching dialogues between a
teacher and a student (Macina et al., 2023; Gil-
Martin et al., 2024). The entire dialogue process
strictly follows to the five-stage rules and 34 teach-
ing strategies defined in SocRule. Each turn of
dialogue data includes student input, teacher re-
sponse, teaching state evaluation results, state num-
ber, and teaching action suggestion. During the di-
alogue generation process, we incorporate human
review and intervention mechanisms (Liu et al.,
2024c,b) to ensure that the teaching interactions
comply with SocRule’s requirements while main-
taining enlightening and reasonable in linguistic
expression, thereby guaranteeing the quality and
rule consistency of the teaching dialogues in the
dataset.

The SocratDataset consists of 6,803 multi-turn
dialogues, totaling over 42,000 teacher-student in-

Total Dialogue Turns Total Samples Average Dialogue Turns

42,892 6,803 6.3

Dialogue Turn Statistics

S-turn 6-turn 7-turn 8-turn 9-turn | 10-turn | Il-turn | 12-turn

1,740 1,740 1471 591 256 58 25 6

(a) Statistics on dialogue turns

Strategy Number

(b) Statistics on teaching strategies

Figure 3: Statistical overview of the SocratDataset.

teraction turns, covering all 34 teaching strate-
gies defined in SocRule. Detailed statistics of the
SocratDataset are shown in Figure 3. This high-
quality and structured Socratic teaching dialogue
dataset establishes a robust foundation for training
LLMs. This forms a high-quality and structured
Socratic teaching dialogue dataset, provides a solid
training foundation for SocratTeachLLM.

4.3 Fine-tune SocratTeachLLM

We trained SocratTeachLLM on GLM4-9B using
the LoRA (Shen et al., 2022) fine-tuning method,
with 3 epochs, a learning rate of 5e~° and a batch
size of 16. The dataset, SocratDataset, was split
into 90% for training and 10% for testing. All ex-
periments and training were conducted on a server
equipped with 2 NVIDIA A800 GPUs.

In the supervised training setting, the dia-
logue history at turn n is constructed as h,, =
{(s1,t1),"+* , (Sn,tn)}, where s; is the student’s
input and ¢; is the teacher’s response. At each
turn, there are two auxiliary prompts provided
by the teaching consultant: an evaluation result
prompt e; and a recommended action prompt a;.
The task requirements of i-th turn are defined as
pi = {$i, ei,a;}. This work can be defined as fine-
tuning based on LLMs to obtain an adaptive teacher
response that maximizes the following conditional
probability:

n
Puims(q | pye) = HPLLMs(ti | hic1@pis @) (1)
=1

16347



where ¢ is parameters of the LLMs, & represents
the string concatenation operation and the task re-
quirement p;, and ¢ = {t1,t2, -+ ,t,} is the se-
quence of teacher responses by LLMs.

5 Evaluation

5.1 Socratic Teaching Quality Evaluation
System

Since the Socratic teaching method is a multi-
turn dialogue process that lacks a unified conversa-
tional structure and standard answers, evaluating its
teaching quality poses significant challenges (Dem-
szky et al., 2021). Existing research on evaluating
LLMs in Socratic teaching is extremely limited
and has three major issues: 1) Limited evaluation
scope—current studies only analyze dimensions
weakly related to the core heuristic guidance capa-
bility (e.g., the model’s ability to judge the correct-
ness of student responses), failing to comprehen-
sively reflect its key performance in heuristic teach-
ing; 2) Existing evaluation systems lack clear and
concrete quantitative indicators, making it difficult
to support systematic teaching quality evaluation;
3) Evaluation methods often tailored to specific
Socratic teaching scenarios or single dimensions,
lacking generalizability and limiting reusability in
related research or practical applications.

To address these issues, we propose a Socratic
teaching quality evaluation system for LLMs in
this paper. This system constructs a comprehensive
evaluation framework covering nine dimensions,
from single-turn dialogues to multi-turn teaching
processes. It includes clearly defined quantitative
indicators and strong generalizability, applicable to
various forms of Socratic teaching scenarios. To
the best of our knowledge, this is the first Socratic
teaching quality evaluation system that is both gen-
eralizability and systematicity.

Our Socratic teaching quality evaluation system
is divided into two levels: single-turn dialogue eval-
uation and multi-turn teaching processes evaluation.
The details are as follows:

Single-turn dialogue evaluation: Based on
each round of teaching dialogue, each dimension
is assessed via binary classification (yes/no) to de-
termine whether it meets specific Socratic teaching
requirements.

(1) Problem Relevance Rate (PRR): Whether
the teacher’s question is closely related to the orig-
inal problem-solving process and responds rele-
vantly to the student’s input in the current turn.

(2) No Direct Answer Rate (NDAR): Whether
the teacher’s reply provides overly obvious answers
or explanations. We expect the teacher’s response
to be heuristic, offering only minimal guidance.

(3) Summary Pass Rate (SPR): Whether the
teacher successfully provides an appropriate and
correct summary of the problem, covering the core
knowledge points. Note: This dimension is specifi-
cally designed for our structured Socratic teaching
evaluation.

(4) Instruction Adherence Rate (IAR): Whe-
ther the model strictly adheres the instruction
of the Socratic teaching consultant during reply
generation. Note: This dimension is specifically
designed for our structured Socratic teaching
evaluation.

Multi-turn teaching process evaluation: Based
on the complete teaching dialogue, each dimension
is assessed on a 5-point scale to evaluate the
model’s heuristic guidance capability in contin-
uous interactions (more details can be found in
Appendix B.5).

(1) Guidance: Evaluates the effectiveness of
the teacher’s questions in guiding students to think
actively.

(2) Logicality: Evaluates the logical coherence
and structural rationality of the questions across
multi-turn dialogues.

(3) Flexibility: Evaluates whether the teacher
can dynamically adjust questioning strategies based
on student feedback.

(4) Repetitiveness: Evaluates the diversity and
repetition of the teacher’s questions.

(5) Clarity: Evaluates whether the questions
are expressed clearly and are easy to understand,
ensuring accurate reception by students.

5.2 Evaluation of SocratTeachLLM

Since our model was trained on a Chinese dataset,
we selected several strong-performing models on
Chinese tasks as baselines to evaluate the effec-
tiveness of our SocratTeachLLM. These include
GPT-40, GLM4-9B (GLM et al., 2024), Qwen2.5-
7B, Qwen2.5-14B, and Qwen2.5-32B (Yang et al.,
2024), as well as the only two LLMs known to us
that are trained using Socratic method: SocraticLM-
7B (Liu et al., 2024a) and EduChat-13B (Dan et al.,
2023). The experiments were divided into two
parts: single-turn dialogue evaluation and multi-
turn teaching process evaluation.

(1) Single-turn dialogue evaluation: We first
randomly sampled 680 multi-turn dialogues from
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Rouge-1 Rouge-2 Rouge-L BLEU-4 | PRR NDAR SPR IAR | Guidance Logicality Flexibility Repetitiveness Clarity
GPT-40 48.25 2235 38.27 2993 | 7213 81.19 8 8774 4.35 4.50 433 4.55 4.89
GLM4-9B 37.70 13.24 26.82 22.00 | 5246 7595 66 70.00 3.83 4.01 3.89 4.04 4.51
Qwen2.5-7B 40.95 15.27 31.60 2496 |59.02 8052 60 7645 3.87 3.96 3.87 421 4.71
Qwen2.5-14B 43.79 17.06 33.65 26.63 | 65.21 7857 74 80.81 3.99 4.15 4.03 4.41 4.82
Qwen2.5-32B 46.22 19.90 37.22 28.85 | 6557 83.13 81 84.68 4.12 4.44 421 4.57 4.89
SocraticLM-7B 18.63 5.56 14.56 1093 | 26.83 3026 36 27.05 2.62 2.88 2.78 2.93 3.67
Educhat-13B 34.75 9.91 26.07 21.11 | 47.62 9073 51  69.02 293 3.42 3.18 3.17 4.36
SocratTeachLLM 574 33.63 50.77 4196 | 7513 9471 87 89.03 4.66 4.53 4.45 4.62 4.90

Table 1: Socratic teaching performances. For all metrics, higher values indicate better performance. The top-
performing are bolded, and the second-best are underlined.

the SocratDataset as the test set and decomposed
them into 4,245 single-turn dialogues, each con-
taining teaching consultant evaluation result and
teaching action suggestion. These were automat-
ically evaluated using several classic text genera-
tion metrics, including ROUGE (Lin, 2004) and
BLEU (Papineni et al., 2002). From these, we
randomly selected 100 multi-turn dialogues, de-
composed into 620 single-turn dialogues, and re-
cruited eight graduate students with relevant educa-
tional backgrounds to manually evaluate the PRR,
NDAR, SPR, and IAR metrics. To ensure consis-
tency in human evaluation, we randomly sampled
100 single-turn dialogues for each metric to per-
form consistency checks. The corresponding kappa
scores were as follows: PRR (0.65), NDAR (0.71),
SPR (0.75), and IAR (0.75), indicating high inter-
rater agreement.

(2) Multi-turn teaching process evaluation:
We employed GPT-40 to evaluate (Zheng et al.,
2023) the following metrics on the test set contain-
ing 680 multi-turn dialogues: guidance, logicality,
flexibility, repetitiveness, and clarity. During the
scoring process, we required GPT-40 to not only
output the scores but also provide detailed analysis
to enhance the interpretability and credibility of
the evaluation (Desmond et al., 2025). To verify
the reliability of the automated evaluations by GPT-
40, we randomly selected 100 multi-turn dialogues
and recruited a graduate student with a relevant
educational background to evaluate them. The ICC
coefficients were as follows: guidance (0.72), logi-
cality (0.7), flexibility (0.68), repetitiveness (0.75),
and clarity (0.83), indicating a high level of consis-
tency between GPT-40 and human evaluations.

Table 1 summarizes the performance of all mod-
els across the evaluation metrics. The experimen-
tal results show that our SocratTeachLLM signifi-
cantly outperforms its base model, GLM4-9B, in

all Socratic teaching capabilities. Specifically, it
achieves a 22.67% improvement in PRR, 18.76%
in NDAR, 21% in SPR, and 19.03% in IAR. No-
tably, it also surpasses GPT-40, which has a much
larger parameter size, across all Socratic teaching
capabilities and demonstrates high scores in multi-
ple key competencies, validating the effectiveness
of our approach.

6 Conclusion

This paper proposes the Knowledge-Enlightened
Learning Enhanced by LLMs (KELE) framework,
offering a novel approach to applying LLMs in So-
cratic teaching. We establish a structured Socratic
teaching rule system, SocRule, and design a multi-
agent collaborative teaching mechanism composed
of “consultant-teacher”, which effectively imple-
ments structured Socratic teaching and addressing
the lack of systematic guidance in existing meth-
ods. To comprehensively evaluate the capability of
LLM:s in Socratic teaching, we build a multi-level
evaluation system covering single-round to multi-
round teaching processes, which is highly gener-
alizable. Additionally, we construct a structured
Socratic teaching dataset, SocratDataset, based on
which we train a Socratic teacher LLM, Socrat-
TeachLLM. Experimental results show that Socrat-
TeachLLM excels across Socratic teaching capa-
bilities and significantly outperforms larger-scale
models such as GPT-4o, further validating the ef-
fectiveness of the KELE framework. In the future,
we will continue to optimize this framework and
explore its applications across different disciplines
and diverse educational scenarios.

Limitations

Although the KELE framework has made sig-
nificant progress in applying LLMs to Socratic
teaching, there are still some limitations. First, the

16349



SocratDataset is constructed based on scientific
disciplines, which means that the SocratTeach-
LLM trained on this dataset may have certain
limitations when applied to other subjects. In
the future, expanding high-quality datasets across
more disciplines will be necessary to enhance
the model’s multidisciplinary teaching capabili-
ties. Second, similar to most LLMs, SocratTeach-
LLM struggles to consistently and strictly adhere to
rules in complex Socratic teaching tasks. As shown
in Table 1, SocratTeachLLM achieves a score of
75.13 on the PRR metric, indicating that there is
still room for improvement in the model’s rule-
following ability regarding question relevance. Al-
though we proposed “consultant—teacher” mech-
anism effectively alleviates this issue, further en-
hancements in model performance or additional
safeguards will be needed in future iterations to
improve rule compliance.
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A More Details about SocRule

Teaching Stages:

a) Student Questioning Stage: The initial step of the teaching task. When a student poses a question, the system formally enters the instructional
process.

b) Concept Probing Stage: Aims to assess the student’s grasp of relevant concepts and identify potential misconceptions. This stage employs
guided questioning, supplementary information, and comparative analysis to help students review learned content and clarify ambiguities.

¢) Inductive Reasoning Stage: This is the core stage of the teaching process. The teacher guides the student to reason and form hypotheses based
on existing knowledge and experience. By introducing counterexamples, addressing conflicting situations, or designing challenging problems,
students are encouraged to reflect critically and adjust their understanding.

d) Rule Construction Stage: After reasoning and exploration, the teacher helps students explicitly summarize derived knowledge rules and guides
them to apply these rules in new contexts, facilitating the transformation from implicit understanding to explicit expression.

¢) Teacher Summary Stage: This is the concluding stage of the teaching process. This is the concluding stage of instruction. After the student
successfully solves the problem, the teacher provides a summary to help consolidate the learning outcomes and complete the instructional loop.

Teaching Strategies:
a) Student Questioning Stage
e al: When a student raises a question, generate a sub-question related to problem-solving.
b) Concept Probing Stage

e b2: If no available strategy exists and the issue has not been fully explored, generate questions from different perspectives.

* b3: If no available strategy exists and the problem has already been explored, modify the question.

* b4: If the student holds a major conceptual error and relevant sub-questions are available, generate related sub-questions from different
angles.

*  bS: To verify whether the student truly understands the concept, pose questions that can effectively assess their conceptual understanding.

* b6: If the student's answers or exercises are incorrect, review previously learned concepts.

e b7: If errors are made on previously learned concepts, review these concepts and compare them with the student's errors.

¢) Inductive Reasoning Stage

* ¢8: If the student’s prediction is incomplete or inconsistent, provide a counterexample.

* ¢9: If the student’s answer is incorrect, help the student form a partial rule for further exploration, or pose a misleading question.

* ¢10: If the student’s answer contradicts previously learned concepts, ask for the reason.

e cll: If irrelevant factors are introduced by student, point them out and ask for clarification.

* cl2: If the explanation is incomplete, support the formation of a partial rule, pose a misleading question, or offer a counterexample.

* ¢13: If the misleading question successfully misguides the student, follow up with a counterexample.

e cl4: When a new situation arises, encourage students to make predictions and propose new principles.

¢ ¢15: When practicing familiar concepts, encourage students to make predictions and propose new principles.

* cl6: If the student recognizes their mistakes, encourage students to make predictions and propose new principles.

e ¢17: If the student overlooks a key point and sub-questions exist, generate the sub-question.

e ¢l18: If the student overlooks a key point and no sub-question is available, ask the student to reconsider that point.

e ¢19: If the type of the student’s misunderstanding is unclear, generate diagnostic questions to identify it.

*  ¢20: If the student makes an incorrect prediction, validate the recently learned concept.

e ¢21: If the student is unable to make a prediction, prompt them to think through the problem in detail.

e ¢22: If the student answers correctly, follow up by asking Why?”.

e ¢23: If the student proposes a partial hypothesis, help them refine it into a complete one.

* ¢24: If the student proposes a hypothesis and has experience, ask them to test it independently.

* ¢25: If the student proposes a hypothesis but lacks experience, provide a verification method.

* ¢20: If the student cannot test the hypothesis but has experience, ask them to compare two examples.

e ¢27: If the student cannot test the hypothesis and lacks experience, provide guidance to help them carry out the verification.

e ¢28: If the student tests the hypothesis incorrectly but has experience, identify the error and ask for other possible concepts.

e ¢29: If the student tests the hypothesis incorrectly and lacks experience, provide the correct concept and ask why it was not initially
considered.

d) Rule Construction Stage

* d30: Teacher wants to check whether the student truly understands, they should present a related case and ask the student to make a
prediction or explain "why".

* d31: If the student still fails to understand after a dialectical process, directly present the correct concept and rules, and ask them to
reconsider and solve the problem.

e d32: If the student has already explored a particular problem, present a related case and ask them to make a prediction.

* d33: Once all relevant concepts have been addressed, establish a general definition and ask the student to provide a solution.

e) Teacher Summary Stage

¢ e34: After the student correctly solves the problem, summarize the process and key takeaways.

Figure 4: The 5 progressive teaching stages of SocRule and the 34 teaching strategies corresponding to each stage.
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B Prompt
B.1 Prompt for Teaching Consultant Agent

# Role Instructions

As a Socratic teaching consultant, you must strictly adhere to the five-stage Socratic teaching methodology to manage dialogue. Each response
must fulfill the following steps:
1. Determine whether the student has posed a clear question (If not, remain in Stage a0).
2. Analyze the dialogue history
- Record the number of consecutive correct responses and the number of turns spent in the same stage.
- Track how many rounds the current stage has lasted.
- Monitor the total number of teaching rounds (with an upper limit of {N} rounds).
3. Identify the current teaching stage.
4. Evaluate the student’s status within the current stage.
5. Verify that the generated response complies with stage management and transition rules (If it does not comply, repeat steps 2, 3, and 4 until it
does.)
6. Generate rule-compliant response.

## Stage Management and Transition Rules

ABasic Rules:
- The teaching process formally begins only after the student poses a specific question (entering state al).
- The teaching stages must follow a strictly sequential progression: a — b — ¢ — d — e (no skipping or regression is allowed).
- The maximum number of dialogue turns for the teaching process is {N} turns, starting from state al.
- Answer protocol: Answers may only be requested in stage d, once a correct answer is obtained, the process must transition to stage e.

A Stage Advancement Rules (advance if any condition is met):
- Must consider advancing when student provides two consecutive correct answers.
- Should evaluate and advance to new state when same state persists beyond 2 dialogue turns.
- Do not remain in stage b for more than {N} turns; if exceeded, transition to stage c.
- Do not remain in stage ¢ for more than {N} turns; if exceeded, transition to stage d.
- Do not remain in stage d for more than {N} turns; if exceeded, transition to stage e.
- Advance to next stage when current stage has been sufficiently explored but student shows no breakthrough

A Stage Advancement Guidelines
- Prioritize stage advancement over mechanically remaining in a state.
- Avoid repeated stalling in the same state.
- In borderline cases, favor transitioning to the next stage rather than repetitive discussion.
- For Stages B and D, it is recommended to limit dialogue to 1-2 turns.

## Stage Details

##H# Stage a: Student Questioning (Single Turn)
**State Definitions**

- a0: The student has not yet posed a question.

- al: The student has posed a question.

**Transition Rules™**

- a0 — a0: The student still has not asked a clear question.

- a0 — al: The student poses a clear and specific question.

- al — Automatically transitions to stage b (limited to one turn).

### Stage b: Concept Probing (Understanding the student's grasp of relevant concepts and identifying potential misconceptions)
**State Evaluation Rules**
Must evaluate all conditions b2-b7 and select the most appropriate state:

State ID | Triggering Condition |
| |

|

| I |

| b2 | No applicable strategy is available, and the problem investigation is incomplete. |

| b3 | No applicable strategy is available, but the problem has already been investigated. |
| b4 | The student has a serious conceptual error, and there exists a relevant sub-problem. |
| b5 | Need to verify whether student truly understands the concept. |

| b6 | The student's practice or response is incorrect. |

| b7 | The student makes an error in a previously learned concept. |

### Stage c: Inductive Reasoning (Identify the student’s inductive rules, analyze their validity, and determine underlying principles. This is the
primary stage of dialogue)

**State Evaluation Rules**

Must evaluate all conditions ¢8-c29 and select the most appropriate state:
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State ID | Triggering Condition |
|

|
c8 | The student makes an incomplete or inconsistent prediction. |

|

|

|

| ¢9 | The student’s response is incorrect. |

| cl0 | The student’s response is inconsistent with previously learned concepts. |

| cll | The student proposes irrelevant factors. |

| cl2 | The student provides an incomplete explanation. |

| cl3 | The teacher’s misleading question successfully misleads the student. |

| cl4 | A new situation emerges. |

| cl5 | The exercise involves concepts already familiar to student. |

| cl6 | The student realizes their own mistake. |

| 17 | The student overlooks a key point, and a relevant sub-problem is available. |
| ¢c18 | The student overlooks a key point, and no relevant sub-problem is available. |
| ¢c19 | The type of student misunderstanding is unclear. |

| ¢20 | The student makes an incorrect prediction. |

| c21 | The student is unable to make a prediction. |

| c22 | The student answers the question correctly. |

| ¢23 | The student has formed a partial hypothesis. |

| c24 | The student proposes a hypothesis and has relevant experience. |

| ¢25 | The student proposes a hypothesis but lacks relevant experience. |

| 26 | The student cannot test the hypothesis but has relevant experience. |

| 27 | The student cannot test the hypothesis and lacks relevant experience. |

| 28 | The student tests the hypothesis incorrectly but has relevant experience. |

| ¢29 | The student tests the hypothesis incorrectly and lacks relevant experience. |

### Stage d: Rule Construction (Assist students in constructing new rules and require them to apply these rules)

| State ID | Triggering Condition |
| I 1

| d30 | The teacher wants to check whether the student truly understands the concept. |
| d31 | After a dialectical process, the student still fails to understand a concept. |

| d32 | The student has already investigated a particular problem. |

| d33 | All relevant concepts have been explored. |

**Mandatory Requirement**
Only in this stage may students be required to provide a correct answer. Once a correct answer is given, the process must proceed to Stage e.

### Stage e: Teacher Summary
**State Definition**
€34: The student has correctly provided the answer to the given problem.

## Output Requirements
Perform teaching stage management and student state evaluation strictly following Socratic teaching method rules. Output must be in JSON format
only, without any additional text.
All output must be structured in the following JSON format:
{H
"evaluation": "Identify the current teaching stage and determine the student's state within this stage, with a clear explanation.",

"state": "The code of the current state"
0
i8]
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B.2 Prompt for Teacher Agent

You are a primary school science teacher who applies the Socratic teaching method and specializes in heuristic instruction.

You will receive the following: the historical dialogue record, the student's current input, and the Socratic teaching consultant’s evaluation and

recommended action.

Your task is to follow the suggested action and refer to the evaluation results in order to complete the Socratic teaching process by asking the

student appropriate questions.

You must adhere to the following rules:

- Ask only one question at a time. (Before outputting, check the number of questions. If more than one is present, delete the extra ones.)

- The question must be directly related to solving the problem. (Before outputting, ensure the question is relevant. If it deviates, revise it to focus on
the problem.)

- Ensure that the question matches the student’s knowledge level in primary school, and avoid making it too difficult.

- Use a very friendly and encouraging tone.

- Do not provide any obvious hints unless instructed to do so by the Socratic teaching consultant.

- If the recommended action is to summarize the problem, then summarize it clearly without asking any further questions.

B.3 Prompt for Problem Filtering and Solution Information Optimization

You are an experienced primary school science question design expert. Your task is to determine whether a given question can be expanded into
sub-questions, and to optimize its hint, knowledge point, and Problem-Solving Thought.

## Task Content

Question: {question} {options}

Hint: {hint}

Knowledge Point: {knowledgePoint}
Problem-Solving Thought: {problemSolvingThought}

## Judgment Task Introduction

### Judgment Task Rules
Refer to examples of questions that are not suitable for sub-question expansion. Evaluate the given question accordingly: return Result 1 if it
qualifies, or Result 2 if it doesn't, along with the reason.

### Types of Questions Not Suitable for Sub-question Expansion

#### Questions That Only Describe Physical Appearance of Objects

Example: Maple leaves are ().

Options: ["Palmate", "Star-shaped", "Needle-shaped"]

Reason: This question focuses purely on visual memorization and lacks potential for deeper discussion.
##H#H History-Based Questions

Example: The scientist who designed and created vision-enhancing glasses is ().

Options: ["Newton", "Yuan Longping", "Bacon"]

Reason: The question is fact-based and historical in nature, without opportunity for scientific exploration.
##### Questions Requiring Visuals (e.g., "as shown in the diagram")

Example: The lotus primarily breathes in water through ().

Options: ["Diagram A", "Diagram B", "Diagram C"]

Reason: The options refer to diagrams that are not provided, making the question unsolvable and unsuitable for sub-question development.

## Optimization Task Introduction

### Hint Section

- The hint should be a concise sentence aimed at guiding students to think about the concept or Problem-Solving Thought, rather than directly
providing the answer.

- Refer to examples to evaluate whether the hint meets the requirement. Only revise if it is missing or inappropriate.
- Do not end the hint with a period.

### Knowledge Point Section
- The knowledge point should be a precise and academic description of the relevant concept(s) related to the question and options.
- Check for any errors or colloquial expressions; revise them if necessary. Do not modify if already appropriate.

### Problem-Solving Thought
- This section should include an analysis of both the question and the answer options.

### Optimization Examples

##H#H# Example |

#itHH Before Optimization

Question: Which of the following objects is a light source?
Options: ["Lit alcohol lamp", "Mirror", "Glass sphere"]
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Hint: null

Knowledge Point: Objects that emit light on their own are called light sources.

Problem-Solving Thought: Objects that emit light on their own are called light sources. The lit alcohol lamp emits light, so it's a light source; the
mirror and the glass sphere do not emit light and thus are not light sources.

HHHH After Optimization

Question: Which of the following objects is a light source?

Options: ["Lit alcohol lamp", "Mirror", "Glass sphere"]

Hint: Think about the definition of a light source

Knowledge Point: Objects that emit light on their own are called light sources.

Problem-Solving Thought: Objects that emit light on their own are called light sources. The lit alcohol lamp can emit light by itself, so it is a light
source. A mirror only reflects light, not emits it, so it's not a light source. The glass sphere either reflects or transmits light but does not emit light on
its own, so it is also not a light source.

Optimization Notes: (1) Added a guiding hint; (2) Kept the knowledge point unchanged as it was appropriate; (3) Expanded the problem-solving
explanation to include reasoning for each option.

#HH Example 2

#tH##H Before Optimization

Question: Which part of a plant is used to absorb water?

Options: ["Flower", "Root", "Leaf"]

Hint: Plants mainly absorb water from the soil

Knowledge Point: Each part of a plant has a specific function. Simply put, roots help fix the plant in the soil and absorb water and nutrients; stems
support the plant and transport water and nutrients; leaves perform photosynthesis and regulate temperature; flowers attract insects for pollination
and aid reproduction; fruits protect and spread seeds; and seeds grow into new plants.

Problem-Solving Thought: Observations in daily life show that plants absorb water from the soil through their roots.

#H#H#H## After Optimization

Question: Which part of a plant is used to absorb water?

Options: ["Flower", "Root", "Leaf"]

Hint: Think about where plants get their water from

Knowledge Point: Each part of a plant has a specific function: roots anchor the plant and absorb water and nutrients from the soil; leaves carry out
photosynthesis and regulate temperature; flowers attract insects for pollination.

Problem-Solving Thought: Each plant organ has a distinct role. Roots extend into the soil to absorb water and nutrients and help stabilize the plant.
Leaves primarily perform photosynthesis, and flowers are reproductive organs that do not absorb water. Therefore, the correct answer is "root".
Optimization Notes: (1) Revised the hint to be more thought-provoking; (2) Trimmed the knowledge point to remove casual language and off-topic
content; (3) Expanded the explanation for each option in the Problem-Solving Thought.

Now, based on the task description, please determine whether the given question can be expanded into sub-questions, and improve the Hint,
Knowledge Point, and Problem-Solving Thought for the given question.

All output must be structured in the following JSON format, and output JSON only, no other content is allowed:

{{
"question
"options": array format,
"result™: "Tor2",
"reason": "..",

"hint": "...",

"knowledgePoint": "...",

"analyze":

B

nonoon
s

16357




B.4 Prompt for SocratDataset Construction

Your task is to create a Socratic-style simulated dialogue between an elementary school student and an elementary science teacher.

## Question
{question} {options }

## Problem-Solving Information

Hint: {hint}

Knowledge Point: {knowledgePoint}
Problem-Solving Thought: {problemSolvingThought}

## Role Requirements

##H# Student

The dialogue should begin with the student asking the teacher for help with the question. The phrasing and format of the question should be similar
to: "How do I solve this question: <question>" or "Please help me solve this question: <question>." The text within <question> must exactly match
the original text following <question>, with no changes to the wording, sequence, or punctuation.

The student should simulate multiple incorrect answers throughout the conversation.

All student responses should be aligned with the knowledge and cognitive ability of an elementary school student.

Student responses must not reference the <Problem-Solving Information>.

The student should avoid using filler words (e.g., "um," "like") as much as possible.

### Teacher

Follow the five-stage structure of the Socratic teaching method strictly, guiding the student through the problem step by step.

Ensure each guiding question is appropriate for elementary school students, avoiding overly complex language or logic.

When asking questions, the teacher must reference the <Problem-Solving Information> and stay directly related to solving the problem. Do not ask
unrelated questions.

Only one question may be asked at a time.

The teacher’s tone should be extremely friendly and encouraging.

Unless in the final summarizing stage, the teacher must never directly give the correct answer to the student.

## Questioning Rules
### Determining Dialogue Stages and Corresponding States

##### The dialogue begins at stage "a": Student Inquiry Stage, with state "al"

al: The student poses the question

#### Then proceeds to stage "b": System Questioning Stage, aimed at assessing the student’s understanding of relevant concepts and identifying
potential misconceptions. Fully consider b2 to b7 and select the most appropriate state:
b2: No available strategy and the problem has not been fully investigated

b3: No available strategy but the problem has been investigated

b4: A serious conceptual error exists and related sub-questions are available

b5: Checking if the student truly understands a concept

b6: Student’s exercise and response are incorrect

b7: Error occurs in a concept the student has already learned

#HH# Next is stage "c": Inductive Reasoning Stage, identifying the rules the student is forming, analyzing their correctness, and confirming
principles. This is the core dialogue stage. Fully consider ¢8 to ¢29 and select the most appropriate state:
¢8: The student makes incomplete or inconsistent predictions

¢9: The student’s response is incorrect

¢10: The student’s response is inconsistent with previously learned concepts

c11: The student introduces unrelated factors

¢12: The student gives an incomplete explanation

c13: A misleading question successfully misleads the student

c14: A new context is introduced

c15: The concept being practiced is already familiar

c16: The student realizes their mistake

c17: The student overlooks a key point and related sub-questions exist

c18: The student overlooks a key point and no sub-questions exist

¢19: The type of misunderstanding is unclear

¢20: The student makes a wrong prediction

c21: The student is unable to make a prediction

¢22: The student answers correctly

¢23: The student forms a partial hypothesis

c24: The student forms a hypothesis and has relevant experience

¢25: The student forms a hypothesis without relevant experience

¢26: The student fails to test the hypothesis but has experience

¢27: The student fails to test the hypothesis and lacks experience

¢28: The student tests the hypothesis incorrectly but has experience

¢29: The student tests the hypothesis incorrectly and lacks experience
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#it#Ht Then proceed to stage "d": Generalization Stage, helping the student form a new rule and apply it. Fully consider d30 to d33 and select the
most appropriate state:

d30: The teacher wants to check if the student truly understands

d31: The student still fails to grasp a concept after dialectical inquiry

d32: The student has already investigated a specific problem

d33: All concepts have been explored

#### Only when the student gives the correct answer can the conversation proceed to stage "e": Teacher Summary Stage, with state "e34"

### Questioning Actions Based on Evaluated State

If the state is "al", generate a question.

If the state is "b2", generate questions from different angles.

If the state is "b3", rephrase the question.

If the state is "b4", generate sub-questions from different angles related to the concept.

If the state is "b5", ask a question to check the student's understanding of the concept.

[f the state is "b6", review concepts the student has already learned.

If the state is "b7", review the concepts and compare them with the student's errors.

If the state is "c8", provide a counterexample.

If the state is "c9", help the student form an incomplete rule for further exploration or ask a misleading question.
If the state is "c10", ask for the reason behind the inconsistency.

If the state is "c11", point out the irrelevant factor and explicitly ask for the reason.

If the state is "c12", help the student form an incomplete rule for exploration, ask a misleading question, or provide a counterexample.
If the state is "c13", provide a counterexample.

If the state is "c14", "c15", or "c16", encourage the student to make predictions and propose a new principle.
If the state is "c17", generate a sub-question based on the key point.

If the state is "c18", ask the student to reconsider that point.

If the state is "c19", generate a diagnostic question.

If the state is "c20", validate the newly learned concept.

If the state is "c21", ask the student to think about the problem in detail.

If the state is "c22", ask "Why?"

If the state is "¢23", help the student revise and complete the hypothesis.

If the state is "c24", ask the student to test the hypothesis independently.

If the state is "¢25", provide a way to verify the hypothesis.

If the state is "c26", ask the student to compare two examples.

If the state is "c27", guide the student in hypothesis testing.

If the state is "c28", inform the student of the error and ask them to propose an alternative concept.

If the state is "c29", provide the correct concept and ask why they hadn’t considered it before.

If the state is "d30", present a related case and ask for a prediction, or ask "Why?"

If the state is "d31", directly present the correct concept and rules and ask the student to rethink them.
If the state is "d32", present a related case and ask for a prediction.

If the state is "d33", establish a general definition and ask the student to answer the original question.
If the state is "e34", summarize the question and its solution.

### Strictly Enforced Constraints

- The entire dialogue process must strictly follow the progression of stages a — b — ¢ — d — e. Skipping any stage or reverting to a previous
stage is not allowed.

- Only in stage d can the student be asked to provide the answer to the original question. Requests for an answer are not permitted in any stage
prior to stage d.

- The dialogue can proceed to stage e only after the student has correctly given the standard answer to the question.

- Once stage e is reached, the entire round of dialogue is considered complete. A new dialogue cannot be initiated afterward.

Now, please generate a simulated dialogue following the role requirements and questioning rules, and output JSON only, no other content is
allowed.

Place all output into the following JSON structure:
[{
"student": "The student's initial question and subsequent responses",
"evaluation": "Assessment and determination of the current dialogue stage and state, with justification for the state selection”,
"state": "The number corresponding to the current state",
"action": "The questioning action corresponding to the identified state",
"teacher": "The teacher's response according to the action, including the final summary in the last round"

5.

Repeat above N times.
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B.5 Prompt for Multi-round Teaching Process Evaluation

# Socratic Dialogue Questioning Quality Evaluation Task

## Dialogue for Evaluation
{dialogue}

## Evaluation Requirements

Please conduct a structured evaluation of the teacher's questioning quality based on the following criteria. Use a strict grading scale and deduct
points systematically. A score of 5 may only be awarded if all criteria are fully met and no deficiencies are present:

1. Each standard must be strictly verified item by item

2. Priority should be given to deduction criteria, not bonus ones

3. A perfect score must not be given without clear and sufficient evidence

4. If multiple deficiencies exist within a single dimension, grade according to the lowest-performing aspect

## Scoring Dimensions and Criteria

### Guidance: Evaluates whether the questions appropriately guide students to think independently.

Note: The final two rounds of the dialogue are summarization phases. Teacher prompts in these rounds are excluded from the guidance score; only
prior questions are assessed for guidance quality.

5 points: Questions are well-structured and layered, guiding the student step by step toward independent thinking.

4 points: Questions are generally guiding, with slight over-acceleration in a few parts.

3 points: Some guidance is present, but pacing or depth is poorly controlled.

2 points: Hints or partial answers are provided too early, limiting the student’s opportunity to think.

1 point: Answers or excessive clues are given outright, leaving no room for student reasoning.

### Logicality: Evaluates the logical structure and progression of the questions.

5 points: The sequence of questions follows cognitive development principles—progressing from simple to complex with tight, coherent logic.
4 points: Overall logic is clear; minor transitions may feel slightly abrupt but don’t hinder understanding.

3 points: Basic logic is maintained, but there are occasional leaps or repetitions requiring the student to infer connections.

2 points: Disordered question sequence causes confusion or disrupts the student’s understanding.

1 point: Questions lack a coherent thread, are contradictory or fragmented, and cause cognitive disorientation.

### Flexibility: Evaluates whether the teacher adapts questions dynamically based on student responses.
5 points: Skillfully adjusts question difficulty, angle, or sequence in real-time based on student input.

4 points: Generally responsive to student answers, with occasional lapses in responsiveness.

3 points: Shows intent to adapt but struggles to stay attuned to the student’s thinking in parts.

2 points: Rigidly follows a script, only reacting to obvious errors.

1 point: Fully scripted, ignores student responses and misconceptions.

### Repetitiveness: Evaluates diversity of questions and avoidance of redundancy.

5 points: Questions are varied and creative, with no repetition, maintaining a lively dialogue.
4 points: Mostly varied, with occasional repetition that reinforces understanding.

3 points: Some repeated questions reduce efficiency slightly.

2 points: Frequent repetition of similar phrasing or content causes student disengagement.

1 point: Excessive mechanical repetition seriously undermines interaction quality.

### Clarity: Evaluates language clarity and accessibility for student understanding.

5 points: Language is concise, precise, and unambiguous; easily understood by the student.

4 points: Generally clear; a few questions may require brief clarification.

3 points: Mostly understandable, but vague terms or complex syntax hinder comprehension at times.

2 points: Questions are long-winded or abstract, requiring repeated clarification.

1 point: Expression is confusing, terminology inappropriate, or internally inconsistent, leading to widespread misunderstanding.

## Output Specification
Please generate the evaluation report according to the following requirements:
1. For each scoring dimension:
- You must cite at least one specific dialogue excerpt as evidence.
- The score must strictly align with the detailed rubric criteria.
2. Each dimension must be scored independently.
3. Only output JSON—do not include any additional text.

Please structure all output content using the JSON format below:

[{
"Guidance": {"reason":"[Analysis based on specific dialogue excerpt]","score":[1-5]},
"Logicality": {"reason":"[Analysis based on specific dialogue excerpt]","score":[1-5]},
"Flexibility": {"reason":"[Analysis based on specific dialogue excerpt]","score":[1-5]},
"Repetitiveness”: {"reason":"[Analysis based on specific dialogue excerpt]","score":[1-5]},
"Clarity": {"reason":"[Analysis based on specific dialogue excerpt]","score":[1-5]}

1
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C

Example

C.1 Example for the SocratDataset

!
v

"dialogue": [

"student": "Can you help me solve this question: Which of the following methods does NOT enhance the magnetism of an
electromagnet? () A. Increasing the number of batteries B. Changing the coil's winding direction C. Increasing the number of coil
turns.",

"evaluation": "The student asked a question, entering stage a, with state al.",

"state": "al",

"action": "Generate a sub-question related to solving the problem.",

"teacher": "Do you know which factors affect the strength of an electromagnet's magnetism?"

1

"student": "I think it might have something to do with the number of batteries.",
"evaluation": "The student's answer is incomplete, entering stage b, with state b6.",
"state": "b6",
"action": "Review the concepts the student has already learned.",
"teacher": "That's right, the number of batteries does affect the electromagnet's magnetism. Do you also remember how the number
of coil turns and the current affect it?"
IR
{
"student": "Oh right, the number of coil turns also affects the magnetism.",
"evaluation": "The student partially understands the concept but has not mentioned all relevant factors, entering stage c, with state
cl2.",
"state": "c12",
"action": "Help form an incomplete rule and further investigate it.",
"teacher": "Exactly, increasing the number of coil turns strengthens the magnetism. Now, what do you think happens when the
direction of the coil winding is changed?"

8

"student": "Maybe changing the winding direction makes the magnetism stronger?",

"evaluation": "The student's answer is incorrect, entering stage c, with state ¢9.",

"state": "c9",

"action": "Help the student form an incomplete rule and investigate it further.",

"teacher": "Interesting thought! Let's imagine: if you change the coil's winding direction, does the direction of the current change?"

>

"student": "Hmm, the current direction probably doesn't change.",

"evaluation": "The student realized their mistake, entering stage c, with state ¢16.",

"state": "c16",

"action": "Encourage the student to make predictions and propose a new principle.”,

"teacher": "Great! So changing the winding direction doesn't affect the magnetism. Can you now summarize which methods can
enhance an electromagnet's magnetism?"

1

"student": "Increasing the number of batteries and increasing the number of coil turns can enhance the magnetism.",
"evaluation": "The student correctly understands the concept, entering stage d, with state d33.",

"state": "d33",

"action": "Establish a general definition and ask the student to give the answer to the problem.",

"teacher": "Excellent! So based on our discussion, what do you think is the correct answer to the question?"

>

"student": "Changing the coil's winding direction does not enhance the electromagnet's magnetism.",

"evaluation": "The student correctly answered the question, entering stage e, with state e34.",

"state": "e34",

"action": "Summarize the problem.",

"teacher": "Correct! Changing the coil's winding direction does not affect the strength of an electromagnet's magnetism—it only
changes the magnetic poles. Great work, keep thinking like this!"
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C.2 Example for the Guiding Problem-Solving Dataset

—~

"mission": "Choice question",
"question": "Among the following groups of electromagnets, which one can attract the most thumbtacks ( )?",
"options": [

"An electromagnet with three batteries connected in series and 50 turns of wire in the coil",

"An electromagnet with three batteries connected in series and 25 turns of wire in the coil",

"An electromagnet with two batteries connected in series and 50 turns of wire in the coil"

"answer": 1,

"hint": "Think about which factors affect the strength of an electromagnet's magnetism.",

"knowledgePoint": "The strength of an electromagnet's magnetism is affected by the electric current through the coil and the number of turns of
the coil. The number of batteries affects the current, and more turns result in stronger magnetism.",

"problemSolvingThought": "The magnetic strength of an electromagnet mainly depends on the current and the number of coil turns. Connecting
three batteries in series provides a stronger current, and having more coil turns increases magnetism. Therefore, the electromagnet with three
batteries and 50 turns has the strongest magnetism and can attract the most thumbtacks. In the other options, although one of the factors may be

better, the overall performance is inferior to the first option."
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