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Abstract

Faithful opinion summarization task refers to
generating a summary for a set of documents
that covers the majority and minority opinions
in documents. Inspired by the cognitive science
that argument facet is the focus of an opinion,
we propose the facets-guided opinion summa-
rization method (FacSum). By inducing the
facets, we partition the documents into multi-
ple facet-specific sets. Then key phrases are
extracted as the representatives of each set and
the number of facets is used for constraining the
length of summary, both of which are used to
guide LLMs to cover different argument facets
of opinions while keeping the summary concise.
We perform experiments on two representative
datasets and the results show that our method
outperforms the state-of-the-art (SOTA) meth-
ods and multiple LLMs. The ablation studies
indicate that the introduced facets contribute
to improving model performance by enabling
the coverage of minority opinions while pre-
serving the majority ones. The results based on
different LLMs demonstrate that our method
can improve the performance of LLMs with
varying model sizes. We apply FacSum to the
summarization of professional paper reviews,
and the results confirm its effectiveness in spe-
cialty domains as well.

1 Introduction

For a topic, there are often many different opin-
ions. Some opinions reflect the common concerns
of social groups and are generally recognized as the
majority opinions. In contrast, minority opinions,
although expressed less frequently, are equally im-
portant since they reveal potential problems, risks,
or neglected demands(Lei et al., 2024). Our faith-
ful opinion summarization task (Li et al., 2025a;
Zhang et al., 2024; Bilal et al., 2022) aims to gener-
ate concise summaries that accurately capture both
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the majority and minority opinions in a given opin-
ion document set. This task is crucial in scenarios
such as the public policy making to help decision-
makers quickly and comprehensively understand
different opinions so as to prevent decision bias.

Recently, LLMs have become the main choice
for the above task (Bhaskar et al., 2023; Li et al.,
2024; Zakkas et al., 2024). Some methods focus
on constructing high-quality prompts for guiding
LLMs (Zhang et al., 2023; Wang et al., 2024). They
use a self-evaluation framework that evaluates the
generated summaries by LLM and construct feed-
back to calibrate the prompts. While these methods
can guide LLMs to generate summaries containing
different opinions, they come with high computa-
tional overhead. Other methods decompose the
summarization task into multiple simpler subtasks
using a Chain-of-Thought (CoT) approach(Kojima
et al., 2022), leveraging the strengths of LLMs on
simpler tasks (Bhaskar et al., 2023; Li et al., 2025b).
For example, the TCG method clusters the docu-
ments, generates a sub-summary for each cluster,
and then merges all sub-summaries into a com-
plete summary(Bhaskar et al., 2023). These meth-
ods improve the semantic coverage of summaries
to source documents. However, due to the lack
of explicit guidance for minority opinions, some
marginal opinions are easily overlooked during the
clustering and generation processes.

To generate summaries that cover both ma-
jority and minority opinions while maintaining
concise, we propose the Facet-guided opinion
Summarization method (FacSum). Here, a ’facet’
refers to a specific latent statement dimensions of
an opinion (Li et al., 2024; Vazquez Campos and
Liz Gutiérrez, 2015), such as for the topic "Should
schools offer cash bonuses for good test scores
", the facets including "Doubts about practical-
ity and feasibility”, "Concerns about bribery and
ethics". FacSum explicitly highlights the latent
facets within the documents to construct prompts
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that can guide the attention of LLMs. The facet-
sensitive prompt includes two kinds of guidance,
where the semantics guidance considers the facet
coverage in documents for guiding LLMs to cover
both the majority and minority opinions with all
facets, and the format guidance by the number of
facets is used to constrain and organize opinions
for reducing redundancy.

Specifically, we first use an LLM to induce the
topic and facets within the document set. Then,
based on the identified facet of each document, the
source documents are grouped as multiple facet-
specific sets. Next, key phrases are extracted to rep-
resent each subset and are subsequently merged to
form a comprehensive set of facet representations.
These phrases form the semantics guidance. Com-
pared to directly extracting key phrases from the
document sets, our method can capture the phrases
from majority opinion while retaining those from
minority opinions. The number of facets is used
for constraining the maximum length of summary
since the more facets involved in documents, the
more content in summary. To guide LLMs in orga-
nizing summaries in a logical manner, we design
the narration template, which is used together with
the above guidance. We perform experiments on
two social datasets and a scientific dataset. The
results demonstrate that our method outperforms
the SOTA methods and several LLMs.

2 Related Work

For the opinion summarization task, since the an-
notated data is difficult to obtain, the mainstream
methods have focused on unsupervised settings and
can be categorized into two types. The first type
adopts the domain knowledge to pre-trains a sum-
marization model, while the second type explores
how to directly leverage the knowledge encoded in
LLMs.

2.1 Pre-training Methods for Summarization

The pre-training methods incorporate domain
knowledge to pre-train the model by constructing
self-supervised objectives, which can be divided
into two categories. The first category focuses on
training model by reconstruction tasks (Chu and
Liu, 2018; Suhara et al., 2020; BraZinskas et al.,
2020; Angelidis et al., 2021; Basu Roy Chowdhury
et al., 2022). For example, MeanSum generates a
summary by decoding from the average semantic
representation of multiple input documents, where

the representations are learned by reconstructing
the input documents(Chu and Liu, 2018). The
HERCULES method represents sentences in opin-
ions as paths through a hierarchical discrete latent
space, extracts common subpaths shared across
multiple opinions, and decodes them to generate
the summary(Hosking et al., 2023).

The second category involves constructing
pseudo-summaries from the input documents(Ke
et al., 2022; Reinald Kim Amplayo, 2021; Louis
and Maynez, 2023) and uses these summaries to
train a model. ConsistSum obtains the aspect and
sentiment distribution for each document. Then
it chooses the central document as the pseudo-
summary based on the distance between the dis-
tributions (Ke et al., 2022). OPINESUM method
selects multiple high entailed sentences in docu-
ments using the textual entailment model. The
selected sentences are concatenated as pseudo-
summaries(Louis and Maynez, 2023). The PELMS
method generates pseudo-summaries by selecting a
set of representative sentences that cover frequently
occurring topic clusters within the input documents
(Peper et al., 2024).

The above two types of methods focus on con-
sensus opinions and lack attention to the minority
opinions, making them difficult to apply to our
summarization task. There are also some methods
aim to cover multiple opinions in documents(Li
and Chaturvedi, 2024; Bar-Haim et al., 2021), such
as the TokenCluster method(Li et al., 2023), which
constructs the summary by selecting the sentences
that can cover the the general opinion of each as-
pect. The KPA method extracts key points from
a collection of reviews and establishes a mapping
from opinions to these key points, thereby assign-
ing a weight to each key point and selecting those
with higher weights to form the summary(Bar-
Haim et al., 2021). These methods encompass
multiple opinions. However, they are only appli-
cable to review scenarios with a single theme, and
the generated summaries lack comprehensiveness.

2.2 LLM-based Methods for Summarization

These methods focus on effectively leverage the
knowledge of LLMs and can be categorized into
two classes. The first class aims to construct high-
quality prompts to guide LLMs directly, whereas
the second adopts a Chain-of-Thought (CoT) ap-
proach (Kojima et al., 2022), guiding the LLM
through a step-by-step summarization process.
For the first class, methods such as SumCOT
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Figure 1: The framework of our facet-guided summarization method. The agent in this framework refers to an
autonomous module that applies the designed prompts to guide LLMs.

(Wang et al., 2023), SummlIT (Zhang et al., 2023)
and CPSum (Wang et al., 2024) iteratively con-
struct feedback by evaluating the generated sum-
maries and update prompt for generating new sum-
mary. For instance, CPSum selects high-quality
sentences in generated summaries as the guidance,
adds them into the prompt for guiding LLM to
retain the semantics of these sentences while ex-
ploring new opinions (Wang et al., 2024). These
methods perform well due to the explicit guidance
in the prompts. However, due to the large search
space, they usually iterate multiple times and have
a large computational overhead.

For the second class, the related methods split
the summary generation process into multiple
phases and construct prompts for each phase
(Bhaskar et al., 2023; Li et al., 2025c, 2024). For
example, the TCG method first clusters sentences
based on the aspects, and each cluster is then chun-
ked for generating multiple chunk-level summaries.
Subsequently, the final summary for an aspect is
generated by merging all chunk-level summaries
(Bhaskar et al., 2023). Although these methods
achieve high coverage of the source documents,
they overlook the semantic connections between
chunks, resulting in an isolated stacking of opinions
and a lack of logic in the generated summaries.

3 Problem and framework

Given a document set D = {d;, ds, - - - ’d\DI}’ the
faithful opinion summarization task aims to gener-
ate a summary S that captures both majority and
minority opinions within ID. For this task, we pro-
pose the facet-guided summarization method (Fac-
Sum) that induces the facets in D for guiding LLMs

to focus on these opinions. We use ’facet’ to denote
the fine-grained argumentative dimensions of an
opinion (e.g., Vaccination Safety for the Elderly
for the topic ’Vaccination’) (Li et al., 2024), as op-
posed to broader aspect (e.g., Vaccination Risks)
used in prior works (Bhaskar et al., 2023; Ange-
lidis et al., 2021), allowing for a finer delineation of
opinion diversity. As shown in Fig.1, our method
contains two parts: to induce the facets from docu-
ments and to construct the facet related guidance
for summarization.

We first induce the facets contained in docu-
ments by LLMs, based on which the documents D
are grouped into multiple facet-specific sets. As
a result, each document set correspond to a facet.
Then key phrases are extracted from each set of doc-
uments as the representative of the corresponding
facet. We merge all the key phrases from each facet-
specific set together for constructing the prompt
that contains the semantics and format guidance.
The semantic guidance encourages the LLM to
attend to all facets of opinion, while the format
guidance helps organize the multiple opinions in a
structured manner to reduce redundancy.

3.1 Facets induction from documents

We first obtain the topic T~ discussed in documents
D so that we can induce the facets that focus on
the same topic, formally, 7 = Py, (pt, D), where
Py, () means a LLM and p; is a pre-designed
prompt. Then the facet set F is induced by an-
other prompt py, i.e., F = Py (ps, D, T). The
details of p; and py are given in Appendix D.

For each facet a € F, we use LLM to check
whether document d € ID belongs to facet a , de-
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noted by I(d,a) € {0,1}. I(d,a) = 1 indicates
that the opinion in document d belongs to the facet
a. Otherwise, [(d,a) = 0. Based on the check
results, all the documents in D are partitioned into
multiple facet-specific document subset. A subset
D,, corresponding to a is defined as:

Dy = {d € D|I(d,a) = 1} (1)

3.2 Guidance construction for summarization

To introduce the facet information for construct-
ing LLM prompts, we use a key phrase extraction
method denoted as E}() to extract the key phrase
set IC,, from each D,:

’Ca - Ek(Da> (2)

We adopt TextRank (Mihalcea and Tarau, 2004)
as Fj() since it offers higher efficiency and bet-
ter interpretability than the common used meth-
ods such as PromptRank(Kong et al., 2023), En-
sembleKEM(Abibullayeva et al., 2024). The key
phrases from each facet-specific document set are
merged together as the diversity-oriented phrase
set IC to represent all the facets in D, where U is
the union operation of sets:

K = User {Ka} 3)

Based on KC, we form the semantics guidance
gsem = (T, IC) that contains the topic 7~ and the
diversity-oriented phrase set IC. The interpreted
topic 7 is used to avoid semantic bias in summa-
rization process, and the /C can guide LLM to focus
on multiple opinions with different facets.

In general, the more facets the document set D
contains, the longer the summary length. However,
aiming for high facet coverage may easily lead to
content redundancy, resulting in excessively long
summaries (Alguliev et al., 2012; Srivastava et al.,
2022; Xiao and Carenini, 2020). To solve the above
problems, we calculate the maximum length of the
summary based on the number of facets in D, de-
noted as £ = |F| * [, where [ is a hyper-parameter
representing the maximum number of words for
summarizing a single facet. To organize opinions
and reflect the intention that summaries need to
contain both the majority and minority opinions,
we also design the template M that can be auto-
matically adapted according to different expression
needs. Here, we generate multiple templates using
a LLM and select one through expert evaluation.
The length constrain £ and template M form our
format guidance gfom = (£, M).

We use the task statement I to organize the
two kinds of guidance and obtain the prompt
P = (I,gsem,9fom) for summarization. A com-
plete prompt is shown at the bottom of the second
part in Fig.1. In order to ensure that the summary
conforms to the guidance, we detect the format of
the generated summaries. If the summaries do not
conform to the guidance, additional reminder text
are added to prompt for regenerating.

4 Experiments

4.1 Datasets and metrics

We use the benchmark Microblog Opinion Sum-
marization datasets (MOS) (Bilal et al., 2022) for
experiments. MOS is collected from the Twitter
site !, which includes two datasets with different
topics: the EO dataset contains documents related
to the election topics, while the CO dataset focuses
on COVID-19 related topics. Each sample in the
two datasets includes multiple documents and a
manually generated summary. Each summary ex-
plicitly includes annotations of the majority and
minority opinions.

We use the gram-based metric ROUGE, the
semantics-based metric BERTScore (Zhang et al.,
2019) to evaluate the similarity between the gener-
ated summary and reference summary. For the
opinion coverage evaluation, we use the LLM
based metric GEVAL (Liu et al., 2023), which eval-
uates summaries by constructing coverage-focused
prompts. GEVAL exhibits limitations in scenar-
ios where the generated summary inverts the roles
of majority and minority opinions, as it fails to
adequately reflect the severity of such semantic
inconsistencies. To address this issue, another met-
ric, GroupDif (Wang et al., 2024), calculates the
similarity between the majority opinion in the gen-
erated summary and that in the reference summary,
as well as the similarity between their respective
minority opinions. These two similarities are then
combined to produce an overall similarity score.
The detailed calculation process for GroupDif is
provided in Appendix C.

4.2 Implementation details

The criteria for selecting our backbone model
are open-source and capable of local deployment.
Since Vicuna-7B (Chiang et al., 2023) has better
performances across multiple tasks compared to
other models with the same size of parameters, we

"https://twitter.com
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Method

Election Opinionated Data(EO)

CoVID-19 Opinionated Data(CO)

R R2 RL RSU4 BS RI R2 RL RSU4 BS
Extractive  LexRank* 1427 1.5 962  — 0856 1641 148 1089  —  0.843
method QT* 1478 108 945 - ~ 1423 103 955 - -

GPT-40  31.80 1020 2753 11.86 0861 2626 7.98 2285 958 0.849
Claude 3210 1035 2821 1217 0863 27.68 9.00 2462 1057 0.852
DeepSeek-V3  32.14 10.15 27.92 1199 0863 2562 7.68 2222 961 0852
Generative SummPip* 13.05 1.15 890 - - 1296 137 9.32 - -
method Copycat* 1405 1.56 1025  — — 1247 131 941 - -
OPINESUM 3158 458 2379 9.03 0843 27.88 442 2145 781 0834
CPSum  33.56 1082 2778 13.00 0.867 29.81 9.67 2457 1147 0.855
FacSum 3591 11.83 30.97 13.82 0.868 31.42 924 27.16 11.59 0.857
S“&Z;‘(fzd BART-base 3833 1248 2949 15.18 0848 33.88 1073 2722 13.06 0.830

The results marked with **’ are taken from the paper (Bilal et al., 2022). R-1, R-2, R-L and R-SU4 denote ROUGE-1,
ROUGE-2, ROUGE-L and ROUGE-SU4 (Lin, 2004), respectively. BS stand for BERTScore (Zhang et al., 2019).

Table 1: Model comparison results.

use Vicuna-7B (Chiang et al., 2023) as the base
model of FacSum and set the temperature coeffi-
cient to 0.7. To prevent introducing a large number
of irrelevant phrases when constructing semantics
guidance, we extract at most 2 key phrases for each
facet-specific document set. The hyperparameter
[ represents the number of words used to summa-
rize one facet content. The larger the value of [,
the more informative but verbose. In linguistics,
clearly and briefly expressing an opinion facet typ-
ically requires approximately 15 to 20 words. To
ensure the summary is concise, we set [ to 15. We
use 'The majority think.... A minority...” as template
M. All experiments are conducted on V100 GPUs
and all the used prompts in FacSum are shown in
Appendix D. We repeat the experiment 7 times and
take the mean value as the final result.

4.3 Comparison methods

We compare FacSum with two unsupervised ex-
tractive methods and multiple unsupervised gen-
erative methods. The extractive methods include
the PageRank based method LexRank (Erkan and
Radev, 2004) and the Vector-Quantized Variational
Autoencoders based method QT (Angelidis et al.,
2021). For the generative methods, SummPip
(Zhao et al., 2020) builds a sentence graph for
clustering documents and compresses each cluster
to generate the final summary. Copycat (BraZin-
skas et al., 2020) uses a hierarchical variational
autoencoder to model the process of generating
new opinions from multiple documents. OPINE-
SUM (Louis and Maynez, 2023) adopts the textual
entailment model to obtain pseudo-summaries for

training summarization model. Claude-3.5-haiku
2, GPT-40 ® and DeepSeek-V3 * are LLMs with
varying model sizes. CPSum (Wang et al., 2024)
is the SOTA method on EO and CO datasets. It
proposes a self-evaluation framework that adopts
the reinforcement learning mechanism to calibrate
prompts. BART-base (Lewis et al., 2020) is the
supervised model trained on EO and CO datasets.
FacSum is our facet-guided opinion summariza-
tion method.

4.4 Main results

We show the comparison results in Table 1. The
first block shows the results of extractive methods,
and the second block shows the results of gener-
ative methods, including LLMs. To enhance the
competitiveness of the comparison methods, we
incorporated the templates used in our method into
their prompts, as shown in Appendix D.

We can see that FacSum outperforms the cur-
rent SOTA method CPSum and multiple LLMs
in several metrics, demonstrating the high simi-
larity between the generated summaries and the
reference summaries. The large improvement on
R-1 and R-L also indicate the ability of FacSum
to capture key words while maintaining language
fluency. Compared to the supervised model BART,
FacSum obtains higher values on BERTScore. This
indicates the semantics and logic advantage of the
summaries generated by FacSum. The fact that
BART gets low values on these semantics-based
metrics also suggests that the supervised method

Zhttps://www.anthropic.com/claude/haiku

3https://openai.com/gpt-4
*“https://www.deepseek.com/
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GEVAL GEVAL

Method GroupDif 1

(GPT-4) (GPT-3.5)
OPINESUM (406M) 0.66 0.266 0.606
Vicuna (7B) 0.74 0.501 0.793
GPT-40 (175B) 0.87 0.644 0.866
CPSum (7B) 0.78 0.726 0.869
FacSum (7B) 0.79 0.760 0.869

Table 2: Model comparison results in terms of opinion
coverage.

typically focuses on the word level and ignores the
overall semantics of the summary.

We observe that all methods obtain compara-
ble BERTScore values, which is reasonable since
BERTScore emphasizes semantic similarity at the
token level. As long as the generated summaries
cover semantically relevant content, even with
different opinion structures or focuses, they can
achieve similar BERTScore results. Notably, our
method achieves the highest BERTScore, suggest-
ing that it preserves strong semantic alignment with
the reference summaries.

5 Model Analysis

5.1 Summary evaluation in terms of opinion
coverage

The generated summaries should contain both the
majority and minority opinions in source docu-
ments. As stated in section 4.1, we use GEVAL
(Liu et al., 2023) and GroupDif (Wang et al., 2024)
to measure the opinion coverage of the generated
summary against the source documents and the ref-
erence summary, respectively. For GEVAL, the
designed prompt for evaluation is shown in Ap-
pendix D. The calculation process of GroupDif is
in Appendix C.

The comparison results in Table 2 show that Fac-
Sum outperforms the SOTA method CPSum and
multiple methods on GroupDif and GEVAL, which
demonstrates that the generated summaries by Fac-
Sum have high opinion coverage with respect to
the source documents and the reference. To be
noted here, FacSum has lower time overhead than
the SOTA method CPSum since CPSum needs to
determine the relationship between each document
and each sentence in the summary several times.

5.2 Human evaluation

In this section we conduct a comprehensive evalua-
tion by humans. We randomly selected 30 samples
from a total of 100 for human evaluation and re-
cruited three evaluators with experience in summa-

Comparison methods Win Tie Loss
FacSum VS CPSum 18 8 4
FacSum VS GPT-40 14 9 7

Table 3: Results of human evaluation.

rization tasks. A pairwise evaluation mechanism is
employed to compare FacSum with two represen-
tative methods GPT-40 and CPSum (Wang et al.,
2024). We provide the topic, the reference sum-
mary and the generated summaries by two compar-
ison methods to all evaluators. The evaluators are
asked to refer to the content of the reference and
select the highest quality from the two summaries.

To guide evaluators in focusing on the core qual-
ity indicators of the summary, we provide evalua-
tion criteria across three dimensions: the coverage
of both the majority and minority opinions in the
reference, the factual consistency with the refer-
ence summary, and the logical organization of the
majority and minority opinions.

We use Krippendorff ‘s alpha coefficient to mea-
sure the inter-annotator agreement. For FacSum
VS CPSum, the value was 0.592, and for FacSum
VS GPT-4o, it was 0.511, both indicating moder-
ate agreement. Considering the discrete nature of
the label space, we additionally employed Fleiss’s
Kappa as a supplementary measure, which yielded
values of 0.580 and 0.500, respectively, also reflect-
ing moderate agreement.

The human evaluation results in Table 3 show
that, compared with CPSum and GPT-40, FacSum
achieves more wins, indicating that its outputs align
better with human preferences. Since evaluating
a summary involves multiple complex factors, we
also observed a considerable number of ties. This
highlights the difficulty of opinion summarization
evaluation.

5.3 The adaptation to different LL.Ms

To explore the adaptation of FacSum on different
LLMs, we conduct experiments based on Vicuna-
7B, GPT-40-mini and Claude®. For each LLM,
we compare the performance of three prompts:
the base prompt that only contains the task state-
ment, the prompt with semantics guidance, and the
prompt with both semantics and format guidance.
We choose "Summarize the following documents
to generate a summary that contains the majority
and minority opinions. Documents: D" as the base

>https://www.anthropic.com/news/claude-3-5-sonnet
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Settings EO Dataset CO Dataset
R1 R2 RL RSU4 RI1 R2 RL RSU4
FacSum 3591 11.83 3097 13.82 3142 924 27.16 11.59
w/o gsem  -093 -0.55 -1.31 -0.63 -1.72 -0.11 -1.13 -0.26
w/ogfom -240 -139 -179 -082 -1.52 -026 -1.16 -0.39
w/o K -0.81 -042 -0.71 -047 -1.18 -048 -0.76 -0.02
w/o L -091 -034 -0.80 -027 -144 -039 -1.06 -0.32
wf/o(L,K) -1.13 -085 -1.04 -076 -145 -0.55 -1.19 -045
w/o M -1.26 -1.14 -0.87 -054 -168 -0.04 -1.14 -0.14

Table 4: Ablation study.

W Base prompt B Prompt with semantics guidance B Prompt with semantics and format guidance

| EO Dataset
404 [3591) N 35
B Ny 30.92)

CO Dataset

27.16)

EO Dataset

%1 [3138) (2781)

5 @TBSJ

RSU4 BS

(b) GPT-40-mini

R1 R2 R-L

EO Dataset

R1 R2 R-L RSU4 BS

(c) Claude

Figure 2: Results on different LLMs.

prompt. Compared to the base prompt, we can see
that introducing semantics guidance improves the
performance of all LLMs. Furthermore, adding for-
mat guidance resulted in additional improvements.
This highlights the effectiveness of the FacSum
framework and its applicability across different
LLMs. It is worth emphasizing that the Claude
model based FacSum achieves new SOTA results
on both datasets. Considering the computational
cost, we continue to use Vicuna as the backbone
model for subsequent analyses and comparisons.

5.4 Ablation study

We first explore the effects of the two types of guid-
ance on the model performance. The results are
shown in Table 4, where w /0 gsem and w/o gtom
indicate that we remove the semantics guidance

and format guidance, respectively. Both types of
guidance play an important role, with format guid-
ance being more significant on the EO dataset. We
also examine the effects of the diversity-oriented
phrase set and the length constraints, denoted as
w/o KK and w/o L in Table 4, respectively. We
can see that removing the two components results
in performance drop, highlighting the importance
of introducing facets for both semantic and format
guidance. To show the effect of template M, i.e.,
w/o M, we remove the template in prompts. The
results show that the template M contributes to
the performance as it explicit reflects the summa-
rization objective. Notably, even without the tem-
plate, FacSum still outperforms several baselines.
A more detailed analysis of templates is given in
the following section.

The main contribution in FacSum is the way of
constructing the semantic guidance for the LLM
prompts, which uses the key phrases extracted from
the original documents. We explored two vari-
ants to replace the method of constructing semantic
guidance. One variant directly uses the extracted
facets as semantic guidance, referred to as FacSum-
Fac. Another variant first partitions the source doc-
uments into multiple facet-specific subsets to gen-
erate facet-level summaries, and then extracts key
phrases from these summaries as semantic guid-
ance, denoted as FacSum-FacKP. The compari-
son results are shown in Table 5. We can see that
FacSum outperforms its variants. The reason for
the poor performance of FacSum-Fac is the facets
being more abstract than the key phrases used in
FacSum, while the reason for FacSum- FacKP is
that its key phrases miss some important details.

5.4.1 Analysis on different templates

To verify that the performance gains from the tem-
plate stem from its semantic guidance rather than
the specific words, we replaced the keywords in
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Method EO Dataset CO Dataset
R1 R2 RL RSU4 R1 R2 RL RSU4
FacSum 3591 11.83 3097 13.82 3142 924 27.16 11.59
FacSum-Fac 3333 954 28.69 1198 29.18 7.94 2547 10.38
FacSum-FacKP 31.84 889 27.73 11.14 29.72 7.74 2640 1048
Table 5: Comparison results of different variants.
Template EO dataset CO dataset
R1 R2 RL RSU4 RI R2 RL RSU4
The majority think..., A minority... 3591 11.83 30.97 13.82 3142 924 27.16 11.59
The most people think. .., others...... 3598 10.62 30.88 1343 3142 9.0 27.15 11.55

Table 6: The effects of templates on model performance.

EO dataset CO dataset
P R F1 P R F1
K 0.70 038 046 031 021 0.23
Kc* 051 025 032 028 0.17 0.19

Phrase set

Table 7: The comparison results of different phrase sets.

the template with semantically similar alternatives.
Specifically, we replace the template "The major-
ity..., a minority think..." with the template "The
most people..., others ". The results in Table 6 indi-
cate that the substitution of keywords did not lead
to a significant change in performance on the two
datasets. This finding demonstrates the model’s
robustness to surface-level variations in the tem-
plate and further supports the conclusion that the
observed improvements are primarily driven by the
semantics of templates rather than some specific
words.

5.4.2 Evaluation of the semantics guidance

The diversity-oriented phrase set IC is a key com-
ponent of guidance in our method. To assess the
quality of the set IC, we design the following met-
rics: let C denote the extracted phrase set in refer-
ence summary, we calculate the precision P, recall
R and F'1 for the IC, defined as P = |IC N C|/| K|,
R=|KnNC|/|C|and F1 = (2%« PxR)/(P + R).
We choose anther phrase set KC* for comparison,
where IC* is directly extracted from the source doc-
uments using the keyword extraction method Tex-
tRank. The comparison results in Table 7 show that
the diversity-oriented phrase set IC outperforms
IC* on all three metrics, highlighting its effective-
ness in guiding the generation of high-quality sum-
maries.

6 Adapting FacSum to Specialty Domains

We explore whether FacSum can be applied to sum-
marization tasks in specialized domains, such as
the summarization task on paper reviews. Paper re-
views typically employ formal, academic language
characterized by logical reasoning and analytical
rigor, which differs from the social documents in
EO and CO datasets. In this setting, our task aims
to summarize multiple paper reviews into a meta-
review that contains the consensuses and controver-
sies (Zeng et al., 2023). We perform experiments
on the ORSUM dataset (Zeng et al., 2023), which
is constructed by collecting open-sourced papers
and meta-reviews from Open-Review®. The dataset
contains 15062 meta-reviews and 57536 reviews
from 47 conference venues.

6.1 Implementation details for the paper
review summarization task

Compared to the facets in social datasets, those in
paper peer reviews are more fixed and well-defined.
Therefore, we directly construct the facet set, which
includes: ’Originality and Contribution’, ’Clarity
of Research Question’, 'Related Work’, ’Method-
ology’, "Experimental Design’, ’Data Handling’,
‘Structure and Clarity of Writing’, and 'Repro-
ducibility and Transparency’. Since the facets are
predetermined, we compute the facet-adaptive max-
imum length based on the number of non-empty
facet-specific document sets. To control computa-
tional overhead, we choose the first 100 samples
in the ORSUM dataset for our experiments. The
model’s parameter settings remain consistent with
those in the social domain experiments.

Shttps://openreview.net/
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6.2 Comparison results on ORSUM dataset

To verify the effectiveness of our method FacSum,
we compare it with the methods described in Sec-
tion 4.3. The experimental results are shown in
Table 8, where IC (Invocation Count) indicates the
complexity measured by the number of times the
LLM is invoked. The comparison results show
that, compared to LLMs, FacSum achieves the best
performance on all evaluation metrics. We also
present a case study in Appendix B. By comparing
the facets involved in diversity-oriented phrase set
with the reference meta-reviews, we observe that
the extracted phrase set covers all facets mentioned
in the meta-reviews, demonstrating its effectiveness
in guiding LLMs. Moreover, FacSum outperforms
CPSum on several metrics while incurring lower
LLM invocation complexity, highlighting its value
in real-world applications.

Settings ORSUM Dataset
R1 R2 RL RSU4 BS IC
LexRank 3144 6.60 2734 11.13 0.846 -
Claude 32.13 729 28.68 11.68 0.851 o(1)
DeepSeek-V3  27.82 5.66 2529 9.74 0.839  O(1)
GPT-40 29.76  6.03 2648 10.63 0.849 O(1)
CPSum 3397 832 3035 13.03 0.858 O(D]?)
FacSum 34.17 830 30.63 12.85 0.861 O(|D|)

Table 8: Comparison results on paper review
summarization task.

7 Conclusion

In this paper, to generate faithful opinion sum-
maries, we propose the facet-guided summarization
method, FacSum. We induce facets to construct
fine-grained prompts that contain both semantic
guidance and format guidance. The semantic guid-
ance is constructed by extracting facet-specific key
phrases, which guide LLMs to focus on both major-
ity and minority opinions. Meanwhile, the number
of facets is used to adjust the summary length. To-
gether with a task-related template, this forms the
format guidance to organize opinions and reduce
redundancy. To validate the effectiveness of our
method, we evaluate the generated summaries us-
ing multiple metrics covering different dimensions.
Experimental results on two social domain datasets
demonstrate that our method achieves state-of-the-
art (SOTA) performance. FacSum can also im-
prove the performance of multiple LLMs with vary-
ing model sizes, and the FacSum based on the
Claude model even achieves new SOTA results.
Furthermore, we apply our method to the summa-

rization task on paper reviews, and the results in-
dicate that FacSum generalizes well to the profes-
sional domain.

8 Limitations

We propose the facet-guided opinion summariza-
tion method, which follows the cognitive way on
expressing and understanding opinions. By ex-
plicitly introducing facets, LLM is encouraged to
focus on multiple minority opinions. We can also
achieve high control over the generation process
by emphasizing certain facets. While the method is
designed to promote broad facet coverage and re-
flect diverse opinions, in practice, some facets may
exhibit semantic overlap, such as the facets "pub-
lic trust in healthcare" and "confidence in vaccine
safety”. This can inadvertently lead to redundancy
or skew the model’s focus toward overlapping con-
tent. These observations highlight the necessity
of a more refined facet filtering mechanism that
enhances the salience of distinct facets while pre-
serving the overall comprehensiveness.
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A Case studies on social opinion
summarization task

To visualize the quality of the summaries gener-
ated by FacSum, we compare FacSum with the
SOTA method CPSum and GPT-40 by a case in
EO dataset. The comparison results are shown in
Table 9, where majority opinions are highlighted
in red and minority opinions in blue. Compared
to CPSum and GPT-40, the summaries generated
by FacSum cover a greater number of opinions
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present in the reference summary. Moreover, Fac-
Sum’s summaries are well-organized and free from
content redundancy. In contrast, summaries pro-
duced by GPT-40 and CPSum exhibit issues such
as missing opinions and duplicated content. For
example, in the summary generated by GPT-4o, the
majority opinion is repeated multiple times.

B Case study on paper review
summarization task

We present a case study to analyze the performance
of FacSum on the paper review summarization task.
Figure 3 displays two summaries: one generated
using the base prompt, and the other using prompts
augmented with facet-guided guidance. The base
prompt is "summarize the following reviews to gen-
erate a summary that contains the consensuses and
controversies.".

By comparing the facets involved in the diversity-
oriented phrase set with those in the meta-review,
we observe that the extracted phrase set success-
fully covers all the facets present in the meta-
review, indicating its high quality. Compared to the
summary generated using the base prompt, the sum-
mary guided by our method is more semantically
aligned with the meta-review, and demonstrates
improvements in terms of facet coverage, length
control, and structural organization.

Interestingly, we also find that the diversity-
oriented phrase set includes some facets not re-
flected in the meta-review. For example, the meta-
review does not cover the facet "Structure and Clar-
ity of Writing", while the facet "writing" appears
in the diversity-oriented phrase set. This suggests
that certain facets, while present in the documents,
are not considered essential for summarization and
should be filtered out. These observations highlight
the need for a more sophisticated facet filtering
mechanism to further enhance the precision and
relevance of the guidance.

C The details of the evaluation metric
GroupDif

GroupDif separately evaluates the similarity be-
tween the majority opinions in the reference and
generated summaries, as well as the similarity be-
tween their minority opinions. It then combines
these two similarity scores to produce the final eval-
uation result (Wang et al., 2024). The calculation
process is as follows:

GroupDif splits the generated summary .S into

multiple opinions according to the conjunctions,
transitions, and periods. For each opinion z in S,
GroupDif calculates the tendency value by:

w(x) = I(x)*mazm ner{sim(z,m), sim(x,n)}

“)
where m and n are the majority and minority
opinions in reference summary R, and sim() is
the similarity function, I(x) denotes the direction
of the tendency, i.e., if sim(x,m) > sim(x,n),
I(z) = 1, otherwise, I(z) = —1.

Based on the direction of tendency, all opinions
in the generated summaries are categorized into
two groups A, B, where the opinions in group A
tend to the majority opinion and the opinions in
group B tend to the minority opinions. Define the
tendency of each group as the mean of the tendency
values of the opinions it contains:

score(A) = meangea{w(z)} 5)

For a high-quality summary, score(A) should
converge to 1 and score(B) should converge to
-1. GroupDif combines these two expectations and
evaluates the summary as the difference between
them:

GroupDif(S) = score(A) — score(B)  (6)

D Prompts for different purposes

We show the content of prompts used in our method
in Fig. 4.
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Topic

Film star Leonardo DiCaprio uses his Oscar-winning speech to raise the issue of climate change

Reference

Majority opinion: Leonardo DiCaprio is a hero for talking about climate change in his acceptance speech.
We love him. Let’s hope the world takes notice and takes action. Minority opinions: Some think Leonardo
DiCaprio is a hypocrite because he takes flights in private jets. Some think that eating animals is a bigger
problem, others think over-population is a bigger problem. A minority claim climate change is a hoax. A
minority believe that introducing the subject in an Oscar speech felt awkward

Method

Generated Summaries

FacSum

The majority think that Leonardo DiCaprio’s speech on climate change at the Oscars was a positive step
towards raising awareness about the issue. They appreciate that he used the platform to call for action and
bring the topic into the forefront. Some also liked how he related his speech back to climate change. A
minority, however, think that DiCaprio’s speech was awkward and that he was trying to shoehorn climate
change rhetoric into his speech. Others thought that he was being hypocritical given his own carbon footprint.
Some also felt that he should have talked about other important environmental issues as well.

CPSum

There are different opinions on Leo DiCaprio’s Oscar acceptance speech about climate change. Some people
appreciate his use of the platform to raise awareness, while others criticize his hypocrisy for taking private jet
flights. Some believe that addressing climate change is important, while others dismiss it as a convenient
issue.

GPT-40

The majority think Leonardo DiCaprio’s use of his Oscar acceptance speech to address climate change
was a commendable and impactful act. Many praised him for using his platform to draw attention to an
important global issue rather than focusing on personal accolades. Supporters appreciated his call to action
on climate change and hoped his words would inspire greater awareness and action. His speech resonated
with many as raising awareness about the urgency of the problem, especially in relation to his experiences
during the production of "The Revenant." A minority criticized DiCaprio’s focus on climate change, with
some labeling it hypocritical due to his reported use of private jets and luxury lifestyles, which they feel
contradict his environmental advocacy. Others expressed skepticism, questioning the effectiveness of his
message or dismissing theurgency of climate change altogether. Some found his approach awkward or poorly
received. While many see his speech as a call to action, detractors believe there is more to be done to address
the complexities of the issue beyond celebrity endorsements.

Table 9: Case study for social opinion summarization.

Review #1: In this work, the authors propose various task-sampling strategies for an episodic meta-learning setup and compare their performances against a standard uniform sampling.\\‘
i Through experiments across diverse benchmark datasets, the authors empirically show which of these methods underperform the uniform sampling and which of those perform at-par. ... |

Review #2: In this work, the authors provide an empirical evaluation of various sampling mechanisms which can be used to create few-shot tasks during an episodic training regime that's | |
i common with meta-learmng training. The list of sampling strategies include simple methods like only using a fixed set of tasks in each episode and more complicated strategies Ilke —
i online-hard-negative-mining. . :

Meta-review: This paper set out to show that increasing task diversity during meta-training process does not boost performance. The reviewers mostly agreed (only reviewer wVFn | i

i dissented) that the empirical set up of t

wincing, but they also felt it over- empirics over a deeper understanding of the phenomena observed. In turn, thls

resulted in discussions around how the expenmen S and the explananons didn't fully prove that |ncreasmg task diversity does not help. Overall, the discussion and the additional analy5|s
\\tools provided by the authors (such as the diversity metric) will greatly improve the paper. /

Diversity-oriented Phrase Set Predetermined Facet Set i
i ‘insightful explanations’, ‘helpful visuals’, ‘much value’, ‘Weaknesses' “—‘ Methodology Clarity of Research Question ~ Experimental Design ‘7
task diversity’, ‘technical ambiguities’, ‘experiments’, ‘The writing’ Structure and Clarity of Writing Related Work  Originality and Contribution

“LLM outputs: The paper presents an empirical evaluation of various sampling mechanisms for few-shot learning in an A
episodic meta-learning setup. The authors compare the performance of these methods against a standard uniform

Prompt with sampling method. The strengths of the paper include clear narrative, easy-to-follow visuals, and an exhaustive

N experimental setup. However, some weaknesses include a lack of novelty and unclear explanations. The paper also 3
gmdance i investigates the effect of task diversity on meta-learning performance. Some people think that the lack of novelty isa !

+ drawback, while others think that the extensive experimental setup is a strength. Others suggest that more diverse tasks i

‘.\ and qualltatlve analysis would make the findings more convincing. ;

Prompt without © LLM outputs : The paper reviews compare various task-sampling strategies for episodic meta-learning and investigate |
r + the effect of task diversity in the training process of meta-learning. The authors find that increasing task diversity during :
gmdance \ meta-training does not boost performance and suggest conducting more diverse experiments for more convincing results. !

Figure 3: Case study for the peer review summarization. We use color coding to illustrate the correspondence
between summary content and the predefined facets.
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Prompt p; for obtaining the topic of documents

Summarize the topic discussed in the documents by a short sentence that contains no more than 15 words.
The given documents are : {D}.
Returns the results as the following format 'The topic is ...

With regard to the topic T, list the facets in the following documents. The facet refers to a specific statement
dimensions of opinion.

The given documents are: {D}.

Return results by list, the facets include:

Prompt for guiding DeepSeek, GPT-4 and Claude for summarization

Summarize the following documents to generate a summary that contains the majority and minority opinions.

The given documents are: {D}.

Answer by the following format : 'The majority think .... A minority ... ", If there is no minority opinion, only output
the majority opinions.

Prompt p; for inducing the facets in documents }

Prompt for summary evaluation by GEVAL on EO and CO datasets \

You will be given one opinion summary generated from some documents. Your task is to rate the summary on the

following criteria.

Evaluation Criteria: The summary needs to contain multiple opinions with differentiation, which can be in the form of

different opinions on the same topic or different perspectives on the same opinion.

Evaluation Steps:

1. Read the summary carefully and identify the key opinions.

2. Read the summary and compare it to the source documents. Check if the summary covers the majority and minority
opinions.

3. Assign a score for the quality of the summary on a scale of 1 to 5, where 1 is the lowest and 5 is the highest based

on the Evaluation Criteria.

Source Documents: {D}.

Summary: $S$.
Evaluation Form (scores ONLY): - Quality of summary: /

Figure 4: Prompts used in our method.
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