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Abstract

Recommendation systems play a critical role
in shaping user experiences and access to dig-
ital content. However, these systems can ex-
hibit unfair behavior when their performance
varies across user groups, especially in linguis-
tically diverse populations. Recent advances
in NLP have enabled the identification of user
dialects, allowing for more granular analysis of
such disparities. In this work, we investigate
fairness disparities in recommendation qual-
ity among Arabic-speaking users, a population
whose dialectal diversity is underrepresented in
recommendation system research. By uncov-
ering performance gaps across dialectal vari-
ation, we highlight the intersection of NLP
and recommendation system and underscore
the broader social impact of NLP. Our findings
emphasize the importance of interdisciplinary
approaches in building fair recommendation
systems, particularly for global and local plat-
forms serving diverse Arabic-speaking commu-
nities. The source code is available at https:
//github.com/alshabae/FairArRecSys.

1 Introduction

Recommendation systems shape the way we in-
teract with digital content and, by extension, in-
fluence how we perceive the world around us in
the digital age. From the content provider’s per-
spective, they have become integral to online plat-
forms, enhancing user experience through person-
alization (Naumov et al., 2019; Covington et al.,
2016) and driving significant economic activity for
major technology companies (Linden et al., 2003;
Greenstein-Messica and Rokach, 2018; Gomez-
Uribe and Hunt, 2016). Given their societal impact,
it is critical to uncover biases that could negatively
affect user experience or undermine equitable ac-
cess to content.

One unexplored source of bias in recommenda-
tion system research is related to Arabic-speaking
users. Arabic, spoken by over 420 million people

worldwide, comprises numerous dialects that differ
significantly in grammar and vocabulary (Bergman
and Diab, 2022). While these dialects share a com-
mon root in Modern Standard Arabic (MSA), they
have diverged across regions, often resulting in lim-
ited mutual intelligibility. This divergence creates a
form of diglossia, where MSA is used as the formal,
high-resource language, while regional dialects are
less represented in digital and formal contexts (Fer-
guson, 1959). Recent work and shared tasks in Ara-
bic NLP has focused primarily on dialect identifica-
tion (Abdul-Mageed et al., 2024, 2023; Keleg et al.,
2024, 2023), with only one study exploring the use
of dialect information to improve recommendation
performance (Alshabanah and Annavaram, 2025).
These advancements in Arabic NLP have made it
possible to examine a critical fairness issue: The
quality of recommendations for Arabic-speaking
users varies with the dialect they use. Our analy-
sis shows that users using certain dialects receive
lower-quality recommendations, leading to access
disparities across dialect groups.

In this paper, we take a first step toward uncover-
ing this fairness issue in recommendation systems
for Arabic-speaking users. Our findings challenge
the implicit but unexamined assumption that all
Arabic speakers are treated equally by recommen-
dation systems. By highlighting disparities tied to
Arabic dialects, this work draws attention to the
broader impact of NLP and its connection to other
fields.

2 Preliminaries

2.1 Arabic Dialect Identification

Identifying Arabic dialects in written text, known
as Arabic Dialect Identification (ADI), is a chal-
lenging task due to the wide range of dialects and
the linguistic overlap between them (Althobaiti,
2020). In many cases, a sentence may be cor-
rectly interpreted as belonging to more than one
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dialect, which makes accurate classification diffi-
cult (Abdul-Mageed et al., 2023). To address this
challenge, researchers have proposed models that
better capture dialectal overlap and improve pre-
diction accuracy (Keleg and Magdy, 2023). These
efforts have been supported by a series of shared
tasks that promote the development and benchmark-
ing of robust ADI models (Abdul-Mageed et al.,
2021, 2022, 2023, 2024).

In addition to ADI, the Arabic Level of Dialect-
ness (ALDi) (Keleg et al., 2023) provides a more
fine-grained view of language variation. Instead
of assigning a single dialect label, ALDi measures
how dialectal a sentence is on a continuous scale.
This approach reflects a common practice among
Arabic speakers of mixing MSA with dialectal Ara-
bic in everyday writing.

In this work, we focus on grouping users based
on the dialectal characteristics of their written lan-
guage. To do this, we apply both ADI and ALDi
techniques to curate dialect labels for users. Specif-
ically, we use a BERT-based model introduced in
(Keleg and Magdy, 2023) to predict the most com-
monly used dialect for each user, based on their
written reviews. The model classifies text into
the following dialects, aligned with country-level
groupings: Egypt, Sudan, Bahrain, Iraq, Kuwait,
Oman, Qatar, Saudi Arabia, United Arab Emirates,
Yemen, Jordan, Lebanon, Palestine, Syria, Libya,
Morocco, Algeria and Tunisia. Following (Keleg
et al., 2024), we take an additional step by labeling
any text with an ALDi score below 0.1 as MSA.
This allows us to separate high-resource, formal
Arabic from dialectal Arabic more accurately.

In our experiments, we analyze fairness dispari-
ties at three levels: (1) country-level dialect groups,
which reflect fine-grained distinctions; (2) broader
regional groups, which cluster similar dialects
from neighboring countries; and (3) the MSA vs.
dialectal Arabic split, which distinguishes users
who primarily use Modern Standard Arabic from
those who write in dialectal Arabic. The regional
groups are defined as follows: the Nile region
includes Egypt and Sudan; the Gulf region con-
sists of the United Arab Emirates, Saudi Arabia,
Qatar, Yemen, Bahrain, Iraq, Kuwait, and Oman;
the Maghreb (MAG) region comprises Libya, Mo-
rocco, Tunisia, and Algeria; the Levant (LEV)
includes Jordan, Lebanon, Palestine, and Syria;
and finally, Modern Standard Arabic (MSA) is
treated as a distinct category. This multi-level anal-
ysis helps reveal where disparities emerge and how

they scale across different levels of language varia-
tion.

2.2 Recommendation Systems
To model user-item interactions, various recom-
mendation architectures have been proposed, with
the Two-Tower Neural Network (TTNN) being one
of the most widely adopted in large-scale systems
(Balasubramanian et al., 2024; Yi et al., 2019).
TTNNs use two separate deep neural networks:
one processes user features and the other processes
item features. Each network transforms a combi-
nation of sparse and dense inputs into a fixed-size
dense representation, one for the user and one for
the item. The relevance score between a user and
an item is then computed using a scoring function,
such as a dot product or an additional neural layer.

In addition to TTNN, we also experiment with
another popular model, DeepFM (Guo et al., 2017),
a model that combines the strengths of factoriza-
tion machines (FM) (Rendle, 2010) and deep learn-
ing. DeepFM captures both low-order feature in-
teractions (via its FM component) and high-order
interactions (through a deep neural network). It
operates directly on raw feature inputs without re-
quiring manual feature engineering, making it par-
ticularly effective in capturing complex user-item
relationships.

TTNN and DeepFM model parameters are op-
timized using a max-margin ranking loss, which
encourages the model to assign higher scores to
positive examples (items the user has interacted
with) than to negative examples (items the user has
not interacted with). Specifically, the objective is
to ensure that the score of a positive item is higher
than that of a negative item by at least a predefined
margin ∆. Given a user u, a positive item i+, and
a negative item i−, with corresponding item repre-
sentations yi+ and yi− , and a user representation
xu, the loss function is defined as:

L(xu,yi+) = max(0, SF (xu,yi−) −
SF (xu,yi+) + ∆)

(1)

where SF (·, ·) denotes the scoring function used
to measure the relevance of items to users.

3 Evaluation

3.1 Evaluation Setting
Datasets: We conduct our experiments using two
publicly available benchmark datasets: the Book
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Reviews in Arabic Dataset (BRAD) (Elnagar et al.,
2018; Elnagar and Einea, 2016) and the Large-
scale Arabic Book Reviews Dataset (LABR) (Aly
and Atiya, 2013). As our focus is on the top-k rec-
ommendation task, we apply a standard preprocess-
ing step to convert both datasets into an implicit
feedback format. Following previous work (He
et al., 2017; Alshabanah et al., 2025), we adopt the
leave-one-out strategy to split the data into train-
ing, validation, and test sets. Additional details on
datasets are provided in Appendix A.
Metrics: We adopt Hit Rate@k (HR@k)
and Normalized Discounted Cumulative Gain@k
(NDCG@k) as evaluation metrics to measure the
effectiveness of our method. HR@k evaluates
whether a relevant item is included among the top-k
recommendations, whereas NDCG@k considers
the ranking position of the relevant item, assigning
higher importance to items ranked closer to the top.
By using both metrics, we obtain a comprehensive
evaluation of the recommendation quality.
Implementation Details: The implementation de-
tails can be found in Appendix B.

3.2 Uncovering Fairness Disparities
We analyze fairness disparities in recommenda-
tion performance across two models (TTNN and
DeepFM) and two datasets (LABR and BRAD), us-
ing HR@10 and NDCG@10 as evaluation metrics.
We report results at three levels: MSA vs. dialectal
Arabic (Figure 1), regional dialect groups (Figures
2 and 5), and country-level dialects (Figures 3, 4, 6
and 7). We also include additional results showing
HR@10 and NDCG@10 for a Matrix Factoriza-
tion model (Koren et al., 2009) at all three dialect
grouping levels in Appendix C. Scores of zero for
user groups with no interaction data are excluded
to avoid distortion in the results.

At the highest level, comparing MSA and dialec-
tal Arabic, we observe generally consistent patterns
within each dataset, though the extent of the dif-
ferences in recommendation quality varies across
datasets. In BRAD, MSA users mostly perform
better across both models. In LABR, the gap is
more visible with DeepFM (HR@10 of 0.079 for
dialectal vs. 0.058 for MSA). A possible expla-
nation of this gap could lie in the average of test
item degrees: in BRAD, MSA items (95.1) had
slightly higher interaction counts than Dialectal
items (93.2), whereas in LABR the opposite hap-
pened, with Dialectal items (40.0) showing higher
interaction counts than MSA items (36.2). Gener-

ally, the more interactions an item has the more visi-
bility it gets which eventually leads to better recom-
mendation quality (Balasubramanian et al., 2024).
Nevertheless, looking at this high-level view, we
can see that there is a difference in how user groups
are treated based on the variety of Arabic they use.

At the regional level (Nile, Gulf, Levant,
Maghreb, and MSA), we also observe noticeable
variation in recommendation quality. Specific
user groups tend to receive better performance
than others, but the ranking of regions varies by
dataset and model. For example, in LABR, Levant
users achieve the highest HR@10, while Gulf and
Maghreb users fall behind. In contrast, in BRAD,
Maghreb users receive higher-quality recommenda-
tions, with HR@10 scores of 0.065 and 0.077 for
TTNN and DeepFM, respectively. These trends are
also reflected in NDCG@10 scores, indicating that
regional variation in dialect correlates with dispari-
ties in recommendation performance. However, it
is also worth noting that the behavior varies across
models, which highlights the need for more care-
ful consideration when designing recommendation
systems for diverse Arabic-speaking user groups.

At the country level, the disparities are even
more pronounced. Certain countries have high
HR@10 values, often above 0.1. In contrast, coun-
tries like Saudi Arabia, Oman and Palestine show
substantially lower scores, often under 0.05. These
findings indicate that fine-grained dialectal differ-
ences, possibly shaped by data distribution or lin-
guistic features, have a significant effect on recom-
mendation quality. This again advocates for the
need to design recommendation systems that are
inclusive and responsive to Arabic dialectal diver-
sity.

3.3 Quantifying Multi-group Fairness

To quantify fairness disparities across multiple
user groups, we build on the concept of User-
oriented Group Fairness (UGF) introduced in (Li
et al., 2021). We extend this notion to settings
where users are divided into more than two groups
based on the dialect they commonly use. Let
Z = {Z1, Z2, . . . , Zk} be a partition of users into
k disjoint groups. We define the multi-group fair-
ness gap as:
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Figure 1: HR@10 and NDCG@10 for Dialectal Arabic and MSA.
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Figure 2: HR@10 and NDCG@10 for different dialects at the region level (TTNN).
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Figure 3: HR@10 and NDCG@10 for different dialects in BRAD dataset at the country level (TTNN).
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Figure 4: HR@10 and NDCG@10 for different dialects in LABR dataset at the country level (TTNN).
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Figure 5: HR@10 and NDCG@10 for different dialect at the region level (DeepFM).
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Figure 6: HR@10 and NDCG@10 for different dialects in BRAD dataset at the country level (DeepFM).
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Figure 7: HR@10 and NDCG@10 for different dialects in LABR dataset at the country level (DeepFM).

UGF∗(Z,W ) = max
i,j

∣∣∣∣
1

|Zi|
∑

u∈Zi

M(Wu)

− 1

|Zj |
∑

u∈Zj

M(Wu)

∣∣∣∣
(2)

where M(Wu) denotes the performance metric
(e.g., HR@10 or NDCG@10) for user u, and W
is the output of the recommendation model. Equa-
tion 2 computes the maximum performance gap
between any pair of user groups in Z .

In our experiments, we compute UGF∗ using
both HR@10 and NDCG@10 across multiple
grouping levels to measure fairness gaps in rec-
ommendation quality. The results, presented in
Tables 1 and 2, show that the fairness gap increases
as we move to finer-grained user groupings based
on dialectal variation. This trend complements
our earlier findings by highlighting that disparities
become more pronounced when user groups are
defined in a more fine-grained manner.

Overall, our multi-level analysis reveals a clear
fairness issue: The quality of recommendations for
Arabic-speaking users varies with the dialect they
use, with some user groups benefiting more. This

BRAD LABR

TTNN DeepFM TTNN DeepFM

MSA vs. Dialectal 0.00036 0.00601 0.01469 0.02164
Regional 0.01965 0.02531 0.08339 0.04763

Country-level 0.14298 0.14683 0.25000 0.17651

Table 1: UGF∗ using HR@10 for BRAD and LABR.

BRAD LABR

TTNN DeepFM TTNN DeepFM

MSA vs. Dialectal 0.00109 0.00228 0.00594 0.00693
Regional 0.00788 0.01388 0.03627 0.02400

Country-level 0.05526 0.05319 0.12064 0.05882

Table 2: UGF∗ using NDCG@10 for BRAD and LABR.

highlights the importance of considering linguistic
diversity in evaluating and designing recommenda-
tion systems.

4 Conclusion

We uncover a fairness issue in recommendation
systems for Arabic-speaking users, showing that
performance varies significantly by dialect. Our
analysis highlights the importance of accounting
for linguistic diversity and show that NLP advance-
ments can reveal hidden disparities in related fields.
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5 Limitations

Our analysis is limited by the accuracy of dialect
identification models and the availability of labeled
data. We focus on written user reviews, which may
not fully capture the variety of dialect use in other
contexts such as spoken or informal communica-
tion. Additionally, we do not propose solutions,
leaving fairness mitigation for future work.

6 Ethical Considerations

This study involves analyzing user-generated text
to infer dialect, which may raise privacy concerns.
All data used is publicly available and anonymized.
We are careful not to associate dialect with identity,
and our goal is to highlight disparities, not to profile
users.
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A Datasets Details

Tables 3, 4, 5 and 6 show statistical information of
BRAD and LABR datasets.

BRAD LABR

Number of Users 33,986 5891
Number of Items 4978 1333

Number of Interactions 455,912 45,681
Sparsity 99.73% 99.42%

Table 3: Statistics of the datasets.

BRAD LABR

Dialectal 24644 3872
MSA 9342 2019

Table 4: User group statistics (Dialectal vs. MSA)

BRAD LABR

Nile 14895 2130
Gulf 4451 973

Levant 1323 178
Maghreb 3975 591

MSA 9342 2019

Table 5: User group statistics by region

B Implementation Details

We implement all models using PyTorch (Paszke
et al., 2019) and run our experiments on a ma-
chine with an Nvidia RTX 5000 GPU and an AMD
EPYC 7502 CPU. Each model uses an embedding
dimension of 96, GeLU activation, and layer nor-
malization between layers. We follow a common
tower design where the hidden layers get smaller
as we go deeper, each higher layer has half as many
neurons as the one below it. We use the Adam op-
timizer, and select hyperparameters through a grid
search. The learning rate is chosen from 0.2, 0.02,
0.002, 0.0002, 0.00002, and the batch size from 32,
64, 128, 512, 1024. Our final setup uses a learning
rate of 0.00002 and a batch size of 1024. Train-
ing uses a max-margin ranking loss, which pushes
positive examples to have higher scores than neg-
ative ones. For each positive edge, we sample 20
negative edges. Each epoch takes about 2 minutes,
and we train for up to 100 epochs. On average,
training takes around 10 GPU hours. To ensure
stable results, we report the average across three
runs for each experiment. More details about the
model implementation can be found in the link of
the source code in the abstract.

BRAD LABR

Algeria 2235 400
Bahrain 3 0
Egypt 14889 2127
Iraq 3450 702

Jordan 485 89
Lebanon 38 3

Libya 100 9
MSA 9342 2019

Morocco 1614 180
Oman 341 95

Palestine 215 25
Qatar 2 0

Saudi Arabia 563 155
Sudan 6 3
Syria 585 61

Tunisia 26 2
UAE 58 11

Yemen 34 10

Table 6: User group statistics by country

C Uncovering Fairness Disparities
(Matrix Factorization)

In this section, we report the HR@10 and
NDCG@10 results for a Matrix Factorization
model at three levels: MSA vs. dialectal Arabic
(Table 7), regional dialect groups (Table 8), and
country-level dialects (Table 9).

The reported results complement what we pre-
sented earlier in Section 3, showing that there is
fairness disparity across all grouping levels.

BRAD LABR

HR@10 NDCG@10 HR@10 NDCG@10

Dialectal 0.03510 0.01621 0.07093 0.03313
MSA 0.03355 0.01487 0.09798 0.04408

Table 7: HR@10 and NDCG@10 for Dialectal Arabic
and MSA (Matrix Factorization).

BRAD LABR

HR@10 NDCG@10 HR@10 NDCG@10

NILE 0.03138 0.01545 0.08521 0.03956
GULF 0.03638 0.01602 0.06030 0.02726
MAG 0.04359 0.01745 0.04819 0.02742
LEV 0.05484 0.02295 0.02632 0.00877
MSA 0.03355 0.01487 0.09798 0.04408

Table 8: HR@10 and NDCG@10 for Arabic varieties
and MSA (Matrix Factorization).
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BRAD LABR

HR@10 NDCG@10 HR@10 NDCG@10

Egypt 0.03138 0.01545 0.08521 0.03956
Sudan 0.00000 0.00000 0.00000 0.00000
UAE 0.28571 0.13295 0.00000 0.00000

Saudi Arabia 0.01550 0.00500 0.02273 0.00684
Qatar 0.00000 0.00000 – –

Bahrain 0.00000 0.00000 – –
Yemen 0.00000 0.00000 0.00000 0.00000

Iraq 0.03885 0.01734 0.07639 0.03558
Oman 0.00000 0.00000 0.00000 0.00000
Libya 0.11111 0.05556 0.00000 0.00000

Morocco 0.04315 0.01739 0.03922 0.01936
Tunisia 0.00000 0.00000 0.00000 0.00000
Algeria 0.04202 0.01615 0.06452 0.04158
Jordan 0.03448 0.01202 0.05882 0.01961

Lebanon 0.00000 0.00000 0.00000 0.00000
Palestine 0.02128 0.00823 0.00000 0.00000

Syria 0.07429 0.03246 0.00000 0.00000
MSA 0.03355 0.01487 0.09798 0.04408

Table 9: HR@10 and NDCG@10 for country-level Ara-
bic varieties and MSA (Matrix Factorization).
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