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Abstract

Large Language Models (LLMs) are prone to
hallucination, especially during multi-hop and
reasoning-intensive tasks such as mathemati-
cal problem solving. While Outcome Reward
Models verify only final answers, Process Re-
ward Models (PRMs) score each intermediate
step to steer generation toward coherent solu-
tions. We introduce PathFinder-PRM, a novel
hierarchical, error-aware discriminative PRM
that first classifies math and consistency errors
at each step, then combines these fine-grained
signals to estimate step correctness. To train
PathFinder-PRM, we construct a 400K-sample
dataset by enriching the human-annotated
PRMB8O00K corpus and RLHFlow Mistral traces
with three-dimensional step-level labels. On
PRMBench, PathFinder-PRM achieves a new
state-of-the-art PRMScore of 67.7, outper-
forming the prior best (65.5) while using 3x
less data. When applied to reward guided
greedy search, our model yields prm@8 48.3,
a +1.5 point gain over the strongest baseline.
These results demonstrate that decoupled er-
ror detection and reward estimation not only
boost fine-grained error detection but also sub-
stantially improve end-to-end, reward-guided
mathematical reasoning with greater data effi-
ciency. !.

1 Introduction

Large language models (LLMs) have achieved re-
markable success on many natural language tasks,
including open-ended generation and complex rea-
soning (Brown et al., 2020; Wei et al., 2022). How-
ever, they remain prone to hallucinations and subtle
logical errors when generating multi-step solutions,
particularly in domains such as mathematical prob-
lem solving (Wang et al., 2023; Zheng et al., 2024).
Traditional outcome-only verifiers (Outcome Re-
ward Models) can check a final answer but fail

'Our code can be found at https://github.com/
declare-lab/PathFinder-PRM

to catch intermediate missteps that lead reasoning
astray (Wang et al., 2024b).

To address this gap, Process Reward Models
(PRMs) have been proposed, which assign individ-
ual rewards to each reasoning step. (Uesato et al.,
2022; Liu et al., 2025). As such, PRMs can filter
out erroneous chains of thought and guide gener-
ation toward more reliable reasoning trajectories
(Lightman et al., 2023; Zhang et al., 2025).

Recent interest in explicitly reasoning-centric
LLMs such as DeepSeek-R1 and OpenAI’s GPT-o
series models underscores the field’s growing em-
phasis on human-like thinking and the ability to
flexibly scale test-time compute (Guo et al., 2025;
OpenAl, 2025). These models demonstrate ex-
tended deliberation and use structured reasoning
traces to solve complex problems. In such settings,
effective process supervision is crucial: rather than
merely verifying a final answer, it must guide and
correct the reasoning process at every step, ensur-
ing logical coherence and factual accuracy through-
out. PRMs are thus an essential component in
aligning reasoning LLMs with reliable multi-step
reasoning.

Despite recent advances, current PRMs still
struggle with fine-grained error types. For exam-
ple, the PRMBench benchmark reveals that many
state-of-the-art PRMs fall short of detecting subtler
faults such as non-redundancy violations, domain
inconsistencies, or deceptive logical steps (Song
et al., 2025). Moreover, existing methods typically
combine error detection (is this step wrong?) with
path optimality (how helpful is this step in reaching
the solution?) in a single prediction, leaving each
signal underutilized (Zhang et al., 2025; Xia et al.,
2025).

In this work, we argue that error detection and
value estimation are complementary but distinct
objectives. By decoupling them into two sequen-
tial subtasks, first explicitly identifying specific
error categories and using those error signals to
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Question: Weng earns $12 an hour for
babysitting. Yesterday, she just did 50
minutes of babysitting. How much did
she earn?

Solution Steps:

Weng earns 12/60 = 0.2 dollars per minute.
Correct Step

Let’s first calculate how much Weng earns
per minute, Redundant Step

Weng earns 12/60 = 0.4 dollars per minute.

Calculation Error

Weng earns 12/50 = 0.24 dollars per minute.
Inconsistent with Question

Existing PRMs

PathFinder-PRM

Math
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Consistency
Math
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Consistency
Math
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Consistency
Math °
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Figure 1: Comparing the Methodology of Existing PRMs against PathFinder-PRM.

compute a step-level reward, we can obtain richer
supervision and stronger guidance for downstream
generation (depicted in Figure 1). To this end, we
introduce PathFinder-PRM, an error-aware hierar-
chical PRM that (1) classifies each step to detect
the presence of math or consistency errors, and (2)
combines these fine-grained error labels to produce
a final reward score.

We construct a new training corpus by augment-
ing the human-annotated PRMS800K (Lightman
et al., 2023) and automated RLHFlow Mistral data
(Xiong et al., 2024) with our three-dimensional
labels, yielding around 400K richly annotated rea-
soning trajectories.

Our experiments on ProcessBench (Zheng et al.,
2024), PRMBench (Song et al., 2025), and a
suite of end-to-end math benchmarks show that
PathFinder-PRMnot only establishes the new state
of the art among PRMs trained on PRM800K-only
data but also continues to scale gracefully when in-
corporating additional automated annotations. We
summarize our main contributions:

* We propose PathFinder-PRM, the first hierar-
chical PRM that explicitly types errors into
math and consistency categories before esti-
mating step optimality.

e We curate a multi-source dataset of 400K

mathematical reasoning trajectories with
three-dimensional step-level labels, combin-
ing PRM8O0OK and RLHFlow data under our
unified schema.

* We demonstrate that error-aware hierarchical
supervision yields substantial gains on Pro-
cessBench and PRMBench, and leads to more
accurate and robust end-to-end math problem
solving under reward-guided search.

2 Related Work

Process Reward Models: Process reward models
(PRMs) evaluate the quality of intermediate steps in
reasoning processes. PRMs are a core component
of test-time scaling, enabling small policy models
to outperform much larger models on reasoning
tasks by reinforcing productive reasoning pathways
(Liu et al., 2025). Most recent work on PRMs has
varied along two primary axes: (1) the choice of the
base model architecture and (2) the methods used
to synthesize step-level supervision labels (Wang
et al., 2024b; Zhang et al., 2025; Khalifa et al.,
2025).

Discriminative PRMs are designed to classify
the correctness of individual process steps within
reasoning trajectories (Uesato et al., 2022). Cor-
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responding training data synthesis approaches in-
clude gold human step-level annotations (Lightman
et al., 2023), Monte Carlo estimation (Wang et al.,
2024b; Luo et al., 2024), and consensus filtering
methods (Zhang et al., 2025). FG-PRM (Li et al.,
2024) introduced a fine-grained system of six sepa-
rate discriminative PRMs, each specialized to de-
tect a different type of hallucination or reasoning
eITor.

Generative PRMs scale verifier compute, utiliz-
ing the language modeling head of the PRMs to
generate a chain of thought (CoT) before produc-
ing step-level correctness classifications. Associ-
ated training data is typically obtained by filtering
LLM-as-a-judge reasoning traces against human
step-level labels (Khalifa et al., 2025; She et al.,
2025) or relative progress estimation (Zhao et al.,
2025).

Limitations of Current PRMs: Current PRMs
face significant challenges in detecting nuanced
error types. Although frontier models excel at
identifying obvious mistakes (Zheng et al., 2024),
their performance deteriorates markedly when con-
fronted with more subtle error types. The recently
introduced PRMBench benchmark demonstrates this
limitation, revealing substantial performance drops
across fine-grained error categories such as redun-
dancy, circular logic, step inconsistency and do-
main inconsistency (Song et al., 2025).

3 Methodology

3.1 Process Reward Modeling

The primary task of a Process Reward Model in
mathematical problem solving is to evaluate the
correctness of each intermediate reasoning step
generated by an LLM. Unlike ORMSs, which as-
sess only the final answer, PRMs evaluate at the
step level, enabling fine-grained supervision and
improved interpretability.

Formally, given a multi-step solution § =
{s1,82,...,s7} produced by a language model
for a math problem (), the PRM assigns a scalar
reward r; € R to each step s;, reflecting its math-
ematical and logical correctness. These rewards
serve two main purposes:

1. Error Detection: By evaluating each step
individually, PRMs can identify inaccurate or
hallucinated reasoning in the solution process,
even when the final answer may coincidentally
be correct.

2. Guidance Toward Correct Solutions: The
step-level feedback provided by PRMs can be
used to steer generation policies, in reinforce-
ment learning or reward-guided generation,
towards valid and logically coherent trajecto-
ries, thereby improving the overall quality of
generated solutions.

Process Reward Models enhance the robustness of
mathematical reasoning systems by aligning train-
ing and inference with process-based correctness,
rather than relying only on outcome validation.

3.2 PathFinder-PRM

Existing Process Reward Models tackle both er-
ror detection and optimal path guidance jointly.
Given a mathematical problem () and a sequence
of solution steps generated by a policy model,
S = {s1,$92,...,s7}, these models assign each
step a reward score conditioned on the question
and all previous steps:

Rt = PRM(Q,S<t, St).

where Sy = {s1,$2,...,5:—1} The resulting
score implicitly reflects both the presence of errors
in s; and its contribution towards a correct solution.

In contrast, our approach takes a hierarchical per-
spective by decomposing the reward assignment
into two sequential subtasks: (a) detecting errors in
each reasoning step, and (b) using the error infor-
mation to inform step optimality. Specifically, we
first categorize errors into two types:

1. Math Errors: mistakes in arithmetic or alge-
braic manipulation, incorrect formula applica-
tion, or invalid implications.

2. Consistency Errors: logical inconsistencies
with the question, prior steps, or established
constraints.

As shown in Figure 1, PathFinder-PRM per-
forms two forward passes per step. In the first
pass, it predicts the probabilities of the Math error,
My, and Consistency error, C'y, using masked token
prediction. In the second pass, these predictions are
reinserted into the input, and the model estimates
the step reward Ry, explicitly conditioned on the
detected error labels:

Mt,Ot = PathFinder—PRM(Q7S<t,st),
Rt = PathFinder-PRM(Q,S<t,st,]Wt,Ct).
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By structuring reward modeling hierarchically,
PathFinder-PRM leverages fine-grained error sig-
nals to improve reward estimation, while maintain-
ing a clear separation between error detection and
correct path guidance.

To investigate this, we propose the following
hypothesis:

Hypothesis: A hierarchical supervision strat-
egy—first detecting error types, then using them
to compute rewards—is more effective than exist-
ing methods that compute rewards directly without
identifying the presence of errors explicitly.

3.3 Inference Design

To realize this hierarchical design, we adopt a two-
forward-pass approach rather than autoregressive
decoding. This prevents cascading errors between
dependent predictions: Math and Consistency la-
bels are predicted independently in the first pass,
avoiding the risk of one label influencing the other.
In the second pass, these predicted labels condition
the Correctness reward, yielding modular and in-
terpretable supervision. Detailed inference steps
and algorithmic description are provided in Ap-
pendix C.

3.4 Creating the PathFinder-PRM Dataset

The PathFinder-PRM dataset includes step-level
fine-grained labels across three categories: (1)
mathematical reasoning accuracy, (2) consistency
with prior steps and mathematical domain, and
(3) step correctness. Here, the third category
step correctness identifies whether a step is both
error-free and optimally contributes to solving the
problem. For each process step, we assign a
three-dimensional categorical score vector ¢; =
(¢math _consistency | correctness) - where each compo-
nent ng) € {0,1} represents a binary label for
the respective category. We construct this dataset
by leveraging two existing datasets: the PRM800k
(Lightman et al., 2023) and Mistral-PRM-Data by
RLHFlow (Xiong et al., 2024). These datasets con-
tain step-level correctness annotations generated
through human evaluation and Monte Carlo estima-
tion, respectively.

PRMB800K Integration: The original PRM800k
dataset contains over 800,000 gold step-level cor-
rectness labels I; € {—1,0, 1} for each reasoning
step s;, where —1 corresponds to an incorrect step,
0 corresponds to a correct but suboptimal step, and
1 corresponds to a correct and optimal step. We

transform each correctness label into our categori-
cal score vector as follows:

* Steps with l; = 1 (correct and optimal) are
mapped to ¢; = (1,1, 1).

* Steps with [y = 0 (correct but suboptimal) are
mapped to ¢; = (1, 1,0).

This mapping reflects our interpretation that human
labels I; € {0, 1} indicate error-free reasoning,
with [; = 0 specifically denoting non-optimal pro-
cess steps. For erroneous steps (I; = —1), the orig-
inal correctness labels provide insufficient informa-
tion to determine scores across our three evaluation
categories. Therefore, we employ DeepSeek-R1-
Distill-Qwen-32 B to generate binary labels for
each category for these steps (DeepSeek-Al, 2025).
To maintain dataset quality, we subsequently filter
out samples with categorical score vectors that are
inconsistent with —1 human annotated labels (i.e.,
c = (1,1,1)).

Mistral-PRM-Data Integration: Since this
dataset lacks gold standard step-level correctness
labels, we utilize DeepSeek-R1-Distill-Qwen-32B
to assign binary categorical labels to a small, ran-
domly selected subset of process steps. To ensure
data quality, we implement a consistency filtering
mechanism. This removes score assignments that
are logically incompatible with the existing Monte
Carlo (MC) estimation labels. Specifically:

* For steps with MC estimation ’+° labels (in-
dicating positive assessment), we retain only
samples with assignments of ¢, = (1,1, 1).

* For steps with MC estimation ’-’ labels (in-
dicating negative assessment), we retain sam-
ples with categorizations where at least one
component equals 0, i.e., c; # (1,1,1).

In totality, the PathFinder-PRM dataset contains
about 400K reasoning trajectory samples with step-
level categorical score vectors c;. Of these 400K
trajectories, approximately 345K are sourced from
PRMS800k and the other 55K reasoning paths are
sourced from Mistral-PRM-Data. We train two
variants of the model, PathFinder-PRM-7B and
PathFinder-PRM-7B-PRM80@k trained on the full
dataset and just the PRM80OK subset respectively.

3.5 Training Recipe for PathFinder-PRM

Previous studies demonstrate that a model’s mathe-
matical reasoning ability correlates with its perfor-
mance as a process reward model (Xia et al., 2025).
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Consequently, we initialize PathFinder-PRM from
Qwen2.5-Math-7B-Instruct, which achieves
state-of-the-art results on multiple math bench-
marks (Yang et al., 2024). Unlike recent PRMs
that swap the language modeling head for a scalar
value head (Zhang et al., 2025; Xia et al., 2025; Tan
et al., 2025), we preserve the original LM archi-
tecture and extend the tokenizer with two special
tokens, <+> and <->, to represent positive and neg-
ative step labels.

Training Objective FEach training example is
structured in two parts, mirroring the inference
passes:

1. Error Detection Target:

Prompt + Math: <+>/<->, Consis-
tency: <t+>/<->

2. Reward Estimation Target: Append the pre-
dicted error labels and the token

Prompt + Math: [Math label], Con-
sistency: [Consistency Label] +
Correctness: <+>/<->

For each sample, we compute the cross-entropy
loss only on these label tokens.

4 Experimental Setup

4.1 Evaluation Benchmarks

For math steps error detection, we use Process-
Bench and PRMBench. ProcessBench is a bench-
mark designed to evaluate language models’ ability
to identify errors in mathematical reasoning pro-
cesses. It comprises 3,400 test cases, primarily
sourced from different math reasoning benchmarks.
Each case includes a step-by-step solution anno-
tated by human experts to indicate the earliest step
containing an error or to confirm the correctness of
all steps. Models are tasked with pinpointing the
first erroneous step in a solution or affirming the so-
lution’s correctness. PRMBench is a fine-grained
benchmark aimed at evaluating Process-Level Re-
ward Models (PRMs) on their capability to detect
nuanced errors in reasoning steps. It consists of
6,216 problems with a total of 83,456 step-level la-
bels, assessing models across multiple dimensions:
Simplicity (non-redundancy, non-circular logic),
Soundness (empirical soundness, step consistency,
domain consistency, confidence invariance), and
Sensitivity (prerequisite sensitivity, deception resis-
tance, multi-solution consistency). The benchmark

uses both synthetic and human-verified data, with
rigorous quality control measures, including man-
ual verification of a subset of data. A composite
metric, PRMScore, is introduced, combining posi-
tive and negative F1 scores for a balanced evalua-
tion.

To evaluate the effectiveness of
PathFinder-PRM in guiding step-by-step mathe-
matical problem-solving, we employ it to assign
scores to individual reasoning steps generated by
large language models (LLMs), selecting only
those with the highest overall rewards to build
upon. This evaluation is conducted across several
widely recognized math reasoning benchmarks,
including AIME24, AMC23, MATH, Olympiad
Bench, College MATH, and Minerva MATH?.

4.2 Baselines

Our evaluation utilizes a diverse set of discrimina-
tive process reward models from recent literature
as baselines: Math-Shepherd (Wang et al., 2024b),
Math-PSA (Wang et al., 2024a), RLHFlow-Mistral
and RLHFlow-DeepSeek (Xiong et al., 2024),
Skywork-PRM-7b (o1 Team, 2024), ReasonEval-
7B (Xia et al., 2025), Llemma-PRMS800k-7B
(Sun et al., 2024), Qwen2.5-Math-PRM-7B and
Owen2.5-Math-7B-PRM800K (Zhang et al., 2025).
We selected these baselines to cover a diverse range
of training regimes, including models trained on
human annotations, automated annotations, and
hybrid approaches, as well as varying scales of
training data.

5 Results

5.1 Main Results

PathFinder-PRM-7B is the SOTA for
PRMBench: Table 1 shows the PRM-
Bench results of the selected baselines,

PathFinder-PRM-variants as well as LLM-
as-judge performance of strong open-source
and proprietary LLMs. In the discriminative
PRM category, PathFinder-PRM-7B achieves
the highest overall PRM score (67.7), out-
performing Qwen2.5-Math-PRM-7B  (65.5)
and ReasonEval-7B (60.0). The variant
PathFinder-PRM-7B-PRM800OK, trained on a
fraction of our dataset, achieves a competitive
score of 65.0. Notably, PathFinder-PRM-7B
outperforms nearly all LLM-as-Judge models,

2Following (She et al., 2025), we use their subset of 200
test samples for Olympiad Bench and College MATH.
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Model Simplicity Soundness Sensitivity Overall
NR. NCL. Avg. ES. SC. DC. CIL. Avg. PS. DR. MS. Avg
LLM-as-judge, Open-source Language Models
Qwen-2.5-Math-72B* 553 549 551 555 71.6 58.1 59.1 61.1 474 538 100.0 67.1 57.4
QwQ-Preview-32B* 572 55.6 564 674 723 66.2 669 682 57.8 62.7 100.0 73.5 63.6
LLM-as-judge, Proprietary Language Models
GPT-40* 570 624 597 720 69.7 707 71.1 709 625 657 992 758 66.8
Gemini-2.0-flash-exp* 672 58.1 627 704 657 660 673 673 61.8 662 982 754 66.0
Gemini-2.0-thinking-exp-1219* 68.5 638 662 729 713 71.0 71.8 718 603 657 998 753 68.8
Discriminative Process Reward Models
Math-Shepherd-7B* 440 503 47.1 494 445 413 477 457 472 48,6 86.1 60.7 47.0
Math-PSA-7Bf 476 55.1 513 565 494 47.1 542 518 51.7 541 889 649 523
RLHFlow-Mistral-8B* 46.1 473 4677 56.6 55.1 544 638 575 515 562 979 685 54.4
RLHFlow-DeepSeek-8B* 464 489 476 557 550 532 662 575 49.0 554 99.8 68.1 542
Lemma-PRM800k-7B* 493 534 514 564 47.1 46.7 533 509 51.0 535 936 66.0 52.0
Skywork-PRM-7B* 357 412 384 367 29.1 306 344 327 368 374 888 543 36.2
ReasonEval-7B* 61.0 50.1 555 62.1 659 615 660 639 556 580 995 710 60.0
Qwen2.5-Math-7B-PRMS800K 48.6 47.8 482 62.1 594 587 685 622 529 640 998 722 58.3
Qwen2.5-Math-PRM-7B* 49.0 551 521 718 673 663 785 71.0 57.6 69.1 997 755 65.5
® PathFinder-PRM-7B-PRM800K 51.5 613 564 69.7 67.6 659 719 68.8 587 66.6 994 749 65.0
w/o Separate Subtask Prediction 589 66.7 628 68.6 624 624 667 650 602 649 978 743 64.4
® PathFinder-PRM-7B 521 658 589 731 687 663 750 708 61.7 69.8 99.2 769 67.7
w/o Separate Error Categories 517 620 569 732 700 669 758 715 603 692 99.6 764 67.3
w/o Separate Subtask Prediction 579 664 62.1 69.1 62.6 622 687 657 61.0 654 982 749 64.9

Table 1: Performance on PRMBench.

Bold text denotes the best results within each category. ® represents the models we trained.

Results marked with * and fcome from Song et al. and She et al. respectively.

Performance Comparison Across Benchmarks of
Models Trained on Similar-sized Dataset

ProcessBench

Performance Score

0
Math RLHFlow

- Shepherd-7B

L DeepSeek-8B

RLHFlow Llemma

Mistral-8B

= pRMBOOK-7B

PRMBench

ReasonEval
.

Qwen2
Math-7B-PRM800K

WS pRM-7B-PRM80OK

[
PathFinder

PRM-guided Greedy Search

PathFinder
= prM-7B

Figure 2: Performance comparison of language models across three benchmarks. The PathFinder-PRM-7B model
(gray) shows the highest performance across all benchmarks.

including GPT-40, QwQ-Preview-32B and
Gemini-2.0-flash-exp. PRMBench is a benchmark
designed to test a model’s ability to detect subtle
and complex errors. Our results affirm that our
hierarchical PRM approach enables the model to
detect these nuanced errors, leading to stronger
process-level understanding and supervision.

PathFinder-PRM Excels on ProcessBench: Ta-
ble 2 presents F1 results on ProcessBench.
When trained exclusively on PRMS8O00OK,
PathFinder-PRM-7B-PRM80@K attains an av-
erage F1 of 65.2, beating the previous best
(Qwen2.5-Math-7B-PRM800K, 58.5) by 6.7
points and outperforming all other PRM800K-only
baselines across every category: GSMS8K (+5.9),
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Model # Samples

GSM8K MATH Olympiad Bench OmniMath Avg. F1

Trained on Automated Annotation Data

Math-Shepherd-7B* 445K 479 29.5 24.8 23.8 31.5
RLHFlow-Mistral-8B* 273K 50.4 334 13.8 15.8 28.4
RLHFlow-DeepSeek-8B* 253K 38.8 33.8 16.9 16.9 26.6
Qwen2.5-Math-PRM-7B* ~1.5M 82.4 77.6 67.5 66.3 73.5
Trained on Human Annotated Data (PRMS800K)
Llemma-PRM800K-7B ~350K 48.4 43.1 28.5 334 38.4
ReasonEval-7B' ~350K 41.0 48.9 36.7 37.4 41.0
Qwen2.5-Math-7B-PRM800K * 264K 68.2 62.6 50.7 443 58.5
PathFinder-PRM-7B-PRM800K ~350K 74.1 71.3 58.7 56.6 65.2
w/o Separate Subtask Prediction 71.4 71.1 59.2 58.0 64.9
Trained on a Mix of Human and Automated Annotation Data
Math-PSA-7B' ~860K 62.4 41.9 31.5 25.2 40.3
Skywork-PRM-7B* unk 70.8 53.6 22.9 21.0 42.1
® PathFinder-PRM-7B ~400K 71.9 75.3 65.0 59.7 69.5
w/o Separate Error Categories 76.1 73.8 61.4 56.6 67.0
w/o Separate Subtask Prediction 73.9 72.6 63.9 59.9 67.6

Table 2: Performance (F1) on ProcessBench. Results marked with * come from Zhang et al..The best performance
across all categories is in bold and the best performance within a category is underlined.# Samples denotes the

number of training samples used by each model.

Setting AIME24 AMC23 MATH Olympiad Bench College MATH Minerva MATH Avg.
pass@1* 11.2 47.8 73.0 38.0 38.6 37.2 41.0
major @8* 20.0 57.5 79.6 47.0 41.5 42.7 48.0
pass@8* 333 82.5 88.8 58.5 47.5 57.7 61.4
Reward Guided Search (prm@8)
Math-Shepherd-7B* 13.3 52.5 74.6 38.5 36.5 41.2 42.8
Math-PSA-7B* 6.7 57.5 79.8 42.5 41.0 39.3 445
RLHFlow-PRM-Mistral-8B* 10.0 57.5 73.4 37.5 38.0 41.2 429
RLHFlow-PRM-DeepSeek-8B* 13.3 52.5 74.8 39.5 37.0 40.8 43.0
Lemma-PRM800k-7B* 133 575 73.8 40.0 36.5 38.2 432
Skywork-PRM-7B* 10.0 57.5 77.8 41.5 39.0 434 449
ReasonEval-7B* 33 55.0 73.0 37.5 35.5 37.9 404
Qwen2.5-Math-7B-PRM800K* 23.3 45.0 78.2 42.0 355 38.6 43.8
Qwen2.5-Math-PRM-7B* 16.7 60.0 81.0 43.5 39.0 40.4 46.8
® PathFinder-PRM-7B-PRM800K 20.0 55.0 79.0 36.0 55.0 36.4 46.9
w/o Separate Subtask Prediction 6.6 55.0 82.2 36.0 53.5 36.0 45.0
® PathFinder-PRM-7B 20 62.5 78.8 36.5 55.0 36.7 48.3
w/o Separate Error Categories 13.3 52.5 80.4 355 53.5 37.5 454
w/o Separate Subtask Prediction 10.0 55.0 81.6 37.0 53.5 36.0 45.5

Table 3: The performance of PRM guided greedy search with Qwen2.5-7B-Instruct as the policy model. Results

marked with * come from She et al.

MATH (+8.7), Olympiad Bench (+8.0) and
OmniMath (+12.3).

Leveraging a larger, mixed human +
auto-annotated dataset further boosts perfor-
mance. PathFinder-PRM-7B achieves an
average F1 of 69.5, setting new state—of—the—art
among mixed-data models and closing the
gap to the top automated-annotation model
(Qwen2.5-Math-PRM-7B*, 73.5) to just 4 points.
Notably, PathFinder-PRM-7B also leads in every
individual benchmark—GSMS8K (77.9), MATH
(75.3), Olympiad Bench (65.0), and OmniMath

(59.7), demonstrating the scalability and robustness
of our hierarchical reward modeling approach.

Improved Reward-Guided Search with Bet-
ter PRMs: Finally, we assess the utility of our
PRM in guiding solution search. Using Qwen2.5-
Instruct-7B as a generator and ranking sampled
steps in completions using our PRM, Table 3
shows that PathFinder-PRM-7B yields the high-
est average prm@8 score (48.3), outperforming
Qwen2.5-Math-PRM-7B (46.8). The advantage
holds across tasks, including challenging subsets
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such as AIME24 and College MATH, indicating
better inductive bias and alignment with ground-
truth solution quality.

PathFinder-PRM is Competitive to
Qwen2.5-Math-PRM-7B Despite Using ~3x
Less Data: Although Qwen2.5-Math-PRM-7B
was trained on roughly 1.5M automated an-
notations, our PathFinder-PRM-7B, trained
on only ~400K samples, matches or ex-
ceeds its performance in key benchmarks
and reward-guided search. On ProcessBench,
PathFinder-PRM-7B performs competitively to
Qwen2.5-Math-PRM-7B in average F1 69.5 vs
73.5. More importantly, PathFinder-PRM-7B
surpasses Qwen2.5-Math-PRM-7B on PRMBench
overall (67.7 vs 65.5), and drives higher pass@8 in
reward-guided greedy search (48.3 vs. 46.8). This
demonstrates that our hierarchical, error-aware
training yields more data-efficient and robust
PRMs, achieving superior process supervision
with far fewer samples.

Training Data Scale

PathFinder-PRM

[ ]
Pathfinder-PRMB0OK Guwen-2.5-Math PR

ReasonEval

a
g

.Qwen—z .5-Math-PRM800K

Overall PRM Score
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Figure 3: PRMBench Overall PRMscore against the
data scales of different baselines and PathFinder-PRM
variants.

As shown in Figure 2, when comparing
against PRMs trained on similarly sized datasets,
PathFinder-PRM consistently achieves superior
performance across all benchmarks. Figure 3
presents the performance of various PRMs on
PRMBench. The results demonstrate that
PathFinder-PRM not only surpasses other PRMs
trained on comparably sized datasets but also out-
performs Math-PSA and Qwen-2.5-Math-PRM, de-
spite those models being trained on 2-3 times more
data.

PathFinder-PRM Scales Consistently Across Pol-
icy Sizes: As shown in Figure 4, When paired

Bm Qwen2.5-Math-PRM-7B
PathFinder-PRM-7B (Ours)

w
b
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o
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Figure 4: Average accuracy with 7B and 14B policy
models. PathFinder-PRM-7B yields consistent gains
(+1.4-1.5%) over Qwen2.5-Math-PRM-7B, demonstrat-
ing scalability.

with a larger 14B policy model (Qwen2.5-14B-
Instruct) to perform reward guided greedy search,
PathFinder-PRM-7B provides a +1.4% improve-
ment in average accuracy over Qwen2.5-Math-
PRM-7B—<closely matching the +1.5% gain ob-
served with a 7B policy model. This consistent
margin across scales indicates that the benefits of
our hierarchical reward modeling generalizes to
larger policy models.

5.2 Ablations

In our approach, we made two main claims: (1)
decoupling the subtasks of Error Detection and
Correct Path Guidance, and (2) categorizing errors
into two prominent error categories in math will
boost PRM performance. To verify these claims,
we performed ablation experiments by modifying
parts of our method:

1. PathFinder-PRM w/o Separate Subtask Pre-
diction: Following existing PRM approaches,
we trained the model to jointly learn to tackle
both error detection and correct path guidance
using only the step correctness labels.

2. PathFinder-PRM w/o Separate Error Cat-
egories: In this approach, we still do a hi-
erarchical prediction but we modify step 1.
Instead of detecting the presence of 2 error
categories, we combined the categories and
predicted the presence of an error in the step.

PathFinder-PRM Benefits from Separating Er-
ror Categories: On ProcessBench, explicitly dis-
tinguishing math and consistency errors yields
a clear overall boost: PathFinder-PRM-7B
scores 69.5 Avg. Fl1, versus 67.0 for the
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PathFinder-PRM-7B w/o Separate Error Cate-
gories. We also observe a similar drop in per-
formance on PRMBench, the PathFinder-PRM
w/0 Separate Error Categories shows a small
drop in performance (0.4 points) compared to
PathFinder-PRM-7B

Crucially, reward-guided search highlights the
practical impact of error typing: when ranking
eight candidate solutions, PathFinder-PRM-7B
achieves 48.3 prm@8, compared to just 45.4
for PathFinder-PRM w/o Separate Error
Categories (42.9 points). This jump in
real-world problem-solving performance highlights
that fine-grained error signals not only improve di-
agnostic metrics but can also translate directly into
selecting higher-quality solution paths.

PathFinder-PRM Benefits from Error-Aware
Hierarchical Supervision: Across Process-
Bench, PRMBench, and reward-guided search,
PathFinder-PRM consistently outperforms the
PathFinder-PRM w/o separate subtask prediction,
demonstrating the importance of hierarchical
modeling of the subtasks. On ProcessBench,
PathFinder-PRM-7B improves from 67.6 to 69.5
F1 (+1.9), and on PRMBench, from 64.9 to 67.7
(+2.8). In reward-guided search, the improvement
is similarly clear: 48.3 prm@8 versus 45.5. These
results highlight the value of decoupling feedback
prediction into discrete reasoning components.

Scalable Performance with Additional Train-
ing Data: Training on an additional 50K sam-
ples from a broader, automatically annotated
dataset greatly boosted the performance of
PathFinder-PRM and helped it reach state-of-
the-art performance. PathFinder-PRM-7B out-
performs PathFinder-PRM-7B-PRM80OK across
ProcessBench, PRMBench, and reward-guided
greedy search, demonstrating the benefits of scal-
ing beyond PRMS80OOK dataset. On Process-
Bench, PathFinder-PRM-7B achieves 69.5 Avg.F1
versus 65.2, while on PRMBench it improves
from 65.0 to 67.7 F1. In reward-guided search,
PathFinder-PRM-7B raises pass@8 from 46.9 to
48.3. These gains highlight that error-aware hier-
archical modeling scales well with increased data
diversity and quantity, enabling stronger general-
ization and robustness.

A key distinction is that the 50K additional
data was collected using Mistral-7B as a gener-
ator, while PRM80OK was produced using a fine-
tuned GPT-4 model. Exposure to reasoning traces

from a smaller and weaker model may have helped
PathFinder-PRM better learn to recognize and cor-
rect common failure patterns, contributing to im-
proved robustness and generalization across bench-
marks. We leave a deeper investigation of this
hypothesis to future work.

6 Conclusion

In this work, we introduced PathFinder-PRM, a
hierarchical discriminative process reward model
that decouples error detection from step optimality
guidance, classifying math and consistency errors
before computing step rewards. Our evaluation and
ablation trials demonstrate that error-aware hier-
archical supervision yields notable improvements
on PRM benchmarks, with PathFinder-PRM-7B
achieving state-of-the-art performance among dis-
criminative PRMs on PRMBench and strong re-
sults on ProcessBench despite using less than three
times the data used to train the current best per-
forming model. A similar performance boost is
observed in reward-guided search evaluation, and
we further show that these gains scale consistently
when paired with larger policy models, affirming
our hypothesis about the efficacy of hierarchical
error-aware reward generation. Our approach is,
therefore, a promising direction for more robust
and interpretable process reward models, with po-
tential for further gains when scaled to larger archi-
tectures.

7 Limitations

Due to computational constraints, our experiments
were limited to 7B models. While this scale pro-
vides a strong foundation for evaluating our pro-
posed methodology, we hypothesise that larger
models could further enhance modeling accuracy
and better leverage process supervision signals due
to their improved mathematical reasoning capabili-
ties.
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A Extended Results
A.1 ProcessBench

Table 4 contains the extended evaluation on ProcessBench with LLLM-as-Judge Baselines using both
Proprietary and Open-Source Language Models.

Model # Samples GSM8K MATH Olympiad Bench OmniMath Avg. F1
LLM-as-judge, Proprietary language models

GPT-40* unk 79.2 63.6 514 53.5 61.9
ol-mini* unk 93.2 88.9 87.2 82.4 87.9
LLM-as-judge, Open-source language models

Llama-3.3-70B-Instruct* unk 82.9 59.4 46.7 43.0 58.0
Qwen2.5-Math-72B-Instruct* unk 65.8 52.1 32.5 31.7 45.5
Qwen2.5-72B-Instruct® unk 76.2 61.8 54.6 52.2 61.2

Discriminative Process Reward Models

Trained on Automated Annotation Data

Math-Shepherd-7B* 445K 47.9 29.5 24.8 23.8 31.5
RLHFlow-Mistral-8B* 273K 50.4 334 13.8 15.8 28.4
RLHFlow-DeepSeek-8B* 253K 38.8 33.8 16.9 16.9 26.6
Qwen2.5-Math-PRM-7B* ~1.5M 824 77.6 67.5 66.3 73.5
Trained on Human Annotated Data (PRMS800K)
Llemma-PRM800K-7B ~350K 48.4 43.1 28.5 334 384
ReasonEval-7B" ~350K 41.0 48.9 36.7 374 41.0
Qwen2.5-Math-7B-PRM800K * 264K 68.2 62.6 50.7 443 58.5
PathFinder-PRM-7B-PRM800K ~350K 74.1 71.3 58.7 56.6 65.2
w/o Separate Subtask Prediction 71.4 71.1 59.2 58.0 64.9
Trained on a Mix of Human and Automated Annotation Data
Math-PSA-7B' ~860K 62.4 41.9 31.5 252 40.3
Skywork-PRM-7B* unk 70.8 53.6 229 21.0 42.1
® PathFinder-PRM-7B ~400K 77.9 753 65.0 59.7 69.5
w/o Separate Error Categories 76.1 73.8 61.4 56.6 67.0
w/o Separate Subtask Prediction 73.9 72.6 63.9 59.9 67.6

Table 4: Performance (F1) on ProcessBench. Results marked with * come from Zhang et al.. The best performance
across all categories is in bold and the best performance within a category is underlined.

B Scaling Effects of Additional RLHFlow Mistral Data

To further probe the effects of training data scaling, we increased the amount of RLHFlow Mistral data
from 50K to 200K samples and retrained PathFinder-PRM. As shown in Table 5, this increase from 400K
to 550K total training samples did not result in improved performance. In fact, we observe a slight drop
across all benchmarks: ProcessBench performance decreased from 69.5 to 68.75 Avg.F1, PRMBench
from 67.7 to 67.4, and reward-guided search accuracy dropped from 48.3 to 47.5.

These findings suggest that the benefits of augmenting training with weaker model-generated traces
(e.g., from Mistral-7B) may saturate quickly. Simply increasing the volume of such data does not
necessarily lead to improved generalization, and may even slightly degrade performance. This underscores
the importance of data quality and the nuanced role of diversity over quantity in training PRMs. We leave
further study into effective feedback curation and dataset composition to future work.

Model # Total samples  # Mistral samples ProcessBench PRMBench Reward Guided Search (PRM@8)
PathFinder-PRM-7B-PRM800K 350K 0 65.2 65.0 46.9
PathFinder-PRM-7B 400K 50K 69.5 67.7 48.3
PathFinder-PRM-7B 550K 200K 68.75 67.4 4175

Table 5: Effect of scaling RLHFlow Mistral data on PathFinder-PRM performance.
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C Design Choice: Two Forward Passes over Autoregressive Multi-Token Prediction

In PathFinder-PRM, we adopt a two-forward-pass approach to predict intermediate error labels—Math
Error and Consistency Error—followed by a final reward score for correctness. This contrasts with
autoregressive decoding, which would generate all three labels sequentially. The motivation behind this
design is to minimize error cascading between dependent predictions. Specifically, we aim to predict Math
and Consistency labels independently in the first forward pass to prevent the Consistency prediction from
being influenced by the previously generated Math label. This is a potential issue in the autoregressive
setup since each token depends on the ones before it.

In our setup, a single language modeling head is used without any task-specific heads. During the
first forward pass, we construct the input as: [PRM Input], Math: <mask>, Consistency: <mask>,
where the two special <mask> tokens represent the target positions for Math and Consistency labels. The
model is trained to produce the correct label tokens at these masked positions, allowing us to decode both
predictions simultaneously without one influencing the other.

In the second forward pass, we supply the previously predicted Math and Consistency tokens in
place, and append a third <mask> token to infer the final correctness label: [PRM Input], Math:
predicted_label, Consistency: predicted_label, Correctness: <mask> The probability
corresponding to the positive reward token at the final mask position is then used as the model’s output
reward score.

This inference method avoids sequential decoding and uses only masked forward passes, enabling
clearer modular supervision and avoiding implicit dependency leakage between intermediate labels.
During training, a similar masked format is used. This clean separation helps PathFinder-PRM to better
capture independent error signals and contributes to its robustness.

Algorithm 1 PathFinder-PRM Inference via Two Forward Passes
Require: Prompt P, PathFinder-PRM

1: // First Forward Pass: Predict Math and Consistency Labels

Input, < concatenate(P,"Math: <mask>", "Consistency: <mask>")
Logitsy < PathFinder-PRM. forward(Inputy)

predmatn < argmax(Logits, at Math mask position)
predeonsistency ,argmazx(Logits; at Consistency mask position)

6: // Second Forward Pass: Predict Correctness/Reward Label

7: Inputy < concatenate(P,"Math: ", pred,,qth.,
"Consistency: ", predeonsistencys
"Correctness: <mask>")

8: Logitsy < PathFinder-PRM. forward(Inputy)
9: rewardpop < softmax(Logitsy at Correctness mask position)
10: predreward < Tewardy,qp of <+> token

11: return predmathapredconsistencyapredreward
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D Data Annotation Prompt

The prompt below was utilized with DeepSeek-R1-Distill-Qwen-32B to synthesize the 3-dimensional
categorical score vectors assigned to each sample in the dataset used to train PathFinder-PRM

Prompt for dataset labelling

You are an analytical math instructor grading a student’s work. Think step-by-step through your
analysis. Below is the math question, the previous steps by the student, and the current step to evaluate.

{context}

Your task is to rigorously examine the current step and determine if it contains ANY mathematical
errors. Assign binary scores (0 = wrong, 1 = correct) based on three criteria:

A) Mathematical logic — Is the current step, **on its own**, mathematically valid? Check for: *
Calculation errors ¢ Incorrect formula application ® Invalid operations or simplifications * Algebra
mistakes or sign errors * Incorrect assertions

B) Consistency — Is the current step logically consistent with: ¢ Established ground truth ¢ Previous
steps * Any constraints or conditions established earlier « The mathematical domain applicable to this
problem

C) Simplicity and optimality — is this step an efficient next step toward the solution? Check for: ¢
Redundant statements: factually correct statements that do not help progress toward the solution. ¢
Circular logic: does this step come to a conclusion already previously established? « Non-clarity: Are
the assertions made in this step ambiguous in a way that obsfucates their purpose? ¢ Optimality: is
the **idea** of this step the near optimal approach one would take to solve the problem?

Double check all listed criterion here explicitly in your reasoning. In your analysis, be sensitive to
subtle issues like missing pre-requisites/assumptions, correct-looking statements with slight errors
and high confidence statements containing errors.

IMPORTANT POINTS:

- If you find ANY error, even a minor one, you MUST assign a score of 0 to the appropriate criteria.
Be skeptical and verify all claims thoroughly.

- For incorrect steps, wherever possible, attempt to categorize the issue as violating **one of the three
criterion** (i.e., assign score 0 to **only one category**). Assign multiple O scores only for serious
erTors.

You must format your answer as below:

Reasoning:
{{Provide detailed analysis, showing all verification steps and explicitly identifying any errors found} }

Final answers:
Score A:
{{Oor 1 only}}
Score B:
{{Oor 1 only}}
Score C:
{{Oor 1 only}}
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E Training HyperParameters

Table 6 contains the hyperparameters used to train PathFinder-PRM. We used the Transformers library
Trainer implementation to train our model in a seq-to-seq manner (Wolf et al., 2020).

Parameter Value

Model QwenQwen?2.5-Math-7B-Instruct
Torch Data type bfloat16

Attention Implementation flash attention 2

Per-device Train Batch Size 2
Gradient Accumulation Steps 32

Learning Rate 1.0e-05
Number of Training Epochs 4

LR Scheduler Type cosine
Max Gradient Norm 1.0
Warmup Ratio 0.1
Seed 42
BF16 true
Optimizer adam
Gradient Checkpointing True

Table 6: Training Configuration for Qwen2.5-Math-7B-Instruct.

F Scalability to Larger Models (Detailed Results)

In addition to the bar chart presented in the main text (Figure 4), we provide detailed benchmark-level
results for Reward Guided Greedy Search experiments with Qwen2.5-14B-Instruct as the policy model.
Table 7 reports performance across six math benchmarks. PathFinder-PRM-7B achieves the highest
average accuracy (50.6%) and shows a +1.4% improvement over Qwen2.5-Math-PRM-7B with the 14B
policy model. This matches the +1.5% relative gain observed with the 7B policy model, confirming that
the effectiveness of our reward model generalizes across policy scales.

Process Reward Models AIME24 AMC23 MATH Olympiad Bench College MATH Minerva MATH Avg.
Qwen?2.5-Math-PRM-7B 85.0 65.0 10.0 54.5 39.0 415 49.2
PathFinder-PRM-7B-PRM800K (Ours) 83.4 57.5 233 56.0 37.0 41.9 49.9
PathFinder-PRM-7B (Ours) 82.2 62.5 233 535 40.5 41.5 50.6

Table 7: Scalability results with Qwen2.5-14B-Instruct across six math benchmarks.
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