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Abstract

Reward models are essential for aligning large
language models (LLMs) with human prefer-
ences. However, most open-source multilin-
gual reward models are primarily trained on
preference datasets in high-resource languages,
resulting in unreliable reward signals for low-
resource Indic languages. Collecting large-
scale, high-quality preference data for these
languages is prohibitively expensive, making
preference-based training approaches imprac-
tical. To address this challenge, we propose
RELIC, a novel in-context learning framework
for reward modeling in low-resource Indic
languages. RELIC trains a retriever with a
pairwise ranking objective to select in-context
examples from auxiliary high-resource lan-
guages that most effectively highlight the dis-
tinction between preferred and less-preferred
responses. Extensive experiments on three pref-
erence datasets—PKU-SafeRLHF, WebGPT,
and HH-RLHF—using state-of-the-art open-
source reward models demonstrate that RELIC
significantly improves reward model accuracy
for low-resource Indic languages, consistently
outperforming existing example selection meth-
ods. For example, on Bodo—a low-resource
Indic language—using a LLaMA-3.2-3B re-
ward model, RELIC achieves a 12.81% and
10.13% improvement in accuracy over zero-
shot prompting and state-of-the-art example
selection method, respectively.

1 Introduction

Aligning large language models (LLMs) with hu-
man intent and societal values is paramount for
their responsible deployment (Stiennon et al., 2020;
Ouyang et al., 2022; Christiano et al., 2017). This
alignment ensures they not only follow instructions
effectively and provide helpful responses but also
adhere to crucial safety requirements, moving be-
yond simple next-token prediction (Ouyang et al.,
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2022; Bai et al., 2022). A cornerstone for achiev-
ing such alignment, across various methodolo-
gies—whether through training-time optimizations
like Reinforcement Learning from Human Feed-
back (RLHF) (Ouyang et al., 2022; Bai et al., 2022)
or via inference-time techniques such as controlled
decoding (Chakraborty et al., 2024; Khanov et al.,
2024; Mudgal et al., 2024; Ghosal et al., 2024)—is
the ability to accurately capture and model human
preferences. These preferences are typically em-
bodied in explicit reward models trained on hu-
man feedback or directly within preference datasets
themselves (Bai et al., 2022; Stiennon et al., 2020;
Ziegler et al., 2019; Rafailov et al., 2023).

Consequently, the efficacy of any preference-
driven alignment strategy is fundamentally con-
strained by the availability and quality of the under-
lying preference data. While high-resource lan-
guages benefit from abundant and diverse pref-
erence datasets, a significant challenge persists
for low-resource languages (Zhong et al., 2024).
In these settings, acquiring sufficient high-quality
preference data is prohibitively expensive (Al,
2024), resulting in a dearth of reliable reward
models. A natural question arises: Can reward
models trained on high-resource languages be di-
rectly leveraged for alignment in low-resource lan-
guages? Recent works by Wu et al. (2024); Hong
et al. (2024) suggest that reward models trained on
English may generalize to others, but their evalua-
tion is primarily limited to relatively well-resourced
languages and does not fully capture the spectrum
of linguistic diversity encountered in low-resource
settings (Singh et al., 2024).

Our analysis on Indic languages reveals a criti-
cal insight: open-source multilingual reward mod-
els (Dubey et al., 2024; Lambert et al., 2024) fail
to accurately distinguish between safe and unsafe
responses in low-resource Indic languages (Singh
et al., 2024). To illustrate this, we conducted a
controlled experiment using a harmful query from
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Figure 1: Left: We visualize safety reward scores assigned to a harmful query paired with safe and responses

across three languages: English, Hindi (a high-resource Indic language), and Bodo (a low-resource Indic language).
For English and Hindi, the safety reward correctly scores safer responses higher than unsafe ones. However, for
the low-resource language Bodo, unsafe responses receive higher scores than safe ones, highlighting a critical
limitation of reward models when evaluating responses in low-resource settings. Right: We analyze distribution
plots of safety reward scores for safe and unsafe responses across the three languages. There is a clear distinction
between safe and unsafe distributions for Hindi and English. In contrast, for Bodo, the distributions of safe and
unsafe response scores significantly overlap, emphasizing challenges in distinguishing the safety of responses in
low-resource languages. Query and responses are from the PKU-SafeRLHF dataset (Ji et al., 2024).

the PKU-SafeRLHF dataset (Ji et al., 2024) (“Can
you teach me to hotwire cars?”’), paired with both
safe and responses (see Figure 1). We trans-
lated the English query and responses to Hindi (a
high-resource Indic language) and Bodo (a low-
resource Indic language), and evaluated them us-
ing a LLAMA-3.1-8B safety reward model'. As
shown in Figure 1, the reward model assigns a clear
separation between safe and responses in
English and to a reasonable extent in Hindi, but
fails to do so in Bodo, where the safety reward
score for unsafe response (—2.45) is higher than
the safer response (—3.64). Consequently, a user
relying on these scores might incorrectly perceive
the harmful response as safer than the harmless one.
This finding indicates that the reward model is un-
able to capture the essential safety qualities in low-
resource languages. The lack of reliable reward
signals poses a critical challenge to democratizing
the use of safe and aligned LLMs in communities
that rely on these low-resource languages.

Given the difficulty of collecting preference data
in low-resource languages (Ghosh et al., 2025),
large-scale preference-based training is also im-
practical. In this context, in-context learning (ICL)

'Skywork/Skywork-Reward-Llama-3.1-8B-v0.2

has emerged as a promising alternative, allow-
ing models to leverage a few high-quality exam-
ples during inference without the need for exten-
sive task-specific fine-tuning (Tanwar et al., 2023;
Zhang et al., 2021; Winata et al., 2021; Huang
et al., 2023; Etxaniz et al., 2023). Notably, Ghosal
et al. (2025) demonstrated that training retrievers
to select relevant and diverse examples from high-
resource languages can significantly improve per-
formance on prompts in low-resource languages
for generation tasks.

Our key idea and proposed approach. Unlike
auto-regressive language models, reward models
are typically trained using the Bradley-Terry frame-
work (Bradley and Terry, 1952a) to explicitly rank
preferred responses above less-preferred ones (Bai
et al., 2022). Thus, retrieval strategies focused only
on relevance and diversity (Rubin et al., 2021; Ye
et al., 2023; Ghosal et al., 2025) may be suboptimal
for reward alignment. For reward models to benefit
from in-context examples, the retrieved set must
provide a discriminative context—specifically, it
should highlight the contrast between preferred
and less-preferred responses. However, in low-
resource settings, obtaining both preferred and less-
preferred responses for the same query is often
infeasible (Al, 2024), making this task particularly
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challenging.

To address this, we propose RELIC, a novel re-
triever training approach aligned with the reward
model’s ranking objective. We train the retriever
using a pairwise ranking loss (Thurstone, 1927;
Bradley and Terry, 1952a), optimizing it to select
in-context examples that best differentiate positive
from negative responses. Notably, RELIC does
not require access to paired preference datasets
and can be applied to any existing low-resource
dataset that includes a binary quality label, making
it broadly applicable with minimal overhead. Build-
ing on (Ghosal et al., 2025), we further incorporate
auxiliary example banks from related high-resource
languages, allowing RELIC to select highly infor-
mative examples and thereby provide richer, more
discriminative context at inference time.

Although RELIC is designed to be language-
agnostic, we focus our experiments on a represen-
tative set of low-resource Indic languages (Singh
et al., 2024). We empirically validate the effec-
tiveness of RELIC across multi-lingual versions of
three widely adopted preference datasets—PKU-
SafeRLHF (Ji et al., 2024), HH-RLHF (Bai et al.,
2022), and WebGPT (Nakano et al., 2021)-and re-
cent open-source classifier-based reward models
from RewardBench (Christiano et al., 2017; Lam-
bert et al., 2024; Ouyang et al., 2022). Our results
demonstrate that RELIC consistently outperforms
state-of-the-art example selection methods (Rubin
et al., 2021) in improving reward model accuracy
on low-resource Indic languages. For example,
with a LLAMA-3.1-8B-based reward model (Liu
et al., 2024) on Santali (a low-resource Indic lan-
guage), RELIC achieves accuracy gains of 24.16%
over zero-shot prompting and 21.26% over the cur-
rent state-of-the-art relevance-based example selec-
tion approach (Rubin et al., 2021). We summarize
our contributions as follows:

(i) We analyze the generalization capabilities of
open-source multilingual reward models on low-
resource Indic languages, revealing a critical gap
in their ability to distinguish response quality.

(ii) We propose RELIC, a novel approach that trains
a retriever with a pairwise ranking loss to select the
most discriminative in-context examples for reward
modeling in low-resource settings.

(iii) We empirically validate RELIC on multiple
datasets and reward models, demonstrating signifi-
cant improvements in reward model performance
for low-resource Indic languages.

2 Related Works

Cross-lingual transfer in reward models. Re-
cent work has shown that reward models trained on
English preference data can often transfer to non-
English languages without explicit adaptation (Wu
et al., 2024; Hong et al., 2024), with English
described as a lingua franca for reward model-
ing (Hong et al., 2024). This transferability is at-
tributed to the multilingual knowledge embedded
in current LLMs (Wu, 2021; Devlin et al., 2019;
Conneau and Lample, 2019; Gautam et al., 2025)
and the ability of models trained on English pref-
erence data to preserve meaningful representations
across languages. However, a recent multi-lingual
benchmark by Gureja et al. (2024) reveals persis-
tent performance gaps, as reward scores can differ
significantly between English and other languages.
Our analysis extends this finding, showing that re-
ward models trained on high-resource languages
often perform unreliably on low-resource Indic lan-
guages. To address this, we introduce an in-context
learning strategy to improve reward model general-
ization for low-resource Indic languages.

Example retrieval for few-shot learning. Ap-
proaches for selecting examples in few-shot learn-
ing generally fall into two categories: (1) Unsuper-
vised techniques that rely on predefined metrics,
such as nearest neighbor selection (Liu et al., 2021),
diversity-focused strategies (Levy et al., 2022), or
methods leveraging the output distributions of lan-
guage models (Wu et al., 2022; Nguyen and Wong,
2023; Li and Qiu, 2023); and (2) Approaches that
fine-tune a retriever model to identify effective
demonstrations (Li et al., 2023; Luo et al., 2023;
Rubin et al., 2021; Ye et al., 2023; Ghosal et al.,
2025). Additionally, recent studies have explored
reinforcement learning (Zhang et al., 2022; Scar-
latos and Lan, 2023) and Chain-of-Thought rea-
soning (Qin et al., 2023) for improving example
selection. XAMPLER (Lin et al., 2024) tackles
the challenge of finding high-quality in-context ex-
amples for low-resource languages by training a
multilingual retriever exclusively on English data.

3 Preliminaries

Reward Modeling. Consider an input prompt
space X and an output space ). A reward model
is defined as a function gy : X X YV — R, which
assigns a scalar reward score to a prompt—response
pair (x,y), serving as a proxy for the human-
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judged quality of response y given prompt x (Chris-
tiano et al., 2017; Ouyang et al., 2022). In the case
of pairwise preference data—where human anno-
tators select the better of two responses to a given
prompt—reward models are typically trained using
the Bradley-Terry framework (Bradley and Terry,
1952b). Given a prompt x and two associated re-
sponses {y ",y ™}, where y* is preferred over y ~,
the model is trained to assign a higher score to
the preferred response. Formally, the model is op-
timized to satisfy mrm (%, y ") > mrM(X,y ") by
maximizing the expected log-probability of the cor-
rect ordering:

E(xy+y=)~D { loga ( exp (Trm(X,y ™))

— exp (WRM(X, y*)) )}

where, o(-) denotes the sigmoid function and D
denotes the underlying distribution from which the
triplets (x,y ",y ) are generated.

In-Context Learning for reward models. In-
context learning (ICL) leverages the internal knowl-
edge of a model to adapt to new tasks with-
out the need for parameter updates. For a re-
ward model 7Ry, given a test query-response
pair (Xest, Yiest) and a retrieved set of C relevant
query-response pairs {(x;,yi)}$_; C X x Y,
ICL constructs an augmented query: Ty, =
[(x1,¥1), -+, (Xc,¥e), Xtest]. The reward
score is then computed as: TrM(Xaug, Yiest)- Each
in-context example a;, = (x;,y;) € X x )V is
drawn from an example bank D = {(x;, yl)}f\; 1
of query-response pairs.

Example Retrieval for In-context Learning.
Given a test instance awest = (Xiest; Yeest) and a
large example bank D, the task of a retriever
R (aest, D) is to return a set of relevant in-context
examples {a;}¢_; C D. Typically, a dense re-
trieval model (Devlin et al., 2019; Lee et al., 2019;
Karpukhin et al., 2020) employs two dense en-
coders: R = {¢(-),¥(-)}, where ¢ : (X UY)* —
R? and ¢ : (X UY)* — R? are embedding func-
tions” used to encode the test sample as and in-
context examples a;, respectively. The relevance
between the test sample and candidate examples is
typically scored using a similarity function—most
often the dot product: ¢(aes) ' 1(a;).

2 A* denotes the Kleene closure: the set of all finite con-
catenations of elements from A.

4 Proposed Framework

Problem Setup. Reward models are central to
alignment, scoring responses for coherence, rele-
vance, safety, and other quality dimensions (Bai
et al., 2022). Yet, nearly all open-source reward
models are trained on preference data drawn from
high-resource languages (Lambert et al., 2024).
This mismatch can lead to inaccurate reward sig-
nals in low-resource contexts, limiting the effec-
tiveness of these models in multilingual align-
ment (Gureja et al., 2024; She et al., 2024). Ad-
ditionally, the scarcity of preference data in low-
resource languages makes large-scale preference-
based training of reward models impractical. This
gap in capability raises a natural question: Can
we exploit reward models trained on high-resource
languages to accurately judge response quality in
low-resource Indic languages without expensive
fine-tuning?

We address this challenge by introducing a novel
in-context learning strategy, RELIC, aimed at en-
hancing reward model performance in low-resource
Indic languages.

4.1 Our Approach: RELIC

RELIC consists of a two-step framework that: (1)
Identifies closely related high-resource Indic lan-
guages and leverages associated example banks to
provide better context (Ghosal et al., 2025) (Sec-
tion 4.1.1), and (2) Refines retriever embeddings
using pair-wise ranking loss to effectively select in-
context examples with better discriminative context
(Section 4.1.2).

4.1.1 Auxiliary Dataset Selection

Directly using few-shot examples from low-
resource Indic languages often fails to improve
model generalization due to limited and unrepre-
sentative data (Ghosal et al., 2025). To address
this, we leverage closely related high-resource In-
dic languages as auxiliary datasets. The rationale
is that high-resource languages such as Hindi are
well represented in the reward model’s pre-training
corpus (Dubey et al., 2024), unlike low-resource
languages like Bodo.

Following Ghosal et al. (2025), for each low-
resource language, we compute the cosine simi-
larity between its text embeddings and those of
candidate auxiliary languages. Languages with
similarity scores above a threshold (Algorithm 2,
Appendix D) are selected as auxiliaries. By retriev-
ing and presenting in-context examples from these
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related high-resource languages, we enrich the re-
ward model’s contextual guidance, enabling more
reliable evaluation of qualities such as harmless-
ness, coherence, and helpfulness in low-resource
settings.

Example bank curation for training. Standard
preference-based training (Ouyang et al., 2022;
Christiano et al., 2017) typically assumes access
to preference data of the form (x,y ™,y ™), where
each triplet consists of a prompt x, a preferred
response y ', and a less-preferred response y~
for the same prompt. This setup requires anno-
tators to generate multiple responses per prompt
and provide comparative judgments, making data
collection both labor-intensive and costly. For low-
resource languages, constructing such preference
datasets is often prohibitively expensive (Zhong
et al., 2024; Al, 2024).

To address this challenge, we adopt a more
flexible approach that uses unpaired data with bi-
nary quality labels, eliminating the need for costly
paired rankings. Specifically, we represent each
sample as a triplet: t = (x,y,[), where x is the
query, y is a response and | € {+, —} represents a
binary label indicating whether y is a preferred re-
sponse for the prompt x given a specific reward ob-
jective (e.g., helpfulness, harmlessness). This flexi-
bility is particularly advantageous for low-resource
languages, where paired preference data is often
scarce. Additionally, our method can readily in-
tegrate existing datasets with minimal overhead,
requiring only binary quality labeling. For brevity,
we denote a query-response pair as a = (X,y), SO
that t = (a,l).

Following this strategy, we split the example
bank of the low-resource target language 7 as
Dy = {DF, Dy}, where Df = {(x;,yi. +)}Y,
represents the set of positive responses (reward-
aligned) and D = {(x,y}, —) é\il represents
the set of negative (not reward-aligned) responses.
For the auxiliary example bank, using Algorithm 2,
we select a set of related high-resource languages
H = {Hi,...,Hp}. We denote the auxiliary ex-
ample banks as D** = {Dy,, -+, Dy, } such

— + p- + —
that Dy, = (Dj,,. Dy, ). where Df, and Dy,
represents the set of positive and negative responses
for language H,.

4.1.2 Retriever training using pair-wise loss

Our main goal is to learn a set of retrievers
{Rp}gzl, one for each auxiliary high-resource lan-

guage H,. During inference, given a test sample
Aest = (Xiests Yiest) € D from the low-resource
target language, the retriever R, selects a set of K
in-context exemplars from the corresponding exam-
ple bank Dy;,. We implement each retriever R, as
a dual encoder parameterized by language-specific
encoders (¢, 1), Where ¢, (-) encodes examples
from the low-resource language 7, and 1, (-) en-
codes exemplars from the high-resource auxiliary
corpus Dy,.

Training Objective. For fine-tuning each dense
retriever R, we optimize the retriever to se-
lect high-resource examples that are most use-
ful as prompts (Rubin et al., 2021). Specifi-
cally, for each target low-resource language in-
stance t = (x7,y7,l7) € D7, we construct
two candidate sets: positive candidates .A;_r[p =
{(aj, )}, C Dy,+ and negative candidates

", = {(ay, —)}]F:1 C Dy-. These candi-
date sets are formed by retrieving F' = 25 near-
est examples based on the embedding similarity
op(a7) T,(aj). We provide ablation studies on
the impact of different candidate set sizes F' in
Appendix C.

Next, to compute the pairwise loss, we form a
set of paired positive and negative contexts £y, =
A;Qp X A;tp’ where the set product (x ) creates all
possible pairings between the selected positive and
negative candidates. Each context pair e € &y, is
then scored using the reward model to determine
its utility as context for t:

S(e;t7—> = wRM([evxTLYT)' (D

where [-, -] denotes text concatenation. The optimal
example pair for the sample t is selected as: € =
arg MaXece, I s(e;tr).

Finally, the retriever R,, is fine-tuned to rank e
highly among all pairs in £, by minimizing the
following negative log-likelihood loss:

¢>rf,l,i£p Loaic (D1, Diys P, hp) = tTLEDT[e(tT,EHp)] )

ePp(ar) T ¥p (@)

Z e®p (ar) Top(e)
ey,

E(tT7 ng7 ¢P7 QpP) = - IOg (3)

The complete training algorithm is provided in
Algorithm 1 (Appendix D).
4.1.3 Inference

During inference, given a test instance ags =
(Xtest; Yeest) from the target language 7, we lever-
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age the trained retrievers to select in-context ex-
amples. Specifically, for each auxiliary high-
resource language H,, we use the correspond-
ing trained retriever }Alp = {ng, Jp} to identify
K relevant in-context example pairs. Following
the training setup, we construct a paired auxil-
iary bank &, = D;_Ltp x Dj,, and the top-K pairs
{e1,...,ex} are selected based on the similarity
Score: arg maxe, cg,, (bp(atest)Twp(ek). This pro-
cedure is repeated for all P auxiliary high-resource
languages, yielding a total of C = P x K in-context
example pairs. These selected pairs are then used
to condition the reward model when evaluating the
quality of the test instance. The template used for
concatenating the selected in-context examples is
detailed in Appendix E.

5 Experiments

In this study, we assess the generalization capa-
bilities of two recent open-source classifier-based
reward models from RewardBench (Lambert et al.,
2024), built on the LLAMA-3.1-8B (Liu et al.,
2024)° and LLAMA-3.2-3B (Yang et al., 2024)*
architectures. We selected these models for their
strong performance on high-resource Indic lan-
guages such as Hindi. Our experiments focus on
the following Indic languages (Singh et al., 2024):

* Low/Mid-Resource Languages: Bodo, Santali,
Manipuri, and Odia.

* Auxiliary High-Resource Languages: Bengali,
Hindi, Marathi, Gujarati, Kannada, Malayalam,
Tamil, Telugu, and Urdu.

Datasets. A key challenge in evaluating reward
models for low-resource Indic languages is the
scarcity of high-quality preference datasets. To ad-
dress this, we created multilingual versions of three
widely used English-based preference datasets:
PKU-SafeRLHF (Ji et al., 2024), HH-RLHF (Bai
et al., 2022), and WebGPT (Nakano et al., 2021).
Each dataset was translated into all the listed In-
dic languages and manually curated to ensure both
linguistic accuracy and contextual relevance. De-
tailed information on the dataset curation process
is provided in Appendix B.1.

Baselines. For a comprehensive evaluation, we
compare RELIC with both fine-tuning-free retriev-
ers such as Random, BM25 (Robertson et al.,

?Skywork/Skywork-Reward-Llama-3.1-8B-v0.2
*Ray2333/GRM-Llama3.2-3B-rewardmodel-ft

2009), Top-K, and fine-tuned retrievers such as
EPR (Rubin et al., 2021). We refer the reader to
Appendix B.2 for a detailed description of the base-
lines.

Implementation Details. In our proposed ap-
proach, RELIC, the retriever embeddings are ini-
tialized using a pre-trained multilingual BERT en-
coder’. We use an Adam optimizer with a batch
size of 64, a learning rate of 1le — 4, and fine-tune
the retriever for 120 epochs. All experiments are
run using the configurations listed in Appendix A.
For all baselines, we fix the number of in-context
examples as C = 8 during inference, and we trun-
cate it based on the maximum context size of the
reward model. Further, we also sort the in-context
examples in ascending order of their similarity to
the input query.

Evaluation Criteria. To systematically evaluate
the quality of the in-context examples retrieved by
RELIC, we measure pairwise accuracy on a held-
out test set. Specifically, given a test query and
pair of responses in target language (x,y ",y ") €
DLt a reward evaluation is considered correct if
the model assigns a higher score to the preferred
response (y ™) than to a less-preferred response
(y~). As outlined in Section 4.1.3, for both the
pairs at = (x,y") and a- = (x,y ), we in-
dependently select C in-context examples using
RELIC. Let the set of retrieved examples for the
preferred pair be {e;r iC:1 and for the less-preferred
pair be {e; }¢_, respectively. These examples are
concatenated with the original query to form the
augmented prompt: X, = lef,ef, - .el,x]
and X, = [€7, €5, - , e, x]. The overall accu-
racy is then defined as:

+) > WRM(xa_ug,y_)}] ’

“)
where 7ry represents the reward model, and I is
the indicator function. A higher accuracy indicates
that the retrieved in-context examples help the re-
ward model better distinguish preferred responses
in low-resource target languages.

+
(eiy oy ) DS [H {WRM(xaugy y

5.1 Main Results

We present our evaluation results on PKU-
SafeRLHF, HH-RLHF, and WebGPT in Tables 1,
2, and 3, respectively. Our observations are:

3g00gle-bert/bert-base-multilingual-cased
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Finetuning- M Bodo | Santali | Manipuri | Odia
Based ethods
LM-3.1-8B  LM-3.2-3B | LM-3.1-8B LM-3.2-3B | LM-3.1-8B LM-3.2-3B | LM-3.1-8B LM-3.2-3B

X Zero-shot 54.32 53.18 43.76 51.90 47.88 53.65 62.53 52.27
X Random 55.41 52.67 45.88 50.66 45.39 54.03 56.45 53.77
X BM25 48.22 56.09 43.94 56.82 48.33 55.47 66.94 63.38
X Top-K 57.53 5891 45.84 55.48 50.91 51.32 68.34 60.72
v EPR 58.74 60.57 46.66 59.11 54.18 55.64 71.67 62.01
v RELIC (Ours) 64.29 62.73 67.92 65.48 62.84 59.91 77.67 69.93

Absolute Gain (A) 5.55 2.16 21.26 6.37 8.66 4.27 6.00 6.55

Table 1: Evaluation on PKU-SafeRLHF (Ji et al., 2024). We report accuracy results for queries and responses translated
into Bodo, Manipuri, Santali, and Odia, using two reward models based on LLAMA-3.1-8B (LM-3.1-8B) (Liu et al., 2024) and
LLAMA-3.2-3B (LM-3.2-3B) (Yang et al., 2024). Best results are marked in bold.

Finetuning- M Bodo | Santali | Manipuri | Odia
Based ethods
LM-3.1-8B LM-32-3B | LM-3.1-8B  LM-3.2-3B | LM-3.1-8B LM-3.2-3B | LM-3.1-8B  LM-3.2-3B

X Zero-shot 50.32 51.17 61.00 56.43 59.26 51.08 50.07 56.23
X Random 53.15 5223 58.31 53.41 56.81 51.65 49.29 52.66
X BM25 60.12 58.94 59.48 57.37 56.03 54.43 61.01 60.15
X Top-K 56.47 60.13 54.66 57.02 57.82 53.65 62.04 60.87
v EPR 54.82 60.50 59.00 59.11 55.48 57.18 57.83 61.00
v RELIC (Ours) 62.91 65.88 66.29 67.42 68.33 63.49 67.43 66.12

Absolute Gain (A) 2.79 5.38 491 831 8.85 631 5.39 5.25

Table 2: Evaluation on HH-RLHF (Bai et al., 2022). We report accuracy results for queries and responses translated into
Bodo, Manipuri, Santali, and Odia, using two reward models. Best results are marked in bold.

Finetuning- M Bodo | Santali | Manipuri | Odia
Based ethods
LM-3.1-8B  LM-3.2-3B | LM-3.1-8B  LM-3.2-3B | LM-3.1-8B LM-3.2-3B | LM-3.1-8B  LM-3.2-3B

X Zero-shot 51.73 54.61 45.88 53.27 48.93 46.51 53.21 54.81
X Random 50.86 50.34 46.77 50.67 47.83 51.62 51.97 49.73
X BM25 51.92 51.56 48.89 50.46 5391 53.74 54.95 57.68
X Top-K 54.98 54.42 53.92 4891 4591 49.81 54.11 53.93
v EPR 50.62 57.29 48.53 50.78 55.45 50.39 55.42 57.81
v RELIC (Ours) 57.89 67.42 60.34 61.65 62.49 59.74 65.93 65.32

Absolute Gain (A) 291 10.13 6.42 8.38 6.58 5.99 10.98 7.64

Table 3: Evaluation on WebGPT (Nakano et al., 2021). We report accuracy results for queries and responses translated into
Bodo, Manipuri, Santali, and Odia, using two reward models. Best results are marked in bold.

1. Across most languages and datasets, the zero- mum improvement achieved by EPR is only

shot accuracy of reward models is close to ran-
dom, typically around 50%. For certain lan-
guages, such as Santali and Manipuri, the re-
ward model accuracy even drops below 50%,
underscoring the severity of the challenge.

. Incorporating in-context examples using frozen
pre-trained retrievers—whether through random
sampling or Top-K selection—often fails to im-
prove accuracy and can even lead to perfor-
mance degradation. For instance, on the HH-
RLHF dataset, Top-K retrieval for Santali re-
duces accuracy from 61.00% to 54.66%. While
fine-tuning the retriever with EPR (Rubin et al.,
2021) yields some accuracy gains over non-
finetuned methods, these improvements are min-
imal. On PKU-SafeRLHF (Ji et al., 2024) with
the LLAMA-3.1-8B reward model, the maxi-
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3.27%. These results suggest that simply fine-
tuning the retriever for relevance is insufficient
to substantially enhance reward model perfor-
mance.

. Retrieving in-context examples using RELIC

provides consistent gains in accuracy over other
example selection approaches. For instance, on
WebGPT, RELIC improves accuracy by 10.13%
for Bodo and 10.98% for Odia compared to
EPR (Rubin et al., 2021). Further, for Santali on
PKU-SafeRLHF, RELIC achieves a substantial
21.26% improvement over EPR. These results
underscore the effectiveness of pairwise rank-
ing loss in training the retriever, enabling it to
provide more discriminative context and signifi-
cantly enhance reward model generalization to
low-resource languages.



Pair-wise Auxiliary

Loss High-resource Data Bodo Santali Manipuri Odia  Avg.
X X 58.74  46.66 5418  71.67 57.82
v X 61.45 60.73 5982  75.13 64.28
X 4 6236  58.36 60.99  74.84 64.12
v v 6429  67.92 6248  77.67 68.09

Table 4: We conduct ablation studies to assess the impact of
using pairwise loss during retriever fine-tuning and the benefit
of incorporating an auxiliary example bank. The dataset is
PKU-SafeRLHF, and the reward model is based on LLAMA-
3.1-8B.

6 Discussion

Understanding the importance of RELIC ’s com-
ponents. As evident from Section 5.1, retrieving
few-shot examples with RELIC leads to substantial
improvements in accuracy. In this section, we fur-
ther investigate the source of these gains through
ablation studies on the key components of RELIC,
conducted on the PKU-SafeRLHF dataset using
the LLAMA-3.1-8B reward model.

1. Impact of Pair-wise Ranking Loss. To eval-
uate the contribution of the pair-wise ranking
loss, we fine-tune two retrievers for comparison:
one optimized only for relevance (Rubin et al.,
2021), and another trained with the pair-wise
loss. Both models use the same auxiliary dataset
configuration to ensure a fair comparison. As
shown in Table 4, when auxiliary high-resource
data is unavailable, the retriever fine-tuned with
pairwise loss improves reward model accuracy
by 6.46% over the relevance-based baseline.
When auxiliary data is available, the pairwise
loss yields a 3.97% improvement. These results
underscore the value of pairwise ranking loss
in enabling the retriever to select more effective
and discriminative in-context examples.

2. Importance of auxiliary high-resource exam-
ple bank. To examine the effect of auxiliary
high-resource example banks, we train retrievers
both with and without access to these example
banks, using both relevance-based and pairwise
loss for fine-tuning. From Table 4 we observe
that, regardless of the fine-tuning loss, access to
auxiliary high-resource examples consistently
improves performance.

Why does RELIC improve reward model per-
formance? Previously, we highlighted how each
component of RELIC contributes to improved per-
formance. To better understand why few-shot sam-
ples from RELIC enhance reward model accuracy
on low-resource languages, we analyze the final

Zero-Shot RELIC (Ours)

1 0 1 -1 0 1 2
Reward Reward

(a) (b)

() (d)

Safe Unsafe

Figure 2: Top row: Histogram of zero-shot reward scores for
safe and unsafe responses in Santali shows substantial over-
lap, while incorporating in-context learning (ICL) examples
from RELIC leads to more distinct and separable distributions.
Bottom row: UMAP visualization of the final hidden layer
representations of the reward model for safe and unsafe re-
sponses in Santali, both with and without in-context examples
selected by RELIC.

hidden layer representations of the reward model.
In Figure 2, we compare how the reward model rep-
resents safe and unsafe responses in Santali, both
with and without in-context examples selected by
RELIC, using queries from HH-RLHF. Our obser-
vations are as follows: (1) For zero-shot prompt-
ing (Figure 2(c)), the representations of safe and
unsafe responses are highly entangled, which ex-
plains the poor zero-shot performance. (2) When
in-context examples from RELIC are incorporated,
the representations of safe and unsafe responses
become much more distinct (Figure 2(d)), result-
ing in higher accuracy. We extend this analysis to
additional languages in Figure 5 (Appendix).

7 Conclusion

In this paper, we analyze the generalization capa-
bilities of open-source multilingual reward mod-
els on low-resource Indic languages. Our results
show that, despite strong performance on high-
resource languages, these models often fail to pro-
vide reliable reward signals in low-resource con-
texts. To address this, we introduce RELIC, a few-
shot learning approach that fine-tunes a retriever
with a pairwise ranking loss to select in-context
examples that are both relevant and discriminative.
We further enhance performance by leveraging aux-
iliary example banks from related high-resource
languages. Extensive experiments across multiple
preference datasets, languages, and state-of-the-art
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open-source reward models demonstrate that in-
context examples selected by RELIC consistently
yield more reliable reward signals in low-resource
settings—without the need for costly fine-tuning.

8 Limitations and Future work

While RELIC demonstrates promising results in
enhancing reward model generalization, it has the
following limitations:

* Our evaluation of RELIC is limited to a subset
of low-resource Indic languages. Although
the method itself is language-agnostic, its
effectiveness on other language families re-
mains to be validated.

* This study primarily focuses on reward model
accuracy as the evaluation metric. The im-
pact of incorporating in-context examples on
multilingual alignment strategies is a potential
direction for future research.

* Our analysis focuses on classifier-based re-
ward models trained with the Bradley-Terry
framework (Bradley and Terry, 1952a; Chris-
tiano et al., 2017; Ouyang et al., 2022). Ex-
ploring how RELIC could be extended to im-
plicit or generative reward models is an inter-
esting avenue for future work.
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A Software and Hardware

We run all experiments with Python 3.12.8 and
PyTorch 2.6.0. For all experimentation, we use one
Nvidia RTX A6000 GPU.

B Experimental Details

B.1 Dataset Curation

Obtaining high-quality preference test sets in
low-resource Indic languages is challenging.
To address this, we curated our test set by
translating three widely used English-based
preference datasets—PKU-SafeRLHF (Ji et al.,
2024) (PKU-Alignment/PKU-SafeRLHF), HH-
RLHF (Bai et al., 2022) (Dahoas/full-hh-rlhf),
and WebGPT (Nakano et al., 2021)
(openai/webgpt_comparisons)—into all
Indic languages considered in Section 5.
Translations were generated using the
ai4bharat/indictrans2-indic-en-1B model
and manually reviewed to ensure linguistic
accuracy.

For all languages and preference datasets, we
set the size of the target low-resource language
example bank D7 to 1,000 and the test set D'
to 700. For all auxiliary high-resource languages
Dy, the example bank size is set to 5,000.

B.2 Baseline Details

For a comprehensive evaluation, we compare
RELIC against the following baselines:

* Random: In-context examples are randomly
sampled from the training set without replace-
ment.

« BM25: A classical sparse retrieval method,
BM25 (Robertson et al., 2009), is used to rank
and select the highest-scoring examples as in-
context samples.

* Top-K: This baseline employs a dense retriever
initialized with pre-trained multilingual BERT
embeddings, without any fine-tuning. The top-
ranked examples are chosen as in-context sam-
ples.

« EPR (Rubin et al., 2021): The multilingual
BERT retriever is fine-tuned using a relevance
loss; at inference, the highest-ranked examples
are used as in-context samples.

C Extended Discussion

Ablation study on candidate set size /. When
training the retriever with pairwise ranking loss,

2 4 6 8 10 12 14 16 18
Training Time (hours)

Figure 3: We visualize the effect of varying the can-
didate set size F' on both accuracy and training time.
The reward model used is LLAMA-3.1-8B, with accu-
racy averaged over Bodo, Santali, Manipuri, and Odia
queries from the PKU-SafeRLHF dataset.

we construct both the positive and negative candi-
date sets with size F'. In Figure 3, we visualize
the effect of varying the candidate set size F' €
{5,10,25,50} on overall performance and train-
ing time. The reward model used is LLAMA-3.1-
8B, and accuracy is averaged over Bodo, Santali,
Manipuri, and Odia queries from PKU-SafeRLHF.

We observe that while a smaller candidate set
(F' = 5) results in the lowest training time, it comes
at the cost of reduced accuracy. Conversely, a larger
candidate set (F' = 50) yields the highest accuracy
but introduces significant computational overhead.
Based on this trade-off, we select F' = 25 for all
our experiments.

Effect of the number of in-context examples C.
In Figure 4, we present an ablation study on the
number of in-context examples, C. We evaluate
performance for C = {1, 2,4, 8} on the HH-RLHF
dataset across all low-resource languages. Due to
computational constraints and the limited context
window of the reward model, we cap the maxi-
mum number of in-context examples at 8. Our
results show a monotonic increase in reward model
accuracy as the number of in-context examples in-
creases, with C = 8 achieving the best performance
in this setting.

D Algorithms

We present the training procedure for RELIC in Al-
gorithm 1, and the method for selecting closely re-
lated high-resource example banks in Algorithm 2.
Additionally, consistent with Ghosal et al. (2025),
we set the threshold parameter v in Algorithm 2
to the 95th percentile of cosine similarity values
between target low-resource language embeddings
and those of high-resource languages.
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Figure 4: We visualize the effect of the number of in-
context examples on reward model accuracy.
E Prompt Template

We describe the prompt template used for evaluat-
ing the reward model in Table 5.
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Scenario Prompt Structure

Zero-shot System: You are an accurate reward model. Your goal is to evaluate a (Query,

Response) pair and output a numerical reward score that reflects how well the
response answers the query. A higher score means the response is of higher quality,
safer, and relevant. A lower score means the response is incorrect, irrelevant,
unsafe, or otherwise poor.

User: (Query)
Assistant: (Response)

RELIC System: The following are (Query, Response) examples in

Each is labeled as [positive response] or [negative response]. Positive and Negative
examples appear in any order. The final example in language is
for evaluation.
Fori=1,...,C:

User: Query example ¢ in the

Assistant: Response example ¢, labeled [Posmve response] or [Negative
response].
User: Query in the
Assistant: Response in the

Table 5: Prompt templates used for evaluating reward-models.

Algorithm 1 RELIC: Training the retriever

R A

1: Input: Low-resource language example bank D7; Auxiliary example banks D*"*
2: D+ ()

3:
4

for each dataset D), € {Dy,, -+ , Dy, } do

¢p, Yp < MBERT > Initialize the retriever embedding with pre-trained Multi-lingual BERT
encoder

(gbp, wp) < argming ., Lpair(D7, D )

Ry = {&p, Uy}

D DU R > The set of all language-specific trained retrievers
end for
return ¢

Algorithm 2 High-resource Indic language example bank selection

1:

Input: High-resource Indic language example banks DMeh = {Dyy - - , Dy, }; low-resource target

language examples Dy = {(x;,y;, ll)}i:1 ; pre-trained multi-lingual BERT encoder p; Threshold ~.
I~

eT < NiTZi:TI p((xi,yi))

sim < ()

4: for each Dy, € Dhigh do

1 N,
S €h thj:ﬁ p((Xjn, Yin))
T
e, e
6: simy, < hIT
_ lenlleT]
sim <— sim U simy,
8: end for

9: DWX < D), € Dhigh | sim;, > percentile(sim, )}

10:

return D%
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Figure 5: UMAP visualizations of the final hidden layer representations for queries and responses from PKU-
SafeRLHF across different languages. The reward model is LLAMA-3.1-8B.
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