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Abstract

Large Language Models (LLMs) are increas-
ingly aligned with human preferences through
Reinforcement Learning from Human Feed-
back (RLHF). Among RLHF methods, Group
Relative Policy Optimization (GRPO) has
gained attention for its simplicity and strong
performance, notably eliminating the need for
a learned value function. However, GRPO
implicitly assumes a balanced domain dis-
tribution and uniform semantic alignment
across groups—assumptions that rarely hold
in real-world datasets. When applied to multi-
domain, imbalanced data, GRPO dispropor-
tionately optimizes for dominant domains, ne-
glecting underrepresented ones and resulting
in poor generalization and fairness. We pro-
pose Domain-Informed Self-Consistency Pol-
icy Optimization (DISCO), a principled ex-
tension to GRPO that addresses inter-group
imbalance with two key innovations. Domain-
aware reward scaling counteracts frequency
bias by reweighting optimization based on do-
main prevalence. Difficulty-aware reward scal-
ing leverages prompt-level self-consistency to
identify and prioritize uncertain prompts that
offer greater learning value. Together, these
strategies promote more equitable and effec-
tive policy learning across domains. Exten-
sive experiments across multiple LLMs and
skewed training distributions show that DISCO
improves generalization, outperforms exist-
ing GRPO variants by 5% on Qwen3 models,
and sets new state-of-the-art results on multi-
domain alignment benchmarks. Our code and
data are available at https://github.com/
Tonyzhou98/disco_grpo

1 Introduction

Aligning large language models (LLMs) with hu-
man preferences is a central challenge in modern

*Equal contribution.

zhuokai@uchicago.edu

Al systems (OpenAl, 2023; Touvron et al., 2023;
Yang et al., 2024). Reinforcement Learning from
Human Feedback (RLHF) has become the domi-
nant approach for fine-tuning LL.Ms toward desir-
able behavior, enabling alignment with nuanced
human intent (Ouyang et al., 2022; Shao et al.,
2024; Zheng et al., 2023; Rafailov et al., 2023;
Zhou et al., 2023; Wang et al., 2024, 2025). Within
this framework, Group Relative Policy Optimiza-
tion (GRPO) (Shao et al., 2024) offers a promis-
ing alternative to value-based methods, simplifying
training while achieving strong performance.

Despite its advantages, GRPO faces a significant
challenge when applied to multi-domain datasets, a
common scenario in real-world applications span-
ning math, question answering, and commonsense
reasoning. While GRPO effectively removes the
need for a value network and mitigates within-
group variance, it implicitly assumes that prompt
groups are sampled uniformly and that reward sig-
nals are semantically aligned across domains. How-
ever, this assumption often fails in practice. Real-
world datasets are typically imbalanced, with a
few dominant domains and many underrepresented
ones (Zhou et al., 2024). Optimization gradients
become skewed toward high-frequency domains,
starving rare domains of learning signal. This re-
sults in models that generalize poorly to critical
low-resource domains and amplify existing data bi-
ases. Data augmentation offers one workaround but
introduces substantial overhead in generating high-
quality synthetic prompts (Tepper et al., 2020).

To address the inter-group imbalance in GRPO,
we propose Domain-Informed Self-Consistency
Policy Optimization (DISCO), an enhanced frame-
work designed to promote equitable learning across
imbalanced multi-domain datasets. DISCO intro-
duces two complementary strategies to improve
generalization under distributional skew: domain-
aware and difficulty-aware reward scaling.

Domain-aware scaling reweights prompt groups
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Figure 1: Overview of the proposed DISCO scaling framework. The framework is composed of two strategies
to enhance GRPO’s robustness: (1) domain-aware scaling, which reweights prompt groups based on domain
frequency, and (2) difficulty-aware scaling, which encourages the model to focus more on uncertain samples based
on self-consistency scores. w%°™ and w®' denote the domain and difficulty weight. G=Group size, A=Advantage.

inversely by their frequency, reducing over-
optimization on dominant domains while ampli-
fying learning signals from underrepresented ones.
Difficulty-aware scaling leverages prompt-level
self-consistency, an intrinsic signal in GRPO, to
identify and upweight prompts where the policy
exhibits high uncertainty or inconsistent responses.
Since not all prompts are equally challenging, treat-
ing them uniformly can lead the policy to overfit on
easy examples while neglecting harder, more infor-
mative ones. By prioritizing uncertain prompts, this
strategy guides the model to focus its learning on
cases that offer a greater signal for improvement.

By integrating these two forms of adaptive scal-
ing, DISCO enables all domains, regardless of
their prevalence, to meaningfully contribute to pol-
icy optimization. As a result, it effectively miti-
gates GRPO’s inter-group imbalance and achieves
state-of-the-art performance across diverse LLM
architectures and training distributions.

Our contributions are summarized as follows:

¢ Systematic Analysis of GRPO under data
imbalance: We perform the first systematic
analysis on GRPO’s inherent vulnerability to
dataset imbalance, empirically demonstrating its
resulting performance degradation on underrep-
resented domains.

 Strategic Framework: Our novel DISCO
framework introduces a powerful integration of
domain-aware and difficulty-aware reward scal-
ing strategies, effectively addressing the inter-
group imbalance that limits standard GRPO.

* SoTA Performance: Our comprehensive empiri-
cal evaluations confirm that DISCO improves
existing GRPO algorithms by 5% on Qwen3
models across diverse benchmarks and sets new
standards for generalization performance.

2 Background and Motivation

This section first provides the necessary back-
ground on the GRPO algorithm. We then present
an empirical study to concretely demonstrate how
its optimization behavior is affected by domain im-
balance in training data, thereby establishing the
specific motivation for the enhancements proposed
in subsequent sections.

2.1 Group Relative Policy Optimization

While standard RLHF relies on learned value net-
works, GRPO (Shao et al., 2024) computes relative
advantages directly within each prompt group, sim-
plifying training. Specifically, for a given prompt
q, G candidate outputs {0;}$ , are sampled from
the old policy model 7y ,. A reward r; is assigned
to each o;, and the group-normalized advantage A;
is calculated by normalizing the rewards across the
group, which is:

A="0 (1)

Or

where 7 = é Z?:l r;j is the group mean reward,
and o, is the standard deviation of the rewards
within the group. The overall GRPO objective is
given by:

_ m9(0i | q)
o)< 5[ (2 0
clip (% 1—e 14 e) Ai> — B Dk [ |Tred]
old T
@

where 7y and 7y, denote the new and old policies
respectively, A; is the group-normalized advantage,
‘clip’ denotes the clip function, and Dy is a KL
regularization term encouraging the updated policy
to remain close to a reference policy.

In this work, we focus on a rule-based GRPO
setup, similar to DeepSeek’s R1 model train-
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IMDB GSM8K Math NQ ARC | Avg.
Balanced 89.60 5794 2382 1490 4744 | 46.74
Math heavy 87.80 5898 2438 1396 4599 | 46.22
IMDB heavy  90.90 56.88  23.54 13.85 45.90 | 46.21
NQ heavy 89.40 56.22 2336 16.57 46.58 | 46.43
ARC heavy 88.80 5529 2246 14.16 48.29 | 45.80

Table 1: Performance (Exact Match (EM) Accuracy %)
of Qwen2.5-0.5B trained with GRPO (G = 4) under
various domain-heavy training distributions.

ing (Guo et al., 2025), with deterministic rewards:
1 for an exact match (EM) with the ground-truth
answer, 0 otherwise. This controlled setup allows
us to isolate optimization and data distribution ef-
fects on learning dynamics, avoiding the variability
introduced by learned reward models.

2.2 Empirical Demonstration of Domain
Imbalance Impact

While GRPO normalizes advantages locally within
prompt groups, its global optimization trajectory
can be unduly influenced by the frequency of do-
mains in the training data, a vulnerability already
highlighted in Section 1. To empirically demon-
strate this limitation, we performed an experiment
training Qwen2.5-0.5B (Yang et al., 2024) with
GRPO using datasets featuring distinct domain
compositions and present the performance in Table
1. Specifically, we trained multiple models, each on
4,000 examples. For each model, the training data
composition was intentionally skewed by heavily
weighting one domain (e.g., 3,000 math prompts
for a ‘Math-heavy’ model) while underrepresenting
the others. Table 2 and Appendix A provide details
on data and implementation.

As shown in Table 1, domain-heavy training bi-
ases GRPO performance: models excel in the over-
represented domain but underperform on others
compared to a balanced setup. For example, the
Math-heavy model performs best on math tasks
(24.38% Math, 58.98% GSMS8K), but its average
score across all domains is lower than the balanced
model’s, primarily due to sub-optimal performance
on other domains such as IMDB and ARC. This
trade-off is consistent across other skewed settings,
where specialization gains are accompanied by per-
formance drops in underrepresented domains.

These results confirm that GRPO lacks a mecha-
nism for inter-group calibration, and its optimiza-
tion may become biased toward more frequently
sampled domains, leading to suboptimal perfor-
mance on rare but important tasks. This observa-

Task Domain

Text Classification (TC)

Dataset

IMDB (Maas et al., 2011)
GSMSK (Cobbe et al., 2021) Mathematical Reasoning
MATH (Hendrycks et al., 2021) Mathematical Reasoning
Natural Questions (NQ) (Lee et al., 2019) Open-domain QA

ARC (Clark et al., 2018) Multi-step Reasoning QA

(a) Test datasets and their corresponding domains. ARC
denotes both the ARC-Easy and -Challenge subsets. All
evaluations are conducted using exact match (EM).

Setup Math NQ ARC IMDB
Balanced 25% 25% 25% 25%
Math-heavy 75% 8.3% 8.3% 8.4%
NQ-heavy 8.3% 75% 8.3% 8.4%
ARC-heavy 8.3% 8.3% 75% 8.4%
IMDB-heavy 8.3% 8.3% 8.4% 75%

(b) Training Distribution by Domain (Proportions)

Table 2: Overview of evaluation and training datasets.
“Heavy” settings allocate 75% of training prompts to
a single domain, with the remaining 25% distributed
equally among the others. For the math domain, we
sample from the MetaMath dataset (Yu et al., 2023) for
training, while for all other domains, we use the training
portion of each corresponding evaluation benchmark.

tion motivates our investigation into domain-aware
and difficulty-aware reward scaling methods to im-
prove robustness in imbalanced settings.

3 Domain- and Difficulty-Aware Scaling

Building on the observation that GRPO lacks mech-
anisms for addressing domain-level imbalance, our
DISCO, as depicted in Figure 1, proposes two mod-
ifications in multi-domain settings: domain-aware
and difficulty-aware reward scaling.

First, we introduce domain-aware scaling, which
reweights prompt groups based on domain fre-
quency. This strengthens the learning signal for
underrepresented ones.

Secondly, our difficulty-aware scaling enhances
learning efficiency by focusing on challenging
examples. It uses prompt-level self-consistency,
the average reward from G candidate outputs per
prompt, as a signal of policy uncertainty within
GRPO. A lower self-consistency indicates higher
uncertainty and thus greater difficulty. Group re-
wards are then scaled by a weight inversely propor-
tional to this self-consistency score, thereby priori-
tizing more ambiguous prompts.

Together, these two mechanisms allow GRPO to
adaptively rescale group-level advantages based on
both domain rarity and prompt difficulty, offering a
more globally informed optimization process while
preserving its core group-relative framework.
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3.1 Domain-Aware Scaling

Vanilla GRPO’s group-level normalization oper-
ates independently of a prompt group’s originating
domain frequency. In imbalanced datasets (Section
2.2), this means high-frequency domains dispro-
portionately influence the aggregated optimization
gradient, potentially marginalizing low-frequency
domains. To mitigate this issue, we introduce a
domain-aware reward scaling strategy. For each
prompt group ¢ from domain d, we apply a domain
weight w%™(q) to rescale its rewards:

scaled _

ryeted = v w®M(g), (3)
and compute the group-level advantage as:

scaled —scaled
Ai :T;cae _r50467 4)

where 7scaled — é 2?:1 rj-cale‘i is the group mean.

Note that we do not apply standard deviation nor-
malization, as in the original GRPO (Equation 1),
in order to preserve the absolute scaling effect of
the domain weights. This design allows domain fre-
quency to directly modulate the magnitude of the
advantage signal, enabling rarer domains to exert a

stronger influence during policy updates.

Domain Weight Variants. We explore three def-
initions of the domain weight based on domain
frequency. Let py denote the proportion of prompt
groups from domain d: pg = %, where Ny is
the number of prompts from domain d.

We consider the following three scaling variants:

1
vl (log): w®™ = log (1 + ) (5)
Pd

1\12
wdom = [log (1 + )]
Pd

(6)

v3 (inverse): w = — (7)

v2 (log-squared):

These variants are chosen to represent a spec-
trum of upweighting strengths. v1 (log) is hy-
pothesized to provide a tempered yet significant
boost to underrepresented domains; the logarithmic
function naturally moderates the impact of extreme
pq values, potentially enhancing training stability.
v2 (log-squared) represents a more assertive non-
linear scaling. v3 (inverse) offers the most direct
and aggressive form of upweighting, making do-
main weights sharply inversely proportional to their
frequency. This systematic variation from a more

conservative (v1) to a highly aggressive (v3) ap-
proach allows us to study how different levels and
types of domain correction affect training dynamics
and model performance. A comparative analysis
of these variants is presented in Section 5.1.
While domain-aware scaling helps rebalance
across domains, it does not address intra-domain
variation in prompt difficulty. Even within a sin-
gle domain, some prompts are trivial while others
are ambiguous. To account for this finer-grained
challenge, we introduce difficulty-aware scaling.

3.2 Difficulty-Aware Scaling

While domain-aware weighting corrects for domain
imbalance, it does not consider variation in prompt-
level difficulty. As shown in empirical results (Sec-
tion 2.2), domains like IMDB achieve consistently
high accuracy, whereas others such as Math yield
lower accuracy, indicating that prompt complexity
varies widely even under balanced training.

The GRPO algorithm provides a natural mech-
anism for estimating prompt-level difficulty. For
each prompt ¢, GRPO samples a group of G can-
didate completions {o;}& , each associated with
a binary reward r; € {0, 1}. Previous work has
shown that self-consistency, the agreement across
model outputs, can serve as a proxy for uncer-
tainty (Wang et al., 2022; Li et al., 2023). Prompt
groups with mixed outcomes reflect uncertainty
and may benefit from greater optimization focus.

To capture this, we define the self-consistency
(SC) score for prompt ¢ as: SC(q) = & Zlel Ti,
and define the difficulty weight as:

diff 1

(q) = SCl) £ e ®)
where €' is a small constant to ensure numerical
stability.

Note that when all generations in a group are
incorrect (i.e., SC(q) = 0), wf becomes large.
However, this does not lead to instability, as all
advantages will be zero based on Equation 4, and
thus no policy update occurs. This mechanism
encourages the model to focus more on prompts it
finds uncertain, while ignoring uniformly poor or
trivially easy cases.

Combining both components, we compute the
final scaled reward of DISCO as:

rscaled — py - dom (q) - wdiff( q), ©)

w

where w9 (¢) and w%f(q) are the domain- and

difficulty-based weights for prompt group g, respec-
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tively. The final advantage is then computed using
Equation 4. This formulation retains the structure
of GRPO while enhancing it with principled scaling
to reflect domain imbalance and prompt difficulty.

4 Experiment Setup

We now evaluate the effectiveness of our DISCO.
Our experiments aim to assess whether these meth-
ods improve alignment performance on underrep-
resented or difficult domains, and whether the im-
provements are consistent across different models.

Dataset Setup. We evaluate across four task do-
mains: IMDB (text classification), GSM8K and
MATH (math problem solving), NATURAL QUES-
TIONS (open-domain QA), and ARC (reasoning
QA). Our training dataset consists of 4,000 exam-
ples, as detailed in Table 2.

Baseline Methods. We compare our method
against the following baselines: (1) Base Model,
the pretrained model without any fine-tuning; (2)
Naive GRPO, which applies the original group-
relative optimization without any reward reweight-
ing; and (3) Dr. GRPO (Liu et al., 2025), which
removes the length and standard deviation normal-
ization. While other GRPO variants address issues
like length bias or training instability (Yu et al.;
Zhang et al., 2025b,a), they are not included as
baselines as our work targets GRPO’s vulnerability
to domain imbalance. In addition, we conduct abla-
tion studies to isolate the contributions of domain-
aware and difficulty-aware components.

Proposed Methods. We evaluate three vari-
ants of DISCO, each utilizing one of the
domain-aware weighting strategies in Section 3.1.
DISCO-Log uses log-scaled domain weights (v1),
DISCO-LogSq uses squared-log weights (v2),
and DISCO-Inv uses inverse-frequency weights
(v3). All variants incorporate the same difficulty-
aware component based on self-consistency. This
setup allows us to assess how different strengths
of domain correction interact with difficulty-aware
scaling in multi-domain alignment.

Model Setup. We evaluate our method across
a diverse set of language models. These in-
clude Qwen2.5-0.5B, Qwen2.5-1.5B, Qwen2-
0.5B, Qwen3-0.6B, Qwen2.5-7B, and Qwenl.5-
MOoE-A2.7B (14B total parameters, 2.7B activated)
(Yang et al., 2024), as well as LLaMA3.2-1B
(Grattafiori et al., 2024), Olmo2-1B (OLMo et al.,

2024), and Gemma2-2B-it (Team, 2024). This
selection spans both dense and mixture-of-experts
(MoE) architectures and covers a range of model
capacities from 0.5B to 14B parameters. For the
GRPO group size, we use G = 2,4, 8, 16 depend-
ing on the experiment. Additional implementation
details are provided in Appendix A.

5 Results

We begin our analysis by identifying the most effec-
tive variant of our proposed scaling strategy. After
selecting a default method, we evaluate its impact
through comparisons with baseline methods and
targeted ablation studies.

5.1 Identifying the Optimal Scaling Strategy

To determine the most effective variant of DISCO,
we compare three domain weighting strategies:
DISCO-Log (vl), DISCO-LogSq (v2), and
DISCO-Inv (v3), across several models trained un-
der domain-heavy conditions (group size G = 4).
Table 3 summarizes these results. Each column
shows the average accuracy across five evaluation
datasets achieved when training under the specified
domain-heavy condition. The final column (‘Avg.’)
averages these scores across the four conditions.

DISCO-Log achieves the highest average ac-
curacy (‘Avg. column) across all tested models,
striking the best balance between performance im-
provement and stability. While the more aggressive
DISCO-Inv or DISCO-LogSq occasionally out-
performs in specific settings (e.g., IMDB-heavy for
LLaMA3.2-1B using v3), this often comes at the
cost of reduced performance elsewhere, lowering
their overall effectiveness. In contrast, DISCO-
Log delivers the top overall average score for all
three models in this comparison. When averaged
across all domain-model combinations shown in
Table 3, DISCO-Log surpasses DISCO-LogSq by
1.27% and DISCO-Inv by 0.97%.

DISCO-Log’s superior performance, given that
minority domains constitute only 8.3% of our data,
strongly aligns with logarithmic scaling’s theoreti-
cal benefits. Its inherent diminishing returns temper
responses to extreme domain characteristics, pre-
venting over-correction and fostering a stable learn-
ing signal. In contrast, the aggressive scaling of
DISCO-LogSq and DISCO-Inv, while occasion-
ally beneficial in specific scenarios, led to higher
performance variance and risked broader instabil-
ity due to this pronounced data imbalance, thus
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Model Math-heavy IMDB-heavy NQ-heavy ARC-heavy Avg. Model Math-heavy IMDB-heavy NQ-heavy ARC-heavy Avg.
Qwen2.5-0.5B QOwen2.5-0.5B
DISCO-Log 47.92 47.67 4791 4770 47.80 Base 42.80
DISCO-LogSq ~ 47.75 47.47 47.36 4596  47.14 Naive GRPO  46.22 46.21 46.43 4580  46.17
DISCO-Inv 47.72 47.81 47.59 46.22 47.33 Dr GRPO 46.90 46.22 47.84 47.62 47.14
Owen2.5-1.5B DISCO 47.92 47.67 47.91 4770  47.80
DISCO-Log 64.12 64.93 65.26 6535 6491 Owen2.5-1.58
DISCO-LogSq  65.33 65.21 64.06 64.56  64.79 Base 60.06
DISCO-Inv 65.26 64.47 64.67 64.92  64.83 Naive GRPO  64.81 64.91 65.15 6502 6497
LLaMA3.2-1B Dr GRPO 64.76 64.75 64.72 65.16  64.85
DISCO-Log 28.97 30.02 22.19 3056  27.94 DISCO 64.12 64.93 65.26 6535  64.91
DISCO-LogSq  27.49 25.51 2246 2422 2492 -
DISCO-Tnv 22.57 30.10 25.34 2427 2558 Qwen2-0.58
Base 43.18
Table 3: Average accuracy under each domain-heavy  Naive GRPO  44.05 43.76 43.97 4535 44.28
training setup for different reward scaling variants. Bold Dr GRPO 45.48 44.31 43.14 44.87 4445
q g - E . ; ) dg_ . DISCO 4398 44.83 450 4507 44.60
enotes the highest score for each condition. LLaMA3.2-1B
Base 22.31
explaining their lower average scores. Prioritizin Naive GRPO  27.61 2994 21.76 25862629
P g g . €  DrGrRPO 2224 29.72 2217 2074 2597
robust alignment across domains through consis-  DISCO 28.97 30.02 22.19 30.56  27.94
tent and strong average performance, we therefore Qwenl.5-MoE
. Base 45.57
adopt DISCO-Log for all subsequent experiments.  \.i« GRPO 6605 64.03 66.04 6546  65.40
Dr GRPO 62.46 64.85 64.50 65.58  64.35
. . . DISCO 66.37 65.59 65.19 66.00  65.79
5.2 Comparison with Baselines
Qwen3-0.6B
Our method outperforms baselines across dif-  Bae 25.59
. A Naive GRPO  41.99 34.83 34.72 3431 36.46
ferent models and training distributions. To Dr GRPO 42.08 3323 36.76 3291 3625
DISCO 45.07 35.64 44.44 3828  40.86

evaluate the effectiveness of DISCO, we compare
DISCO against two key baselines: Naive GRPO,
the original formulation without reward rescaling,
and Dr. GRPO (Liu et al., 2025). These compar-
isons utilize models trained (G = 4) under the vari-
ous domain-heavy distributions. We summarize the
comparison in Table 4, which shows the average
performance across all datasets under each setting.
Complete results for individual datasets and ad-
ditional base models, are shown in Appendix C,
Table 8 and Table 9.

Focusing on Table 4, we first note that all GRPO
variants evaluated consistently yield substantial
improvements over their respective base models,
confirming the effectiveness of GRPO-based align-
ment (Guo et al., 2025). Turning to the compari-
son between the GRPO variants, we observe from
the overall average performance (‘Avg.” column)
that DISCO achieves the highest overall aver-
age score on 5 out of the 6 models. The most
significant gains appear on the Qwen3-0.6B model,
where DISCO improves upon Naive GRPO by
4.40% and upon Dr. GRPO by 4.61%. Strong
gains are also seen on LLaMA3.2-1B (+1.65%
vs Naive, +1.97% vs Dr. GRPO) and Qwen2.5-
0.5B (+1.63% vs Naive, +0.65% vs Dr. GRPO).
Furthermore, DISCO delivers the best average on
the Qwenl.5-MoE (+0.39% vs Naive, +1.44%
vs Dr. GRPO). On Qwen2.5-1.5B, performance
is very close, with Naive GRPO slightly ahead in

Table 4: Average accuracy under each domain-heavy
training setup for different methods. Scores are aver-
aged over five task-specific datasets per domain. Bold
indicates the best-performing method.

the average (64.97 vs 64.91 for DISCO), though
DISCO outperforms both baselines under the NQ-
heavy and ARC-heavy conditions individually.

While Dr. GRPO occasionally surpasses Naive
GRPO, the consistent advantages of DISCO, most
notably the substantial gains on Qwen3-0.6B,
LLaMA3.2-1B, and Qwen2.5-0.5B, underscore
the effectiveness of incorporating explicit domain
and difficulty signals. Statistical testing further
confirms this improvement: compared to Naive
GRPO, DISCO achieved a t-statistic of 2.97 with
a one-tailed p-value of 0.0018, and compared to
Dr. GRPO, it yielded a ¢-statistic of 3.49 with a one-
tailed p-value of 0.0003 (Gould, 2010). Together,
these results highlight the robustness of our joint
scaling approach in enhancing GRPO alignment,
particularly in mitigating performance trade-offs
introduced by domain imbalance.

Performance Breakdown by Dataset. To illus-
trate how our method navigates domain trade-offs,
we break down Qwen3-0.6B performance by eval-
uation dataset under each domain-heavy setting
(Figure 2). This case study compares Naive GRPO,
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Figure 2: Qwen3-0.6B performance (EM Accuracy %)
breakdown by the dataset under four domain-heavy
training conditions (one condition per panel/subplot).
Bar groups show results on individual datasets.

Dr. GRPO, and DISCO on the individual datasets.

The results for Qwen3-0.6B reveal a clear pattern
where DISCO significantly boosts minority do-
main performance, sometimes involving a trade-off
with majority domain scores. On majority domains
(those comprising 75% of training data), DISCO
performance varies compared to Naive GRPO. For
instance, when trained NQ-heavy, DISCO im-
proves performance on the NQ dataset (12.30%
vs 11.47%). However, when trained Math-heavy, it
scores lower on both MATH (41.68% vs 43.40%)
and GSM8K (55.20% vs 58.91%). Similarly, un-
der ARC-heavy training, the ARC score is slightly
lower (48.29% vs 49.91%).

In contrast, DISCO demonstrates substantial
and consistent improvements on tail domains. The
most dramatic gains are seen in the NQ-heavy set-
ting: the IMDB score jumps to 82.60% (from
57.90% for Naive GRPO), GSM8K increases
to 42.72% (from 34.86%), and MATH rises to
35.70% (from 22.34%). Significant minority do-
main recovery is also evident in other settings, such
as the gains on GSMS8K (+2.28%) and MATH
(4+2.34%) under IMDB-heavy training.

These Qwen3-0.6B results show our joint scal-
ing strategy effectively counters dominant domain
overfitting, leading to significant recovery on mi-
nority domains, sometimes at the cost of peak
head-domain performance. This yields a more bal-
anced, generalized performance profile across di-
verse tasks, driven by the synergy between domain-
aware reweighting and difficulty-aware scaling.

Model Math-heavy IMDB-heavy NQ-heavy ARC-heavy Avg.
Qwen2.5 0.5B
Naive GRPO  46.22 46.21 46.43 45.80  46.17
Diff only 46.87 46.21 45.03 46.07  46.05
Domain only 45.94 46.33 45.28 46.10 4591
DISCO 47.92 47.67 47.91 47.70  47.80
Qwen2.5 1.5B
Naive GRPO  64.81 64.91 65.15 65.02  64.97
Diff only 64.45 64.40 64.67 6539 64.73
Domain only 65.39 64.73 64.65 65.18  64.99
DISCO 64.12 64.93 65.26 6535  64.92
LLaMA3.2 1B
Naive GRPO 27.61 29.94 21.76 2586  26.29
Diff only 28.67 29.87 22.46 30.52  27.88
Domain only 26.42 29.61 21.87 30.01 26.98
DISCO 28.97 30.02 22.19 30.56 27.94

Table 5: Ablation study comparing Naive GRPO with
variants using only difficulty-aware scaling (‘Diff only’),
only domain-aware log-scaling (‘Domain only’, vl
weights), and both (‘DISCO’). Best result among the
three variants in each numerical column is bolded.

5.3 Ablation Study of Scaling Components

Combining domain- and difficulty-aware scal-
ing delivers the strongest overall performance.
To understand the individual contributions of our
proposed scaling strategies, we conduct an abla-
tion study selectively applying either the domain-
aware weight (‘Domain only’) or the difficulty-
aware weight (‘Diff only’), comparing against the
full version (‘DISCO’) and the Naive GRPO base-
line. Results are reported in Table 5.

We observe varied effects from the individ-
ual components across models. For instance,
on Qwen2.5-0.5B, neither difficulty-aware scaling
alone (46.05%) nor domain-aware scaling alone
(45.91%) improved upon Naive GRPO (46.17%)
on average. However, combining both in DISCO
yields a significant boost to 47.80%. Conversely,
on LLaMA3.2-1B, both ‘Diff only’ (27.88%) and
‘Domain only’ (26.98%) offer improvements over
Naive GRPO (26.29%), and DISCO achieves the
highest overall score (27.94%).

Interestingly, on the larger Qwen2.5-1.5B model,
using ‘Domain only’ scaling achieves the high-
est average score (64.99%), slightly surpassing
both Naive GRPO (64.97%) and DISCO (64.92%).
This suggests domain re-weighting alone can be
particularly effective for this model configuration.
Despite ‘Domain only’ having the best average
here, DISCO (64.92%) achieves competitive over-
all performance and secures the best scores among
the variants under the IMDB-heavy and NQ-heavy
conditions specifically.
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These results reveal a complementary relation-
ship between the two scaling components. Rely-
ing on one component alone proves insufficient:
‘Domain only’ scaling neglects sample difficulty
variance within domains, while ‘Diff only’ scaling
ignores global domain imbalance, both leading to
inconsistent performance. In contrast, their joint
use in DISCO consistently provides a more ro-
bust and generally higher-performing configuration
across different models and domain imbalances,
validating our combined approach.

5.4 Effect of Group Size on Alignment Quality

To further test the robustness of DISCO, we vary
the group size G used during GRPO and evaluate
its impact. Figure 3 shows the performance of
Naive GRPO and DISCO across G = {2,4, 8,16}
on LLaMA3.2-1B under different training settings.

Our method generalizes well across different
group sizes, outperforming the baseline. Across
all setups, we observe that increasing group size
generally improves performance for both methods.
DISCO consistently outperforms Naive GRPO
across almost all group sizes, highlighting its strong
generalization ability. For example, under the
Math-heavy setup, DISCO improves the average
score from 20.06% to 23.11% at group size 2, and
from 30.51% to 31.05% at group size 16. Similarly,
in the ARC-heavy setup, DISCO reaches 31.88%
compared to 30.64% for Naive GRPO at the largest
group size. These results demonstrate that the ben-
efits of reward scaling are robust to the group size
G, making the approach broadly applicable within
GRPO frameworks. Furthermore, this robustness
extends to dataset size variations, as our method
maintains consistent advantages when trained on
2,000 examples, detailed in Appendix B.

6 Related Work

Reinforcement Learning from Human Feedback
(RLHF) has emerged as a powerful paradigm for
aligning LLMs with human preferences and values.
The most popular approach is Proximal Policy Op-
timization (PPO) (Ouyang et al., 2022; Schulman
etal., 2017). Building upon PPO, GRPO eliminates
the need for value functions through estimation
from group scores and has emerged as a popular
training diagram (Shao et al., 2024). Rule-based
GRPO further streamlines training by using prede-
fined rules to evaluate outputs, avoiding the need
for a separate reward model (Guo et al., 2025). Vari-

Naive GRPO DISCO

35 Math-heavy 35 IMDB-heavy
oy oy
S30 S30
= =
g g
<25 <25
g g
<20 <20
2 4 8 16 2 4 8 16
Group Size Group Size
35 NQ-heavy 35 ARC-heavy
oy oy
830 830
= =
g g
< 25 <25
g g
<20 L0
2 4 8 16 2 4 8 16
Group Size Group Size

Figure 3: Impact of group size on LLaMA3.2-1B perfor-
mance (EM Accuracy %) under different domain-heavy
training distributions. Each line shows results for Naive
GRPO and DISCO as group size varies.

ants address specific limitations of GRPO have also
been proposed (Su et al., 2025). To mitigate length
bias, Dr. GRPO removes normalization terms while
SRPO introduces two-stage training and historical
sampling (Liu et al., 2025; Zhang et al., 2025b). To
address training instability, DAPO increases clip
rates, and GVPO offers an analytical solution to
KL-constrained reward maximization (Yu et al.;
Zhang et al., 2025a). While prior work focuses on
training challenges, we examine its vulnerability
to dataset imbalance. Our proposed strategies are
complementary and can be integrated with existing
GRPO variants for improved performance.

Data Imbalance in NLP is a pervasive challenge
characterized by significantly skewed distributions
in training data. This issue is prevalent across vari-
ous NLP tasks and often results in models that are
biased toward the majority class, leading to poor
performance on minority classes (Henning et al.,
2023; He and Garcia, 2009; Liu et al., 2019; Wang
et al., 2017; Godbole and Jia, 2022; Dai et al., 2023;
Liu et al., 2024). Approaches to addressing data
imbalance include data augmentation and loss ad-
justment methods (Zhou et al., 2024; Sun et al.,
2007; Kandpal et al., 2023; Zhang et al., 2022; Tep-
per et al., 2020; Li et al., 2020; Kuo et al., 2024).
Our work aligns with the loss adjustment paradigm.
However, instead of reweighting loss, we adjust the
rewards used in GRPO. While data augmentation
techniques, such as generating synthetic data, can
rebalance data distributions, they often introduce
additional costs. In contrast, we focus on devel-
oping policy modifications to the GRPO process
without incurring extra costs. Notably, DISCO can
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be combined with data augmentation techniques.

7 Conclusion

In this work, we investigate the vulnerability of
GRPO to domain imbalance in multi-domain align-
ment and introduce DISCO that combines do-
main and difficulty-aware reward scaling to enable
GRPO to better handle skewed training distribu-
tions. Through experiments across diverse model
scales, group sizes, and alignment settings, we
demonstrate that DISCO consistently improves
generalization and outperforms existing baselines.
Ablation studies further confirm that both scaling
components are essential. Overall, our method pro-
vides a robust enhancement to GRPO for aligning
LLMs with real-world, imbalanced data.

8 Limitation

While our proposed domain- and difficulty-aware
scaling demonstrates promising results for enhanc-
ing GRPO’s robustness to domain imbalance, this
study has several limitations that suggest avenues
for future research. Firstly, our experiments pri-
marily utilized deterministic, rule-based rewards
(Exact Match) to isolate the effects of the optimiza-
tion dynamics. Real-world RLHF often involves
complex, potentially noisy, and continuous rewards
learned from human preferences. The efficacy and
stability of our scaling methods under such learned
reward functions warrant further investigation.

Secondly, we assumed the availability of clear,
predefined domain labels for applying domain-
aware scaling. The practical application to datasets
with ambiguous, overlapping, or fine-grained do-
main structures, potentially requiring automatic
domain identification, remains an open challenge.
Furthermore, while we evaluated across diverse ar-
chitectures and sizes up to the 14B scale (MoE),
verification of performance consistency on sig-
nificantly larger foundation models may still be
needed.

Our methodological choices also present ar-
eas for future exploration. The reliance on self-
consistency within a sampled group as a proxy for
prompt difficulty is one of several possible heuris-
tics. This work focused exclusively on modify-
ing the GRPO algorithm’s optimization dynamics
through reward scaling and did not explore alter-
native or potentially complementary strategies for
handling domain imbalance that operate at the data
level, such as data augmentation techniques (e.g.,

oversampling rare domains or generating synthetic
data). Methods like these could offer different
trade-offs and could potentially be combined with
our algorithmic approach. Moreover, the interac-
tion between our scaling mechanisms and other
crucial RLHF hyperparameters, such as the KL
divergence coefficient or learning rates, was not
exhaustively studied.

Finally, our current evaluation was based on four
predefined domain-heavy training settings, and
performance was typically assessed using an un-
weighted average across different domain datasets.
Future research could explore a more continuous
spectrum of domain imbalance ratios by dynami-
cally sampling data to construct a wider variety of
training datasets. This would also allow for evalu-
ation using different weighted averaging schemes
for domain-specific scores, enabling a more nu-
anced understanding and potentially the mapping
of Pareto-optimal frontiers in multi-domain perfor-
mance.
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A Implementation Details

We train models using the OpenRLHF framework
(Hu et al., 2024) with GRPO optimization. Each
model is fine-tuned for 1 epoch. The rollout and
training batch sizes are both set to 64, with micro-
batch sizes of 8 and 4, respectively. We use a
maximum prompt and generation length of 1024
tokens. The KL penalty is initialized at 1e—3 and
estimated using the K3 estimator. All models use a
learning rate of 1le—6.

All evaluations are conducted using zero-shot
inference, with models generating answers with-
out access to in-context examples. For each task,
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we apply a fixed, task-specific prompt template
for both training and evaluation. The prompts are
designed to clearly define the task instruction and
input format.

Table 6 presents the prompt templates used
across the five datasets.

Dataset ‘ Prompt Template
MATH

Below is a math problem. Provide a detailed, step-by-step solution. ###
Problem: {problem} #i# Answer:

GSMSK | Same as MATH
IMDB

Below is a movie review. Determine the sentiment of the review as Positive
or Negative. ### Review: {review} ### Answer:

NQ Below is a question that requires a concise and accurate answer. Provide
a detailed explanation before concluding with the correct answer. #i##
Question: {question} ### Answer:

ARC Below is a question with multiple-choice answers. Choose the correct option
based on your reasoning. ### Question: {question}### Choices: A. {choice_A}
B. {choice B} ... ### Answer:

Table 6: Prompt templates used for zero-shot inference.
Each template is applied consistently during both train-
ing and evaluation.

B Effect of Reduced Dataset Size

To assess the robustness of our proposed scaling
method to varying amounts of alignment data, we
conducted additional experiments using a smaller
dataset size of 2,000 examples (compared to 4,000
in the main experiments). We evaluated perfor-
mance on the Qwen3-0.6B model under the four
domain-heavy training distributions (G=4).

The detailed results are presented in Table 7.
Comparing the average performance (‘Avg.” col-
umn) across the heavy training settings, we find
that DISCO consistently outperforms both Naive
GRPO and Dr. GRPO even with this reduced
dataset. Averaged across the four heavy conditions,
our method achieves a score of 33.97%, represent-
ing gains of +3.47% over Naive GRPO (30.50%)
and +3.20% over Dr. GRPO (30.77%).

Notably, significant improvements are still ob-
served on tail domains. For instance, under
IMDB-heavy training, DISCO substantially im-
proves GSMS8K (+12.05% vs Naive) and MATH
(+3.40% vs Naive) performance. While the abso-
lute scores are generally lower than those achieved
with 4,000 data (as expected), the relative advan-
tage and the effectiveness of the domain- and
difficulty-aware scaling mechanism persist. This
supports the generalization ability of our method
across different dataset sizes.

Training Dist. Method IMDB GSMS8K MATH NQ ARC Avg.

Qwen3-0.6B (2K Training Data)
Naive GRPO  62.00 52.72 39.66 11.05 37.12 40.51

Math heavy Dr. GRPO 67.80 50.98 41.18 1099 35.58 41.31
DISCO 75.60 49.67 3396 11.33 47.01 43.51
Naive GRPO  52.20 12.07 11.32 10.50 43.94 26.01
IMDB heavy ~ Dr. GRPO 51.20 11.21 12.04 10.72 44.28 2589
DISCO 55.50 24.12 1472 11.05 46.58 30.39
Naive GRPO  57.90 11.03 10.50 11.91 44.11 26.79
NQ heavy Dr. GRPO 56.40 12.82 11.00 11.55 44.62 27.28
DISCO 82.60 20.02 13.40 1094 46.58 34.71
Naive GRPO  54.40 13.96 13.00 11.14 51.02 28.70
ARC heavy Dr. GRPO 54.40 14.44 1260 11.11 50.34 28.58

DISCO 55.20 32.66 1942 11.05 4837 3334

Table 7: Detailed results for Qwen3-0.6B trained with
a reduced dataset size (2K examples, G=4). Scores
are EM accuracy (%) on individual datasets and the
average, comparing alignment methods across domain-
heavy training distributions.

train/reward

= qwen3_0.6b_base_math_main_gt_grpo_openrlhf

Figure 4: Training reward curves of Qwen3-0.6B mod-
els on math heavy training data for Naive GRPO (lighter
green line) and DISCO (darker green line).

C Supplementary Material

C.1 Detailed Results on Individual Datasets

Detailed results for Table 4 in Section 5.2 are
shown in Table 8.

C.2 Reward Curve

To better understand how each component con-
tributes during training, we visualize the reward
trajectories of Naive GRPO and DISCO on Qwen3-
0.6B in Figure 4.
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Training Dist. Method IMDB GSMS8K MATH NQ ARC Avg

Qwen2.5 0.5B
Naive GRPO  87.80 58.98 2438 1396 4599 46.22
Math heavy DISCO-Log  90.40 59.32 29.68 13.85 46.33 4792
Dr. GRPO 90.30 60.24 2456 1391 4550 46.90
Naive GRPO  90.90 56.88 23.54 13.85 4590 46.21
IMDB heavy DISCO-Log 89.60 57.88 29.86 1443 46.59 47.67
Dr. GRPO 91.30 56.96 23.54 1399 4530 46.22
Naive GRPO  89.40 56.22 2336 16.57 46.58 46.43
NQ heavy DISCO-Log  91.30 57.29 2992 1529 4573 47091
Dr. GRPO 90.40 56.65 29.26 1689 4598 47.84
Naive GRPO  88.80 55.29 2246 14.16 4829 4580
ARC heavy DISCO-Log  90.60 56.48 2944 14.04 4795 47.70
Dr. GRPO 90.60 56.12 29.54 1332 48.54 47.62

QOwen2.5 1.5B
Naive GRPO  93.80 84.60 5234 2598 67.32 64.81
Math heavy DISCO-Log  93.10 84.02 51.90 26.57 65.02 64.12
Dr. GRPO 92.90 84.76 52.16 2540 68.56 64.76
Naive GRPO  94.10 83.58 51.30 25.87 69.71 6491
IMDB heavy DISCO-Log  93.20 83.54 50.86 25.10 71.93 64.93
Dr. GRPO 93.20 83.78 51.10 2456 71.10 64.75
Naive GRPO  93.60 83.52 50.80 28.28 69.54 65.15
NQ heavy DISCO-Log  92.90 83.50 5032 27.76 71.84 65.26
Dr. GRPO 92.60 83.41 5026 27.56 69.79 64.72
Naive GRPO  93.40 83.44 50.70 2445 73.12 65.02
ARC heavy DISCO-Log  93.10 83.22 50.40 26.57 73.46 6535
Dr. GRPO 93.30 83.45 50.49 2542 73.12 65.16

Qwen2-0.5B
Naive GRPO  90.80 76.53 6.28 12.66 33.96 44.05
Math heavy DISCO-Log  92.00 76.23 6.38 1338 3191 4398
Dr. GRPO 91.70 76.90 6.16 1321 3942 4548
Naive GRPO  91.70 72.90 7.44 13.68 33.11 43.76
IMDB heavy ~ DISCO-Log  90.40 74.66 7.64 1346 3797 4483
Dr. GRPO 90.50 74.29 7.00 12.69 37.05 4431
Naive GRPO  91.70 7251 792 1429 3345 4397

NQ heavy DISCO-Log  91.50 7470 720 1349 3560 44.50

Dr. GRPO 91.50 72.54 8.02 1385 2978 43.14 Model Math-heavy IMDB-heavy NQ-heavy ARC-heavy Avg.
Naive GRPO 9120 7412 690 1299 41.55 4535 Qwen2.5 7B

ARCheavy ~ DISCO-Log 9070 7427 668 13.16 4053 45.07 Naive GRPO  60.18 61.38 61.94 60.88  61.07

Dr.GRPO 8970  72.63 818 1235 4151 44.87 DISCO 60.52 61.74 63.16 60.85 6157
Qwenl.5-MoE-A2.7B ) Gemma2-2b-it

Naive GRPO 9280 9122  29.16 4488 7218 66.05 Naive GRPO  56.85 37.29 56.78 5621 5678

Mathheavy ~ DISCO-Log 9370 9205 2946 43.68 7295 66.37 DISCO 56.68 57.33 56.96 5651 5687
Dr. GRPO 9450 9206 2942 4565 50.68 6246 Olmo2-1B

Naive GRPO 9540  83.50  24.80 43.57 72.86 64.03 Naive GRPO 34.78 34.57 33.38 33.97 34.18

IMDB heavy ~ DISCO-Log 9490 8722 2630 46.04 7346 65.59 DISCO 36.61 34.74 34.65 34.74 35.19

Dr. GRPO 9410  87.16 2574 4515 7210 64.85
Naive GRPO 9450  90.03  26.84 4648 7235 66.04 . : :
NQ heavy DISCO-Log 9480 9024 2726 4470 6894 65.19 Table 9: Performance comparison of Naive GRPO vs.
Dr. GRPO 9440 8541 2428 4639 7201 64.50 DISCO across domains.
Naive GRPO 9470  86.61 2720 43.88 7491 6546
ARCheavy  DISCO-Log 9470 9034 27.16 4393 7391 66.00
Dr. GRPO 9470 8844 2622 4531 7372 65.68

Llama3.2 1B
Naive GRPO  75.60 3.25 394 2172 3353 27.61
Math heavy DISCO-Log  85.10 3.06 3.06 21.14 3251 2897
Dr. GRPO 50.70 2.79 3.16 22.02 3251 2224
Naive GRPO  87.30 3.86 4.02 1997 3456 29.94
IMDB heavy ~ DISCO-Log  88.80 3.14 3.34 2097 33.87 30.02
Dr. GRPO 88.00 3.54 3.50 2047 33.07 29.72
Naive GRPO  50.30 2.85 296 23.19 29.52 21.76
NQ heavy DISCO-Log  51.10 2.54 3.08 2266 31.57 2219
Dr. GRPO 50.90 2.87 2.88 2229 3193 2217
Naive GRPO  66.60 2.69 298 20.19 36.86 25.86
ARC heavy DISCO-Log  87.90 3.31 3.74 19.02 38.83 30.56
Dr. GRPO 86.10 3.40 334 19.78 36.09 29.74

Qwen3-0.6B

Naive GRPO  55.70 58.91 4340 1151 4044 41.99
Math heavy DISCO-Log  68.50 55.20 41.68 11.61 48.38 45.07
Dr. GRPO 64.50 57.69 4354 11.72 3294 42,08
Naive GRPO  50.30 40.85 2240 11.05 49.57 34.83
IMDB heavy DISCO-Log  50.10 43.13 24.74 1136 48.89 35.64
Dr. GRPO 50.00 37.97 17.06  11.05 50.09 33.23
Naive GRPO  57.90 34.86 2234 1147 4701 3472
NQ heavy DISCO-Log  82.60 42.72 3570 1230 4889 44.44
Dr. GRPO 51.90 39.74 3208 11.63 4855 36.76
Naive GRPO  51.30 36.85 23.10 10.39 4991 3431
ARC heavy DISCO-Log  56.70 42.69 3276 1094 4829 38.28
Dr. GRPO 53.70 31.50 18.70 11.08 49.57 3291

Table 8: Detailed results showing EM accuracy (%) on
individual datasets and the average, comparing align-
ment methods across models and domain-heavy training
distributions (G=4).
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