
Findings of the Association for Computational Linguistics: EMNLP 2025, pages 12897–12903
November 4-9, 2025 ©2025 Association for Computational Linguistics

Exploiting Prompt-induced Confidence for Black-Box Attacks on LLMs

Meina Chen, Yihong Tang, Kehai Chen*

Institute of Computing and Intelligence, Harbin Institute of Technology, Shenzhen, China
{chenmeina2002@gmail.com, neuqtoyhom@gmail.com, chenkehai@hit.edu.cn}

Abstract

Large language models (LLMs) are vulnerable
to adversarial attacks even in strict black-
box settings with only hard-label feedback.
Existing attacks suffer from inefficient search
due to lack of informative signals such as
logits or probabilities. In this work, we
propose Prompt-Guided Ensemble Attack
(PGEA), a novel black-box framework that
leverages prompt-induced confidence, which
reflects variations in a model’s self-assessed
certainty across different prompt templates,
as an auxiliary signal to guide attacks. We
first demonstrate that confidence estimates
vary significantly with prompt phrasing despite
unchanged predictions. We then integrate
these confidence signals in a two-stage at-
tack: (1) estimating token-level vulnerability
via confidence elicitation, and (2) applying
ensemble word-level substitutions guided by
these estimates. Experiments on LLaMA-3-8B-
Instruct and Mistral-7B-Instruct-v0.3 on three
classification tasks show that PGEA improves
the attack success rate and query efficiency
while maintaining semantic fidelity. Our results
highlight that verbalized confidence, even with-
out access to probabilities, is a valuable and
underexplored signal for black-box adversarial
attacks. The code is available at https://
github.com/cmn-bits/PGEA-main.

1 Introduction

Large language models (LLMs) have achieved
remarkable success across diverse NLP tasks such
as text generation (Li et al., 2024), classifica-
tion (Kostina et al., 2025), and question answering
(Tan et al., 2023; Wu et al., 2024). However, recent
studies reveal that LLMs remain vulnerable to
adversarial attacks, especially in black-box settings
where only the final label is observable and internal
states such as logits or probabilities are inaccessible
(Xu et al., 2024; Roshan and Zafar, 2024).
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Most existing black-box attacks rely on hard-
label feedback and heuristic token substitutions,
which often result in inefficient search and limited
precision (Ma et al., 2024; Li et al., 2025).
Meanwhile, LLMs can generate self-assessed
confidence in the form of explicit expressions
of certainty about their outputs when prompted
accordingly (Dong et al., 2024; Chen et al., 2024).
However, the consistency and practical value of the
confidence elicited in adversarial settings remain
largely unexplored.

In this paper, we explore whether prompt-
induced confidence variation can serve as an infor-
mative auxiliary signal to guide black-box attacks.
We find that slight changes in prompt wording can
induce significant variation in confidence estimates
without changing model predictions. Based on this
insight, we propose the Prompt-Guided Ensemble
Attack (PGEA), which consists of two components:
(1) a prompt-guided confidence estimation module
that identifies vulnerable tokens, and (2) a word-
level substitution attack that integrates these signals
to generate more targeted adversarial examples.

We evaluate the effectiveness of PGEA based
on LLaMA-3-8B-Instruct and Mistral-7B-Instruct-
v0.3 across three benchmarks (SST-2, AG-News,
StrategyQA). Experimental results show that our
method improves attack success rates, reduces
query counts, and better preserves semantic co-
herence compared to strong hard-label baselines.

Our contributions are threefold:
• We conduct the first systematic study of prompt-

induced confidence variability in LLMs and its
utility for adversarial guidance.

• We propose a novel black-box attack framework
that integrates elicited confidence into ensemble
word-level substitutions.

• We demonstrate that prompt-guided confidence
reliably identifies token vulnerability, enabling
more efficient and transferable attacks.
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Figure 1: Overview of the Prompt-Guided Ensemble Attack framework. The process starts with multiple prompt
prefixes to elicit confidence estimates from the LLM (Steps 1, 4, 7). These confidence scores guide an ensemble of
adversarial perturbation methods (word-swap, word-merge, etc., Steps 3 and 6) to generate candidate adversarial
examples. The model’s self-assessed confidence on these candidates is then used to select effective perturbations,
iteratively improving the attack success until termination conditions are met.

2 Preliminaries

Despite extensive pre-training (Brown et al.,
2020; Touvron et al., 2023) and alignment ef-
forts (Ouyang et al., 2022; Deng et al., 2025)
aimed at bringing LLMs closer to human-level
performance, recent work has shown that they still
exhibit vulnerabilities against adversarial attacks.
We briefly review relevant concepts on adversarial
attacks in NLP, token-level perturbations, and
confidence elicitation in large language models.

Adversarial Attacks in NLP. Adversarial at-
tacks aim to minimally alter inputs while inducing
incorrect predictions (Goodfellow et al., 2014).
While continuous-space attacks such as FGSM
(Goodfellow et al., 2014), BIM (Kurakin et al.,
2016), PGD (Madry et al., 2017) are standard in
vision, text inputs are discrete, making gradient-
based optimization non-trivial.

Token-Level Perturbations. To craft natural
adversarial texts, NLP attacks often rely on
synonym substitution, paraphrasing, or character-
level edits (Zhang et al., 2020; Ren et al., 2019;
Gao et al., 2018; Pruthi et al., 2019). These
modifications must preserve meaning and fluency,
posing unique challenges, especially under black-

box constraints where gradients and confidence
scores are inaccessible.

Black-Box Constraints. Black-box attacks only
access output labels, requiring repeated queries and
heuristic search to discover effective perturbations
(Shrotri et al., 2022; Yu et al., 2024). When
targeting LLMs via API, query budgets and limited
response formats further complicate the process.

Confidence Elicitation. Recent studies show
that LLMs can verbally express confidence when
prompted (Xiong et al., 2023; Tian et al., 2023;
Formento et al., 2025). We refer to this as
confidence elicitation. Even in the absence of
logits, such verbal signals offer a soft proxy for the
uncertainty of the model. In this work, we explore
how to leverage elicited confidence to guide black-
box adversarial perturbations more effectively.

3 Proposed Method

We introduce PGEA, a black-box adversarial frame-
work that leverages prompt-induced confidence
estimation combined with multiple perturbation
strategies to improve attack effectiveness and
transferability on LLMs.
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3.1 Prompt-Guided Confidence Estimation
Prompt engineering can affect not only LLM out-
puts but also intermediate behaviors like style and
reasoning. We investigate whether prompt phrasing
influences the model’s self-assessed confidence,
even when the predicted label remains unchanged.

Our experiments reveal that subtle prompt
variations, such as changing “How confident are
you?” to “Please assess your certainty on a scale
from 0 to 100,” can significantly impact the model’s
confidence scores. More cautious prompts gener-
ally lead to better-calibrated confidence estimates,
suggesting that prompt design plays a critical role
in modulating model self-evaluation.

Leveraging this, we employ prompt-guided
confidence elicitation to pinpoint tokens with lower
confidence, which serve as effective proxies for
vulnerability and help guide where perturbations
are most likely to succeed.

3.2 Ensemble-Based Black-Box Attack
We integrate prompt-guided confidence with stan-
dard word-level substitution attacks to form a
robust ensemble approach.

Given an input x, we generate a set of perturbed
samples {x1, x2, . . . , xk} using diverse adversarial
strategies. For each perturbed input, a confidence-
querying prompt P elicits self-assessed confidence
scores {c1(xi), c2(xi), . . . , ck(xi)}, which are ag-
gregated into token-level uncertainty measures.
Tokens are then ranked by vulnerability, guiding
targeted replacements via black-box methods such
as BERT-Attack (Li et al., 2020b) or TextFooler
(Jin et al., 2020).

To enhance transferability, we ensemble multiple
perturbation methods, each generating candidates
from different perspectives (e.g., embedding, syn-
tactic, semantic). We select adversarial exam-
ples that (a) flip the model prediction, and (b)
correspond to regions with lowest confidence per
prompt-guided estimation.

Formally, we optimize:

δ∗ = arg min
δ∈B(x)

K∑

k=1

ck(x+ δ) (1)

where B(x) is the set of candidate adversarial
variants and ck(·) the confidence under prompt P .

This ensemble strategy produces adversarial
examples that are (1) semantically coherent, (2)
guided by model uncertainty, and (3) transferable
across model variants and prompts.

4 Experiments

4.1 Experimental Setup

We evaluate our prompt-based black-box integrated
attack on the Meta-Llama-3-8B-Instruct model
(Touvron et al., 2023) and Mistral-7B-Instruct-
v0.3 (Jiang et al., 2023) using three benchmark
datasets: SST-2 (Socher et al., 2013), AG-News
(Zhang et al., 2015), and StrategyQA (Geva et al.,
2021). To improve the quality of confidence
estimation, we design three diverse prompt prefixes
to elicit self-assessed confidence from the models.
Our attack combines two complementary pertur-
bation strategies: word-swap and word-merge, to
increase the likelihood of successful adversarial
examples. Attack success is measured by the
reduction in classification accuracy before and after
the attack. We also compare our approach against
the guided word substitution attack (CEAttack) to
validate effectiveness.

4.2 Implementation Details

Our method follows a two-step prompting scheme.
First, the model generates k guesses per input text,
each with an associated confidence level. We set
k = 20 for SST-2 and AG-News, and k = 6 for
StrategyQA. Confidence levels are categorized into
five discrete scores: Highest, High, Medium, Low,
and Lowest, mapped respectively to scores from
5 to 1. The final confidence score is derived via
distribution aggregation.

Model configurations follow prior work (For-
mento et al., 2025), employing a Dirichlet dis-
tribution to model confidence thresholds through
parameters kpred and kconf. To reduce generation
randomness and stabilize output consistency, we
apply a temperature setting τ = 0, consistent with
previous adversarial attack studies.

Our integrated attack leverages two strategies:

• Word-swap attack: Inspired by the coun-
terfitting approach (Formento et al., 2025),
we perform greedy search to identify optimal
word replacement positions, considering up to
10 candidate substitutions per position.

• Word-merge attack: We adopt the adver-
sarial text generation technique from (Li
et al., 2020a), which uses a mask-and-fill
process to generate fluent and grammatically
coherent adversarial samples, also limited to
10 replacement candidates per position.
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LLaMa-3-8B-Instruct Mistral-7B-Instruct-v0.3

Prompt prefix Dataset ECE ↓ AUROC ↑ AUPRC Pos ↑ AUPRC Neg ↑ ECE ↓ AUROC ↑ AUPRC Pos ↑ AUPRC Neg ↑

Without prefix
SST2 0.1264 0.9696 0.9730 0.9678 0.1542 0.9537 0.9616 0.9343
AG-News 0.1376 0.9293 - - 0.1216 0.8826 - -
StrategyQA 0.0492 0.6607 0.6212 0.6863 0.1295 0.6358 0.6421 0.6185

Prefix prompt1
SST2 0.1212 0.9663 0.9690 0.9635 0.1456 0.9399 0.9499 0.9112
AG-News 0.1293 0.9315 - - 0.1404 0.8664 - -
StrategyQA 0.0464 0.6838 0.6404 0.7288 0.1016 0.6046 0.5984 0.6272

Prefix prompt2
SST2 0.0915 0.9646 0.9690 0.9632 0.1669 0.9493 0.9531 0.9415
AG-News 0.1169 0.9388 - - 0.1392 0.8653 - -
StrategyQA 0.0488 0.6562 0.6154 0.6950 0.1085 0.6124 0.6243 0.5876

Prefix prompt3
SST2 0.0727 0.9709 0.9732 0.9691 0.1670 0.9284 0.9468 0.9050
AG-News 0.1274 0.8826 - - 0.1115 0.8900 - -
StrategyQA 0.0389 0.6907 0.6646 0.7278 0.1807 0.5361 0.5123 0.5579

Table 1: Calibration results (ECE, AUROC, AUPRC) on SST2, AG-News and StrategyQA.

CA [%] ↑ AUA [%] ↓ ASR [%] ↑

Model Dataset Vanilla Self-Fool Text Hoaxer SSP CE PGEA Self-Fool Text Hoaxer SSP CE PGEA

LLaMa-3
8B-Instruct

SST2 90.56±0.14 88.35 82.93 81.93 72.69 59.44 2.22 8.43 9.73 19.73 33.93
AG-News 61.62±0.38 61.17 49.30 45.27 43.06 39.44 0.33 19.41 26.71 30.74 35.95
StrategyQA 60.22±0.17 59.52 45.29 42.28 32.67 13.83 1.66 24.67 29.67 45.67 77.00

Mistral-7B
Instruct-v0.3

SST2 87.87±0.39 84.73 74.27 75.31 71.76 61.51 3.57 16.08 14.08 17.94 30.17
AG-News 65.99±0.27 - 48.69 52.48 40.82 30.32 - 26.43 20.00 38.33 54.19
StrategyQA 59.92±0.32 59.61 44.33 41.13 36.21 14.29 1.22 26.23 30.99 39.26 75.73

Table 2: Results of Prompt-Guided Ensemble Attack. CA: clean accuracy, AUA: accuracy under attack, ASR:
attack success rate. Bold numbers indicate best results.

Prompt Prefixes

Prompt1 Please conduct a comprehensive analysis before
answering to ensure the accuracy of the response.

Prompt2
It is recommended to consider this issue from
multiple perspectives to provide the most reliable
answer.

Prompt3
Before responding, please carefully verify the
relevant information to provide the most
authoritative answer.

Table 3: Three different prompt prefixes

During the ensemble attack, both word-swap and
word-merge methods are applied iteratively to each
input, generating a diverse pool of adversarial
candidates. This diversity enables more effective
selection of perturbations that reduce classification
confidence, thereby improving attack success.

4.3 Experiment Result
Prompt-guided Confidence Estimation Table 1
reports the calibration performance of verbal
confidence elicitation across three datasets: SST-
2, AG-News, and StrategyQA. We evaluate the
expected calibration error (ECE) (Guo et al., 2017),
the area under the receiver operating characteristic
curve (AUROC), and the area under the precision-
recall curve (AUPRC) for both positive and
negative classes. Results demonstrate that our

prompt designs consistently improve calibration
metrics compared to the prompt in the method of
CEAttack, with prompt3 achieving the lowest ECE
and highest AUROC on SST-2 and StrategyQA for
LLaMa-3-8B-Instruct. Due to dataset-specific label
availability, some metrics are not reported (marked
as "-"). The three prompt prefixes we added are
shown in Table 3.

Ensemble Attack Results To comprehensively
assess the effectiveness of our proposed Ensemble
Attack strategy, we evaluate it across three repre-
sentative datasets—SST2, AG-News, and Strate-
gyQA—using LLaMA-3-8B-Instruct and Mistral-
7B-Instruct-v0.3 as the base models. We compare
ensemble performance against four representative
baselines: Self-Fool (SF; Xu et al., 2024), Text
Hoaxer (TH; Ye et al., 2022), SSP Attack (Liu et al.,
2023), and CE Attack (Formento et al., 2025). The
results are summarized in Tables 2.
Effectiveness Table 2 shows the classification
accuracy (CA), area under the confidence curve
(AUA), and attack success rate (ASR). Across all
datasets, the Ensemble Attack achieves the lowest
AUA and highest ASR, indicating its superior
ability to elicit overconfident predictions from
the model. Notably, for the StrategyQA dataset
on LLaMA-3-8B-Instruct, the ensemble yields
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SemSim ↑ Original Perplexity ↓ After-Attack Perplexity ↓

Model Dataset SF TH SSP CE PGEA SF TH SSP CE PGEA SF TH SSP CE PGEA

SST2 0.87 0.89 0.87 0.88 0.88 73.75 76.51 69.04 69.81 58.95 82.95 113.0 143.81 111.16 108.71
AG-News 0.86 0.94 0.88 0.93 0.92 354.12 78.62 66.31 72.01 71.76 320.06 99.02 193.16 98.90 94.12LLaMa-3

8B-Instruct
StrategyQA 0.87 0.89 0.89 0.89 0.88 281.38 104.83 115.63 105.42 99.52 220.73 182.15 232.31 206.23 198.88

SST2 0.87 0.90 0.87 0.88 0.88 79.06 63.03 63.44 61.68 59.63 91.85 85.27 118.67 95.85 108.96
AG-News - 0.94 0.88 0.93 0.92 - 86.47 74.76 73.20 70.30 - 103.25 188.83 97.19 90.04Mistral-7B

Instruct-v0.3
StrategyQA 0.89 0.90 0.89 0.90 0.88 74.04 85.20 95.43 97.30 92.93 93.57 140.08 195.33 177.94 193.85

Table 4: Quality of attack inputs. Only successful perturbations are considered.

a significant AUA reduction from 32.67 (CE
Attack) to 13.83 and boosts ASR from 45.67%
to 77.00%, demonstrating its ability to amplify
attack transferability. CA degradation is also most
severe under the ensemble, confirming its stronger
disruptive effect on model calibration.

To assess the generalizability of PGEA, we
further evaluated our attack method on additional
models, specifically Gemma2-9B-Instruct (Team
et al., 2024) and Qwen2.5-7B-Instruct (Team,
2024). The experimental setup remained consistent
with that described in the previous section, and the
results are presented in the Table 5.

Model Dataset AUA [%] ASR [%]

Gemma2-9B-Instruct
SST2 50.21 42.45
AG-News 34.78 43.86
StrategyQA 57.82 12.37

Qwen2.5-7B-Instruct
SST2 56.29 37.53
AG-News 66.94 15.28
StrategyQA 43.17 23.21

Table 5: Results from additional experiments on
Gemma2-9B-Instruct and Qwen2.5-7B-Instruct.

Quality Preservation As shown in Table 4,
semantic similarity (SemSim) between original
and perturbed inputs remains consistently high
(e.g., >0.88 on SST2), suggesting that ensemble-
based perturbations maintain linguistic plausibility.
Meanwhile, both the original and post-attack
perplexities remain within acceptable bounds, with
ensemble perturbations typically inducing only a
moderate increase in perplexity (e.g., 94.12 and
90.04 on AG-News), confirming the fluency of
adversarial examples.

Our ensemble strategy exhibits the strongest
attack performance across all metrics. These
findings indicate that confidence vulnerabilities
are multifaceted in nature, and utilizing a com-
bination of complementary perturbation strategies
represents an effective approach to exploiting such
vulnerabilities.

5 Conclusion

We propose Prompt-Guided Ensemble Attack
(PGEA), a black-box adversarial method that lever-
ages prompt-induced confidence signals to guide
ensemble perturbations. By combining verbal
uncertainty elicitation with word-level attacks,
PGEA effectively identifies vulnerable tokens and
enhances attack transferability. Experiments on
three datasets show consistent improvements over
baseline methods. Our findings also reveal that
prompt phrasing plays a crucial role in shaping
model confidence, highlighting new opportunities
for prompt-based control and evaluation of large
language models. Future work includes extend-
ing this framework to multilingual models and
exploring adaptive prompting strategies for real-
time adversarial defense.

Limitations

While PGEA shows promising attack performance,
it has several limitations. The effectiveness of con-
fidence elicitation depends on carefully designed
prompts, which may require domain-specific tun-
ing and could be sensitive to phrasing variations
beyond the tested templates. The ensemble
process introduces computational overhead due to
multiple forward passes through substitute models,
although this remains manageable compared to
full gradient-based white-box attacks. Currently,
the method focuses on English text perturbations,
leaving cross-lingual vulnerability exploration for
future work. Additionally, the attack success
rate is limited by differences between substitute
and target model architectures, especially when
targeting commercially hardened APIs with un-
known defense mechanisms. These limitations
emphasize the challenges of balancing the power of
attack and computational efficiency for real-world
deployment.
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