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Abstract
Large Language Models (LLMs) have achieved
impressive success across a range of natural
language processing tasks. However, they still
underperform in text classification tasks com-
pared to fine-tuned small models. This can be
linked to complexities in addressing context-
dependent expressions and complex linguistic
phenomena. In contrast, fine-tuned small mod-
els typically achieve high prediction accuracy
but often lack explanations for predictions. Ex-
isting explanation methods that generate key-
words may be less effective due to missing
critical contextual information. To mitigate
these challenges, we propose a novel method
termed Dialectical Explanation Training (DET).
This method introduces a new prompting strat-
egy, Dialectical Prompting, and integrates it
with Explanation-Guided Training. Dialectical
Prompting uses LLMs with our designed dialec-
tical prompt to generate explanations for possi-
ble labels. These explanations handle context-
dependent expressions and complex linguistic
phenomena by considering multiple perspec-
tives and providing rich, contextually relevant
information. Explanation-Guided Training em-
ploys these explanations as features for training
a small model, which combines the advantages
of dialectical explanations and the predictive
power of fine-tuned models to improve over-
all accuracy and interpretability. In addition,
we incorporate the theory of Evidential Deep
Learning, which further enhances the model’s
classification performance and quantify the un-
certainty of its predictions. Extensive exper-
iments on multiple datasets from diverse do-
mains have demonstrated that our proposed
model significantly improves accuracy and ex-
planation quality over state-of the-art methods
in text classification.

1 Introduction

Text classification is a foundational task underpin-
ning many applications, where both interpretability
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and accuracy are crucial, especially in high-stakes
domains like finance, law, and value alignment
(Bhattacharjee et al., 2024). Large Language Mod-
els (LLMs), with their extensive pretraining on
diverse datasets, have demonstrated remarkable
success (Yao et al., 2024). However, their per-
formance in text classification significantly lags
behind that of small models such as BERT and
DeBERTa (He et al., 2020; Bucher and Martini,
2024), which, despite their high prediction accu-
racy, often fail to provide explanations for their
predictions. The dual challenge of optimizing both
performance and interpretability in text classifica-
tion drives our research. To tackle this, we propose
a method that integrates Dialectical Prompting with
Explanation-Guided Training, aiming to enhance
both performance and interpretability.

Previous studies, such as those by (Sun et al.,
2023a; Ziems et al., 2024), have shown that LLMs
struggle with context-dependent expressions and
complex linguistic phenomena due to their reliance
on statistical patterns rather than deep semantic un-
derstanding (Chang and Bergen, 2024). Addition-
ally, LLMs are often overly confident and prone to
hallucinations. We aim to resolve these challenges
via using dialectical explanations to strengthen the
model’s semantic understanding, thereby improv-
ing its ability to deal with linguistic subtleties. Fig-
ure 1 highlights a case of complex linguistic phe-
nomena, where the sentence contains multiple lay-
ers of meaning. The conventional LLM misclassi-
fies by favoring one interpretation, while the dialec-
tical approach considers both, achieving correct
classification with lower uncertainty1. An exam-
ple of context-dependent expressions is the sen-
tence “You have a strong personality.” In American
cultural context, this phrase is generally viewed
positively, implying confidence and assertiveness.

1Uncertainty refers to the level of confidence a model has
in its predictions or outputs.
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Dialectically analyze the input text below and briefly
explain why it could support different categories.
Ensure that each explanation highlights the most critical
details supporting that specific category, remembering
that all categories are possible and must be explained     
without omission.
All mental illnesses are awful and must be treated.

All mental illnesses are awful and must be treated.

Why hate: The phrase 'all mental illnesses are awful' is a
negative and stigmatizing statement towards individuals
with mental illnesses, which can be considered as hate.
Why no hate: The phrase 'must be treated' suggests a call
for help and support for individuals with mental illnesses,
which can be seen as a positive and supportive statement.

Why: the sentence does not contain harmful language. 
It expresses empathy towards people with mental illnesses
without inciting hate or violence.
no hate

Small LM 
(134M parameters)

hate

Explain why and classify the sentence into hate / no hate.

LLM

uncertainty 0.1

LLM

Figure 1: This figure compares two methods for clas-
sifying a sentence into “hate” or “no hate.” The con-
ventional method (top) uses a LLM with a direct expla-
nation, often leading to incorrect classification, while
the dialectical method (bottom) provides comprehensive
explanations for both sides, allowing a smaller language
model to fine-tune and achieve the correct classification.

However, in Chinese cultural context, the same
phrase might be interpreted negatively, suggesting
aggressiveness or difficulty in social interactions.
This variability highlights the essential need for
models to accurately understand and incorporate
linguistic and context nuances.

Furthermore, small models like BERT and De-
BERTa (Kenton and Toutanova, 2019; He et al.,
2020) achieve high accuracy but offer limited ex-
plainability and often overlook uncertainty estima-
tion, which is crucial for understanding model de-
cisions, especially in sensitive applications like fi-
nance, legal, and security. Existing explanation
methods (Ribeiro et al., 2016; Lundberg and Lee,
2017; Sekhon et al., 2023) typically generate a set
of important keywords associated with their pre-
dictions. While these keywords can highlight sig-
nificant aspects of the input text, they often fail to
capture the broader context. For example, a model
might identify the word “Great” as a positive key-
word, but without context, it might miss that the
phrase “Great, another meeting that could’ve been
an email” actually conveys a negative sentiment.
This omission of critical context information can
result in incorrect explanations that undermine the
trustworthiness of the model’s predictions.

To tackle these limitations, we propose a novel
method Dialectical Explanation Training (DET).

This method introduces a new prompting strat-
egy, Dialectical Prompting, and integrates it with
Explanation-Guided Training. Dialectical Prompt-
ing utilizes LLMs with our specially designed di-
alectical prompt to generate diverse explanations,
providing multiple perspectives to improve model
understanding. By ensuring that all potential labels
are thoroughly explained, this approach strengthens
the model’s capability to handle context-dependent
expressions and complex linguistic phenomena,
providing rich, context-aware information from
various angles. These explanations are used as
features in Explanation-Guided Training to train
a small model. This combines the benefits of di-
alectical explanations with the predictive power
of fine-tuned models to make the overall accuracy
and explainability better. Finally, we introduce the
theory of Evidential Deep Learning (Sensoy et al.,
2018), which directly infers the model’s classifica-
tion uncertainty through evidence prediction.

Our main contributions are summarized as fol-
lows:

• We introduce a novel approach DET
that integrates Dialectical Prompting with
Explanation-Guided Training, specifically de-
signed to tackle the dual challenges of en-
hancing both predictive performance and in-
terpretability in text classification tasks.

• Our method effectively addresses the com-
plexity of context-dependent expressions and
complex linguistic phenomena by generating
dialectical and high-quality explanations. In
turn, these explanations, combined with ev-
idential deep learning theory, are utilized to
enhance the predictive capabilities of smaller
models, thereby improving both interpretabil-
ity and accuracy, while also enabling accurate
measurement of the model’s uncertainty.

• Through comprehensive evaluation across
multiple datasets, DET demonstrates signifi-
cant improvements in both classification per-
formance and explanation quality , underscor-
ing the method’s applicability and effective-
ness in high-stakes domains such as finance,
law, and value alignment.

2 Related Works

Our work is related to Text Classification, Tech-
niques for Explainability, LLM-Generated Expla-
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nations, and Evidential Deep Learning. More de-
tails can be found in Appendix A.
Text Classification Approaches. Traditional
text classification approaches, including fine-tuned
models like BERT and DeBERTa, have set bench-
marks in terms of accuracy (Kenton and Toutanova,
2019; He et al., 2020). Current methods typically
focus on achieving high accuracy through LLMs
because of their outstanding performance and ease
of integration with various applications (Du et al.,
2025; Chen et al., 2024; Zhang et al., 2025).
Techniques for Explainability. Existing explain-
ability techniques achieve this by identifying im-
portant keywords or phrases (Lundberg and Lee,
2017; Sekhon et al., 2023). However, they often
fail to capture the broader context, which can lead
to misleading interpretations (Zhao et al., 2024).
Additionally, generating natural language explana-
tions alongside predictions can enhance user trust
and model transparency, but may fall short in com-
plex scenarios (Rudin, 2019).
LLM-Generated Explanations. Recent advance-
ments have focused on using LLM-generated ra-
tionales to enhance model performance and inter-
pretability (Kwon et al., 2024; Bhattacharjee et al.,
2024). LLMs can explain their predictions by gen-
erating high-quality explanations, which improve
few-shot or zero-shot performance when used to
augment input prompts (Wei et al., 2022). These
explanations have also been used as additional in-
formation to “self-improve" LLMs (Krishna et al.,
2023; He et al., 2024a). However, the large size of
LLMs limits their utility in many applications.
Evidential Deep Learning. Unlike traditional
neural network classifiers that directly output the
probability distribution for each sample, EDL pa-
rameterizes the Dirichlet distribution to obtain the
density of classification probability assignments.
Consequently, EDL leverages the properties of the
Dirichlet distribution to distinguish between dif-
ferent types of uncertainties, demonstrating excep-
tional performance in uncertainty quantification
and finding broad applications across various sce-
narios. For instance, GKDE (Zhao et al., 2020) pro-
posed a multi-source uncertainty framework com-
bining the Dempster-Shafer Theory (DST) for semi-
supervised node classification based on Graph Neu-
ral Networks (Lu et al., 2024). (Soleimany et al.,
2021) introduced evidential priors into the original
Gaussian likelihood function to model uncertainty
in regression networks. However, EDL has not yet
been applied in the field of text classification.

3 Methodology

The framework DET we proposed, as shown in
Figure 2, mainly includes Dialectical Prompting
and Explanation-Guided Training to enhance both
text classification and explanation performance.

3.1 Problem Formulation
Let X denote the input text space and Y the set of
possible labels. Our objective is to learn a function
f : X → Y that maps input text to labels while
simultaneously producing explanations E for each
label.

f : X → Y with E = {Ex(y) |x ∈ X, y ∈ Y } (1)

3.2 Dialectical Explanation Training
3.2.1 Dialectical Prompting
The Dialectical Prompting Strategy is an innovative
method designed to enhance the explanation gen-
eration capabilities of LLMs in text classification
tasks. The core idea is to encourage LLMs to gen-
erate arguments for each potential label, leading to
a comprehensive and nuanced understanding of the
input text. Formally, given an input sequence X
and a set of possible labels Y , the task is to generate
a collection of textual explanations E conditioned
on a carefully crafted prompt Xprompt.

The construction of the prompt Xprompt involves
several key components. Firstly, the prompting
strategy Xprompt is designed to enhance the model’s
dialectical explaining ability, particularly in ad-
dressing complex linguistic phenomena. For exam-
ple, the prompt might instruct the model to:

Dialectically analyze the input text below and
briefly explain why it could support different cate-
gories. Ensure that each explanation highlights
the most critical details supporting that specific
category, remembering that all categories are pos-
sible and must be explained without omission.

Secondly, the input description Xdesc generally
outlines the domain of the input, which varies
across different datasets. For example, for the
StockEmotions dataset, the input description is,
“comments regarding stock market activities from a
financial social media platform.”

Additionally, the prompt includes a set of pos-
sible labels Y and their description Ydesc, which
are tailored to the specific classification task. For
example, for the StockEmotions dataset, Y cate-
gories are “bullish” and “bearish,” while the Ydesc
is “investor sentiments.” In order to get a standard
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Fine-tune

LLM

Example X: 
All mental illnesses are awful and
must be treated.

Explanation for Label 1

Explanation for Label 2

…

Explanation for Label N

Why hate: The phrase 'all
mental illnesses are awful' is a
negative and stigmatizing
statement towards individuals
with mental illnesses, which
can be considered as hate.

Why no hate: The phrase
'must be treated' suggests a
call for help and support for
individuals with mental
illnesses, which can be seen
as a positive and supportive
statement.

Input  X

Small LM 
(134M parameters)

Explanation Selector

Prediction Y 

Example Y:
Hate

Example E:
The phrase 'all mental
illnesses are awful' is a
negative and stigmatizing
statement towards
individuals with mental
illnesses, which can be
considered as hate.

Explanation E

Step 2: Explanation-Guided TrainingStep 1: Dialectical Prompting

Example X and Ground Truth: 
All mental illnesses are awful
and must be treated.
Hate

Input  

Example Explanations:

Q
uery

Dialectical Prompt
Return a JSON array with these
fields (why_hate, why_no_hate)
as the answer.
Dialectically analyze the online
social media input text below
and briefly explain why it could
support different categories
(hate speech)—hate, no hate.
Ensure that each explanation
highlights the most critical
details supporting that specific
category, 
remembering that all categories
are possible and must be
explained without omission.

Fine-tune

Example X: 
All mental illnesses are awful
and must be treated.

Explanation for Label 1

Explanation for Label 2

…

Explanation for Label N

Input  X

Small LM 
(134M parameters)

Explanation Selector

Explanation E

Step 2: Explanation-Guided TrainingStep 1: Dialectical Prompting

Example X and Ground Truth: 
All mental illnesses are awful and
must be treated.
Hate

Input  

Example Explanations:

Q
uery

Dialectical Prompt
Return a JSON array with these
fields (why_hate, why_no_hate) as
the answer.
Dialectically analyze the online
social media input text below and
briefly explain why it could
support different categories (hate
speech)—hate, no hate.
Ensure that each explanation
highlights the most critical details
supporting that specific category, 
remembering that all categories
are possible and must be explained
without omission.

LLM

Example E:
The phrase 'all mental illnesses
are awful' is a negative and
stigmatizing statement towards
individuals with mental illnesses,
which can be considered as hate.

Hate
Example Y:EDL

EDL Evidential
Deep Learning

Probability
distribution

Uncertainty

Fine-tune

Example X: 
All mental illnesses are awful and
must be treated.

Explanation for Label 1

Explanation for Label 2

…

Explanation for Label N

Input  X

Small LM 
(134M parameters)

Explanation Selector

Prediction Y 

Explanation E

Step 2: Explanation-Guided TrainingStep 1: Dialectical Prompting

Example X and Ground Truth: 
All mental illnesses are awful and
must be treated.
Hate

Input  

Example Explanations:Q
uery

Dialectical Prompt
Return a JSON array with these fields
(why_hate, why_no_hate) as the
answer.
Dialectically analyze the online social
media input text below and briefly
explain why it could support different
categories (hate speech)—hate, no
hate.
Ensure that each explanation highlights
the most critical details supporting that
specific category, 
remembering that all categories are
possible and must be explained without
omission.

Why hate: The phrase 'all
mental illnesses are awful' is
a negative and stigmatizing
statement towards individuals
with mental illnesses, which
can be considered as hate.
Why no hate: The phrase
'must be treated' suggests a
call for help and support for
individuals with mental
illnesses, which can be seen
as a positive and supportive
statement.

LLM

Example E:
The phrase 'all mental illnesses
are awful' is a negative and
stigmatizing statement towards
individuals with mental illnesses,
which can be considered as hate.

Hate
Example Y:

EDL

EDL Evidential
Deep Learning

Probability
distribution

Uncertainty

Prediction YWhy hate: The phrase 'all
mental illnesses are awful' is
a negative and stigmatizing
statement towards individuals
with mental illnesses, which
can be considered as hate.
Why no hate: The phrase
'must be treated' suggests a
call for help and support for
individuals with mental
illnesses, which can be seen
as a positive and supportive
statement.

Figure 2: This is an overview of our DET, which consists of two primary steps. Step 1, the Dialectical Prompting
uses dialectical prompts to generate explanations for different labels, highlighting critical details for each category.
Step 2, the Explanation-Guided Training utilizes these dialectical explanations and EDL to fine-tune a smaller
language model, enhancing classification accuracy and explainability.

output of the explanations, we prompt the model
to return the JSON array with the “explain fields,”
constructed by prefixing the category types with
“why” (e.g., “why_bullish” and “why_bearish” for
the StockEmotions). The final prompt Xprompt com-
bines all these components in the order shown in
Figure 3, ensuring that the LLM provides a detailed
analysis for each potential category. For each input
x and label set Y , the LLM is capable of producing
explanations for multiple labels simultaneously,

Ex = LLM(Xprompt(x, Y )) , (2)

where Xprompt(x, Y ) is our crafted prompt based
on the input x and the label set Y , and Ex contains
the textual explanations generated for input x with
respect to all labels in the set Y .

Dialectical Prompt:
Return a JSON array with these fields ([explain
fields]) as the answer.
Dialectically analyze the [Xdesc] input text below
and briefly explain why it could support different
categories [Ydesc]—[Y ].
Ensure that each explanation highlights the most
critical details supporting that specific category,
remembering that all categories are possible and
must be explained without omission.
Input: [X].

Figure 3: Dialectical prompt template. The texts in blue
are variables for different datasets.

3.2.2 Explanation-Guided Training
To fully leverage the rich contextual information
contained in the explanations, the generated expla-
nations Ex are used together with the original input
text x to train a small classification model, aiming
to improve both classification performance and ex-
planation quality. Moreover, existing studies (Sun
et al., 2023b; Liu et al., 2024b) mainly focus on
enhancing text classification accuracy while over-
looking model uncertainty. Therefore, we adopt
the theory of Evidential Deep Learning (EDL) to
assess the model’s uncertainty.

The training process involves several key steps:
1. Data Preparation: The dataset D =
{(xi, Ei, yi)}mi=1 is prepared, where yi is the la-
bel corresponding to i-th original input xi, and m
denotes the number of samples.
2. Training Iterations: EDL provides a principled
way to jointly formulate the classification problems
and uncertainty modeling. Therefore, we innova-
tively use the EDL theory to guide the training of
the model for text classification. The overall loss
consists of two parts: Negative log Likelihood loss
(improving classification accuracy) and KL diver-
gence loss (regularized evidence distribution).

♠ Negative log-likelihood loss: Given a sample
xi for K-class classification, assuming that class
probability follows a prior Dirichlet distribution.
To improve the model’s prediction accuracy, consis-
tent with existing research (Sensoy et al., 2018; Bao
et al., 2021) , we have only selected the negative
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log-likelihood loss function to learn the evidence 2

e(i) ∈ RK
+ , with the detailed derivation provided

in Appendix B. The expression is as follows:

Lnll−edl,i (y, e; θ) =− log

(∫ K∏

k=1

pyikik

1

B (αi)

K∏

k=1

pαik−1
ik dPi

)

=
∑K

k=1 yik (log (Si)− log (eik + 1)) ,

(3)

where e(i) can be expressed as e(i) =
g (F (xi, Ei; θ)). Here, g is the evidence func-
tion to keep evidence ek non-negative. S is the
total strength of a Dirichlet distribution Dir (p | α),
which is parameterized by α ∈ RK , and S is de-
fined as S =

∑K
k=1 αk. B (α) represents the K-

dimensional multinomial beta function. Pi is a
simplex representing class assignment probabili-
ties. Based on DST (Sentz and Ferson, 2002) and
SL (Josang, 2016) theory, the αk is linked to the
learned evidence ek by the equality αk = ek+1. In
the inference, the predicted probability of the k-th
class is p̂k = αk/S and the predictive uncertainty
u can be deterministically given as u = K/S.

♠ KL divergence loss: Inspired by existing re-
search (Sensoy et al., 2018; Bao et al., 2021), we
regularize our predictive distribution by incorpo-
rating a Kullback-Leibler (KL) divergence term
into the loss function, which penalizes divergences
that do not contribute to data fitting and deviate
from the “I don’t know” state, resulting in higher
uncertainty for misclassified samples. Therefore,
the specific loss function is as follows:

Lkl = KL (Dir (p, α̃) ,Dir (p,1)) , (4)

where α̃ is the Dirichlet parameters after removal
of the non-misleading evidence from predicted pa-
rameters α, 1 represents the parameter vector of K
ones. Therefore, we can obtain the overall loss:

L (θ) =

m∑

i=1

Lnll−edl,i (y, e; θ)

+ λt

m∑

i=1

KL [Dir (pi | α̃i) ∥ Dir (pi | ⟨1, · · · , 1⟩)] ,
(5)

where λt = min (1.0, t/10) ∈ [0, 1] is the anneal-
ing coefficient, t is the current training epoch.

3.2.3 Inference Stage
For the inference stage, new input x is processed
to generate explanations Ex using the LLMs. The
trained model then evaluates these explanations in

2The neural network estimates the strength of support for
each class, which serves as the parameters of a Dirichlet dis-
tribution used to model uncertainty.

conjunction with the original text to make the final
prediction and estimate uncertainty:

ŷ = h(x,Ex), u =
K

S , (6)

where h represents the classification model. Please
note that when the value of u exceeds a certain
threshold σ, DET refuses to make a prediction. We
select the explanation corresponding to the pre-
dicted label of the trained classification model as
the final explanation. Formally, let ŷ be the pre-
dicted label for input x generated by the model.
The final explanation Ê is defined as:

Ê = Ex(ŷ) , (7)

where Ex(ŷ) denotes the explanation generated for
the predicted label ŷ in Section 3.2.1.

4 Experiments

4.1 Experimental Setup
Datasets. In line with existing research (Liu et al.,
2024b), we selected seven representative datasets
to validate the effectiveness of our method: StockE-
motions (Lee et al., 2023), Overruling (Zheng et al.,
2021), Stance4Trump (Kawintiranon and Singh,
2021), Ethos (Mollas et al., 2022), RTE (Dagan
et al., 2006), ValueNet (Qiu et al., 2022), AGNews
(Zhang et al., 2015), and MASSIVE (Fitzgerald
et al., 2023) as shown in Table 1. Detailed data
descriptions can be found in Appendix C.1.

Setup. To balance performance and efficiency,
we use GPT-3.5-turbo (OpenAI, 2024) as the
explanation-generating LLM and DeBERTa-base
(He et al., 2020) as the Small Language Model
(SLM). DeBERTa-base comprises 134 million pa-
rameters, approximately three orders of magnitude
fewer than GPT-3.5-turbo’s 175 billion parameters.
All results are averaged across five runs for robust-
ness, with the LLM output generated at a tempera-
ture setting of 0.01. Model training was conducted
on an A5000-24G GPU with a batch size of 9.

Baselines. To highlight the advantages of our
DET method, we compared it against the fol-
lowing three categories of text classification ap-
proaches: (1) Models without explanation, in-
cluding GPT-3.5-turbo with Zero-shot Learning
(ZSL) and Few-shot Learning (FSL, k = 4), GPT-
4o-mini (OpenAI, 2024) with ZSL and FSL (k = 4) ,
DeBERTa-base with the standard label supervision,
CARP (Sun et al., 2023b) with clue prompting,
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Dataset Train Validate Test
StockEmotions 8,000 1,000 1,000
Overruling 1,920 168 312
Stance4Trump 875 112 263
Ethos 601 67 300
RTE 2,241 249 277
ValueNet 16,030 3,206 2,138
AGNews 120,000 - 7,600
MASSIVE en-US 11,514 2,033 2,974

Table 1: Statistics of the experimental datasets.

Metrics Human-GPT4o Human-Claude 3.5
Pearson coef. 0.673 0.572
Pearson P-value 2.291e-80 8.001e-45
K-alpha 0.668 0.572

Table 2: Comparison of evaluation metrics between
human assessments and those of GPT-4o and Claude
3.5-sonnet. The Pearson correlation coefficient for GPT-
4o (0.673) indicates a moderately strong positive cor-
relation with human ratings, while Claude 3.5 (0.572)
shows a moderate positive correlation. Both P-values
are very low, indicating significant correlations. The
K-alpha values suggest relatively high consistency in
evaluations, supporting the validity and reliability of the
designed EQ metric. Note: Claude 3.5 refers to Claude
3.5-sonnet, and K-alpha refers to Krippendorff’s alpha.

and LLMEmbed (Liu et al., 2024b) with LLM for
extracting text embeddings; (2) Models with expla-
nations, specifically GPT-3.5-turbo with explana-
tions, where the LLM outputs explanations along
with its classification predictions; LLAMA 3.1-
8B, GPT-4, GPT-4o-mini, o1-mini, and DeepSeek-
R1 with explanations; DeBERTa with Local In-
terpretable Model-agnostic Explanations (LIME)
(Ribeiro et al., 2016) to explain DeBERTa’s predic-
tions, and DeBERTa with SHapley Additive exPla-
nations (SHAP) (Lundberg and Lee, 2017) to ex-
plain DeBERTa’s predictions; and (3) Supervised
methods with dialectical explanations, specifi-
cally the variant of our method, DET W/O EDL.
Please note that we do not use GPT-4o (OpenAI,
2024) as a baseline because it served as our metric
EQ evaluation model. In addition, we did not use
the more powerful o1 and DeepSeek for evaluation,
primarily due to cost considerations.

Evaluation Metrics. Similar to previous meth-
ods (Liu et al., 2024b), we use ACC and F1 to eval-
uate classification performance. We have designed
a novel metrics: Explanation Quality (EQ), to
assess the quality of the model-generated explana-
tions for predictions, inspired by related studies
(Hoffman et al., 2018; Chen et al., 2023). The
evaluation method employs two advanced LLMs:
GPT-4o and Claude 3.5-sonnet, and uses a 5-point

scale to evaluate explanations based on five di-
mensions: clarity, relevance, completeness, consis-
tency, and credibility. Additionally, we compare
the LLM evaluations with those of five human ex-
perts on 120 samples, analyzing consistency using
Pearson correlation coefficient and Krippendorff’s
alpha. As shown in Table 2, the LLM evalua-
tions are highly consistent with those of human
experts, validating the effectiveness and reliability
of our designed EQ metric. More details can be
found in Appendix C.3. Our code is available at
https://github.com/trytodoit227/DET.

4.2 Main Results
We conducted extensive experiments on several
benchmark datasets to evaluate our proposed
model, DET, against various baselines. The results
are summarized in Table 3. Overall, DET demon-
strates strong performance across all datasets, con-
sistently outperforming baselines in both clas-
sification performance and explanation quality.
DET achieves the highest EQ scores on all seven
datasets, clearly showcasing its ability to generate
superior explanations. Additionally, DET leads
in both ACC and F1 across most datasets. For
example, on the RTE dataset, compared to the
second-best baseline DeBERTa, DET achieves an
11.80% improvement in ACC, a 13.25% improve-
ment in F1, and a remarkable 133% increase in
EQ. Similarly, on the AGNews dataset, DET also
outperforms the second-best baseline, LLMEm-
bed, with a 5.77% gain in ACC and a 5.57% gain
in F1. We also conducted performance compar-
isons in the multi-label setting, as shown in Table
4. Our method achieved relative improvements
of 4.57%, 5.27%, and 17.42% in ACC, F1, and
EQ, respectively. These results indicate that DET
excels not only in generating high-quality expla-
nations but also in delivering accurate predictions,
which makes it a robust solution across diverse text
classification tasks.

However, DET shows limited performance
improvement on the StockEmotions and Ethos
datasets, potentially because these datasets are
closely related to sentiment analysis tasks and may
have been used in the training of LLMs. It is im-
portant to note that we use a smaller model, De-
BERTa, for classification, which avoids data leak-
age issues while still achieving better performance
than more powerful inference LLMs. In contrast,
DET demonstrates more significant improvements
on domain-specific datasets such as TRE and Val-
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Methods
Finance Law Politics Hate NLI Values News

StockEmotions Overruling Stance4Trump Ethos RTE ValueNet AGNews
ACC F1 EQ ACC F1 EQ ACC F1 EQ ACC F1 EQ ACC F1 EQ ACC F1 EQ ACC F1 EQ

Models With No Explanation
GPT-3.5 (ZSL) 71.81 70.14 - 90.85 86.94 - 70.61 69.89 - 83.61 82.67 - 49.46 28.16 - 61.20 55.62 - 86.23 87.23 -
GPT-3.5 (FSL, k=4) 83.27 80.69 - 92.81 90.67 - 75.77 73.45 - 84.93 82.21 - 73.01 58.67 - 55.29 48.29 - 88.70 88.68 -
GPT-4o-m (ZSL) 79.00 76.31 - 95.51 94.55 - 76.05 76.13 - 85.33 85.00 - 49.10 29.61 - 57.34 41.80 - 83.43 83.00 -
GPT-4o-m (FSL, k=4) 79.70 78.50 - 94.55 93.26 - 76.81 75.68 - 86.50 86.66 - 71.84 40.64 - 60.57 49.67 - 87.70 87.44 -
o1-mini (ZSL) 83.10 80.00 - 91.99 94.40 - 73.59 74.81 - 86.00 85.92 - 49.82 31.51 - 61.27 59.85 - 85.41 84.69 -
o1-mini (FSL, k=4) 82.90 78.92 - 92.31 92.29 - 76.81 75.79 - 85.77 85.40 - 58.12 31.22 - 62.59 60.13 - 86.97 86.32 -
DeepSeek-R1 (ZSL) 78.60 80.79 - 93.91 93.57 - 77.51 76.31 - 85.00 84.98 - 48.01 30.47 - 59.96 41.92 - 86.60 86.56 -
DeepSeek-R1 (FSL, k=4) 81.00 79.26 90.38 90.35 - 77.75 77.64 - 85.33 85.25 - 49.10 30.94 - 60.24 57.67 - 88.16 86.38 -
DeBERTa 77.93 75.47 - 96.69 96.11 - 73.76 73.19 - 81.22 78.56 - 76.41 72.29 - 66.03 62.21 - 85.13 83.61 -
CARP 74.25 72.18 - 94.36 91.04 - 70.46 69.81 - 79.61 78.23 - 60.54 60.25 - 65.43 63.62 - 83.29 82.76 -
LLMEmbed 77.93 76.34 - 96.74 94.85 - 71.11 70.28 - 81.22 79.65 - 62.71 60.47 - 66.12 63.79 - 90.25 88.24 -

Models With Explanations
GPT-3.5 68.20 69.50 4.17 83.33 78.90 3.67 63.50 59.60 3.69 73.00 69.78 3.96 47.29 28.02 4.05 55.14 49.05 3.95 87.00 88.52 3.87
LLAMA 3.1-8B 70.46 69.84 4.13 89.83 89.74 4.31 56.27 55.06 3.86 74.41 53.62 2.08 50.90 26.18 4.17 55.43 45.60 3.14 12.67 45.25 3.33
GPT-4 68.20 68.05 4.17 93.35 93.44 4.34 74.43 72.66 3.90 84.67 85.81 4.24 48.01 30.26 4.31 55.14 52.36 3.95 88.57 87.94 4.65
GPT-4o-m 75.10 74.31 4.20 90.70 90.31 4.12 68.44 67.42 3.75 85.00 83.31 4.05 46.93 30.07 4.18 58.00 46.00 4.06 87.60 87.65 4.37
o1-mini 80.37 78.11 4.20 94.53 94.53 4.12 75.20 74.23 3.75 85.58 84.51 4.05 49.82 31.29 4.18 58.00 57.64 4.06 87.41 86.38 4.50
DeepSeek-R1 78.60 79.03 4.25 95.19 95.19 4.21 77.57 76.38 4.06 86.33 86.33 4.72 49.82 29.68 4.35 58.61 58.36 4.66 83.77 84.09 4.32
DeBERTa + LIME 77.93 75.47 1.95 96.69 96.11 2.00 73.76 73.19 1.85 81.22 78.56 1.90 76.41 72.29 1.80 66.03 62.21 1.87 85.13 83.61 1.84
DeBERTa + SHAP 77.93 75.47 2.10 96.69 96.11 2.15 73.76 73.19 2.05 81.22 78.56 2.10 76.41 72.29 2.00 66.03 62.21 2.08 85.13 83.61 2.37
DET (our) 84.83 82.36 4.61 97.31 97.25 4.55 79.95 76.17 4.26 87.63 87.09 4.68 85.43 81.87 4.66 68.32 66.23 4.23 95.46 93.16 4.85

Table 3: Performance comparison across datasets. Note: GPT-3.5 = GPT-3.5-turbo; GPT-4o-m = GPT-4o-mini.
Bold numbers indicate the best results. See Table 10 in Appendix C.4 for the complete results.

Methods ACC F1 EQ
Llama3.1-8B 81.74 79.62 3.38
Qwen3-8B 74.48 68.53 3.32
GPT-3.5 70.12 66.35 3.15
GPT-4 80.25 80.49 3.37
o1-mini 86.95 82.37 3.56
DeepSeek-R1 86.47 80.29 3.51
DET 90.93 86.71 4.18

Table 4: Performance comparison on MASSIVE en-US.

ueNet. Since these datasets are less common and
involve more complex content, LLMs may not per-
form as strongly, offering DET an opportunity to
significantly improve prediction accuracy through
richer explanations. This contrast highlights DET’s
varying performance across datasets, with greater
potential in specialized domains, suggesting its
value in less common or specialized datasets.

4.3 Uncertainty Analysis

Through the theory of EDL, we can obtain not
only the classification probability for each sample
but also the corresponding uncertainty. Figure 4
shows the uncertainty distribution across different
datasets. Overall, the model assigns lower uncer-
tainty to correctly classified samples, while higher
uncertainty is observed for misclassified samples.
In other words, when the uncertainty value of a clas-
sified sample is high, we should reject the model’s
prediction. For more experimental results, please
refer to Appendix C.4.

4.4 Domain Adaptation

In this subsection, we conduct a robustness anal-
ysis using out-of-distribution datasets, as shown
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Figure 4: Uncertainty distribution for different datasets.

Methods
Values Politics Finance Hate

ValueNet Stance4Trump StockEmotions Ethos
ACC F1 ACC F1 ACC F1 ACC F1

DeBERTa 43.35 39.29 33.26 21.02 42.50 32.00 47.00 40.52
LLMEmbed 45.16 39.42 35.27 30.14 43.05 46.28 47.35 52.81
CARP 44.73 36.42 33.87 31.05 42.93 43.64 46.38 50.49
DET (our) 59.81 59.13 51.16 45.51 54.60 71.63 60.33 71.86

Table 5: Cross-domain experimental results.

in Table 5. We observe a significant performance
drop when the test set differs from the training set
in the baseline model (e.g., when Stance is used as
the train set and Values as the test set, the ACC of
LLMEmbed drops from 66.12% to 45.16%, and
F1 drops from 63.79% to 39.42%), indicating that
the baseline model is highly sensitive to out-of-
distribution data. In contrast, DET’s ACC drops
from 68.32% to 59.81%, and F1 from 66.23% to
59.13%, further demonstrating that our dialectical
prompting can effectively alleviate this issue and
exhibit stronger domain adaptation capabilities.

4.5 Ablation Studies
To evaluate the contribution of each component,
We conduct the ablation study on the Ethos dataset
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Variant ACC F1 EQ
DET 87.63 87.09 4.68
w/ Dial.explanations only 86.44 84.61 4.63
w/ Orig.Text + Dial.explanations (i.e., DET) 87.63 87.09 4.68
w/ Dial.explanations + Orig.Text 84.44 82.16 4.66
w/ Uni.explanation only 79.00 76.25 3.78
w/ Orig.Text + Uni.explanation 83.00 80.68 3.76
w/ Uni.explanation + Orig.Text 80.56 78.39 3.75
w/ Orig.Text only 81.22 79.17 3.82
w/ Cross-Entropy Loss 86.00 85.49 4.48

Table 6: Ablation study results on zero-shot Ethos.

Our DET with LLM
Law Politics NLI

Overruling Stance4Trump RTE
ACC F1 EQ ACC F1 EQ ACC F1 EQ

LLAMA 3.1-8B 89.83 89.74 4.31 56.27 55.06 3.86 50.90 26.18 4.47
LLAMA 3.1-70B 96.90 95.84 4.70 79.85 77.63 4.50 84.84 60.42 4.53
LLAMA 3.1-405B 97.01 96.21 4.66 77.82 76.57 4.31 90.25 70.36 4.82

Table 7: Performance under LLMs of different sizes.

with several variants, which are introduced as
follows: 1) w/ Dial.explanations only variant,
only dialectical explanations generated by GPT-
3.5-turbo are used, excluding the original text.
2) w/ Orig.Text + Dial.explanations (i.e., DET)
and w/ Dial.explanations + Orig.Text variants
combine both elements, differing in input or-
der. 3) w/ Uni.explanation only variant uses
only unidirectional explanations. 4) w/ Orig.Text
+ Uni.explanation and w/ Uni.explanation +
Orig.Text variants combine unidirectional expla-
nations with the original text in different sequences.
5) w/ Orig.Text only variant serves as a baseline,
using just the original text. 6) w/ Cross-Entropy
Loss variant uses cross-entropy for training.

As shown in Table 6, using only dialectical ex-
planations achieves the second-highest EQ score
of 4.63, along with an accuracy of 86.44% and an
F1 score of 84.61%, highlighting the significant
impact of dialectical explanations. When the origi-
nal text is combined with dialectical explanations,
the model achieves high performance, while the
baseline using only unidirectional explanations per-
forms the worst. Using only the text also results in
a significant drop in all metrics. Furthermore, re-
placing the loss function in DET with cross-entropy
loss leads to performance degradation. These com-
prehensive ablation studies further validate the crit-
ical role of our method in enhancing both model
performance and explanation quality.

Furthermore, to explore DET’s performance
with LLMs of varying sizes, we conducted addi-
tional experiments on the RTE, Stance4Trump, and
Overruling to assess this impact. As shown in Ta-
ble 7, with the increase in the size of LLMs, ACC,
F1, and EQ values all improve, especially on the

Methods Overruling Stance4Trump RTE
ACC F1 EQ ACC F1 EQ ACC F1 EQ

GPT4(+COT) 94.03 93.86 4.26 75.26 75.11 3.99 50.49 31.37 4.39
GPT-4O-m(+COT) 92.15 92.08 4.20 70.19 70.94 3.81 48.05 31.26 4.21
Llama 3.1-8B(+COT) 90.47 90.14 4.34 61.53 60.36 3.87 49.64 27.04 4.19
DET 97.31 97.25 4.55 79.75 76.17 4.26 85.43 81.87 4.66

Table 8: Performance Comparison between dialectical
explanations and CoT .

Methods MASSIVE fr-FR MASSIVE zh-CN
GPT4 0.24 0.28
o1-mini 0.38 0.41
DeepSeek-R1 0.42 0.53
LLMEmbed 1.34 2.07
DeBERTa (W/O generate explanations) 0.76 0.95
DeBERTa + LIME 1.45 1.64
DeBERTa + SHAP 1.63 1.79
DET 1.07 1.36

Table 9: Average time (s) on the MASSIVE fr-FR and
MASSIVE zh-CN.

RTE, where a clear positive correlation is observed.
However, we found some exceptions on the Over-
ruling and Stance4Trump, and these variations may
reflect the influence of specific task characteristics
and dataset properties on the performance of DET.

To compare the proposed dialectical explana-
tions with the traditional Chain-of-Thought (COT),
we conducted experiments using GPT-4, GPT-
4o-m, and Llama 3.1 on three datasets. As
shown in the Table 8, COT can help enhance the
model’s classification performance, but our method
is still the most optimal. Additionally, for the
parameter and cost analysis of DET, please refer
to Figures 7 and 8 in Appendix C.4, respectively.

4.6 Efficiency Comparison
We measured the average time required to gener-
ate explanations and perform training, as shown in
Table 9. It can be seen that although the average
runtime of our method is relatively longer, its per-
formance surpasses that of methods that directly
use LLMs, and the average runtime of our method
is still shorter than that of methods that do not di-
rectly use LLMs. To further reduce the time and
cost required for generating explanations, we can
apply dialectical prompting only to ambiguous or
unclear cases.

4.7 Case Studies
To further illustrate the effectiveness of DET, con-
sider the input text “All mental illnesses are awful
and must be treated” from the Ethos dataset. Using
our Dialectical Prompting Strategy, we generated
explanations for multiple potential labels. DET
predicted it as "hate speech" and provided the ex-
planation: "The phrase ‘all mental illnesses are
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Expert 1: “Although the sentence includes a call for treatment, 

the phrase ‘all mental illnesses are awful’ is negative, which 

could harm individuals with mental illnesses. Therefore, I 

classify this sentence as hate speech.”

Expert 2: “The negative statement about mental illnesses 

creates a stigmatizing impact, despite the call for treatment. 

Hence, I also classify this sentence as hate speech.”

The phrase ‘all mental illnesses are 

awful’ is a negative and stigmatizing 

statement toward individuals with 

mental illnesses, which can be 

considered hate.

DET Causal graph

Empathy 

Expression

Dehumanization 

Language

Targeted 

Group Type

Call for or 

Glorification 

of Harm

Label

Figure 5: Classification explanation verification.

awful’ is a negative and stigmatizing statement to-
ward individuals with mental illnesses, which can
be considered hate."

To validate the effectiveness and credibility of
DET-generated explanations, we invited two hu-
man experts to interpret and classify the same ex-
ample. As shown in Figure 5, the human experts
agreed that the phrase “all mental illnesses are aw-
ful" is stigmatizing and potentially harmful, despite
the call for treatment. They classified the sentence
as hate speech, providing detailed reasoning similar
to that of the DET method. Additionally, we invited
other experts to evaluate the reasoning processes of
both human and machine explanations. Finally, we
employed a causal discovery algorithm COAT (Liu
et al., 2024a) to derive a directed acyclic graph,
which revealed a causal relationship between the
word awful and the text label, further validating the
effectiveness of our method. Detailed information
can be found in the Appendix C.5.

5 Conclusion

In this paper, we propose a novel Dialectical
Explanation Training method that combines Di-
alectical Prompting, Explanation-Guided Train-
ing, and EDL theory to enhance both the per-
formance and explainability of text classification.
By generating dialectical explanations and incor-
porating them directly into the training process,
our method effectively tackles challenges such as
context-dependent expressions, complex linguistic
phenomena, and poor interpretability. Extensive
experiments demonstrate that our method achieves
significant improvements across multiple metrics.
These results underscore the potential of our ap-
proach to make text classification more reliable
and interpretable, particularly in high-stakes do-
mains such as finance, law, and value alignment,
where transparency and robustness are essential.
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Limitations

In this study, we propose DET to improve the per-
formance and explainability of text classification.
However, we also identify several limitations of
DET: (1) DET still requires access to labeled data
for text classification tasks in order to learn model
parameters. In some real-world scenarios, label
information may be restricted or unavailable, and
this dependency limits its practicality. (2) Whether
the fine-tuning method based on dialectical expla-
nations is effective in LLMs training or fine-tuning
remains to be further explored. (3) The general-
ization ability of DET still needs improvement. In
future work, we will incorporate causal inference
or stable learning to alleviate this issue.

Ethics Consideration

A potential issue is data leakage, where some test
samples may overlap with the training data. This
concern is particularly relevant when using and
evaluating LLMs, as they are typically pre-trained
on large-scale corpora spanning multiple domains.
However, in our experiments, we use a smaller
model, DeBERTa, instead of directly employing
LLMs for text classification, thereby avoiding the
risk of data leakage.
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A Related Work

A.0.1 LLM-Generated Explanations
Recent advancements have focused on using LLM-
generated rationales to enhance model performance
and interpretability (Kwon et al., 2024; Bhattachar-
jee et al., 2024). LLMs can explain their pre-
dictions by generating high-quality explanations,
which improve few-shot or zero-shot performance
when used to augment input prompts (Wei et al.,
2022). These explanations have also been used
as additional information to “self-improve" LLMs
(Krishna et al., 2023; He et al., 2024a). However,
the large size of LLMs limits their utility in many
applications. To address this, generated rationales
can be leveraged as informative supervision to train
smaller, task-specific models that can be deployed
with lower computation and memory costs (Hsieh
et al., 2023; Koa et al., 2024; Hu et al., 2024; He
et al., 2024b). Our method integrates explanation
generation with prediction using dialectical prompt-
ing and explanation-guided training. This improves
accuracy, provides multi-angle explanations, and
addresses significant gaps in current literature.

A.0.2 Evidential Deep Learning
To accurately quantify the uncertainty of the model,
recent EDL (Sensoy et al., 2018; Amini et al.,
2020) is developed from the evidence framework
of Dempster-Shafer Theory (DST) (Sentz and Fer-
son, 2002) and the subjective logic (SL) (Josang,
2016). For a K-class classification problem, the
EDL treats the input x as a proposition and re-
gards the classification task as to give a multino-
mial subjective opinion in a K-dimensional domain
{1, ...,K}. The subjective opinion is expressed as
a triplet ω = (b, u, a), where b = {b1, ..., bK} is
the belief mass, u represents the uncertainty, and
a = {a1, ..., aK} is the base rate distribution. For
any k ∈ [1, 2, ...,K], the probability mass of a
multinomial opinion is defined as:

pk = bk + aku . (8)

To enable the probability meaning of pk, i.e.,∑
k pk = 1, the base rate ak is typically set to

1/K and the subjective opinion is constrained by

u+
K∑

k=1

bk = 1 . (9)

Besides, for a K-class setting, the probability
mass p = {p1, p2, · · · , pK} is assumed to fol-
low a Dirichlet distribution parameterised by a

K-dimensional Dirichlet strength vector α =
{α1, α2, · · · , αK}:

Dir (P|α) =





1
B(α)

K∏

k=1

pαk−1
k , for p ∈ Sk

0, otherwise ,

(10)
where B (α) is a K-dimensional Beta function, Sk

is a K-dimensional unit simplex. The total strength
of the Dirichlet is defined as S =

∑K
k=1 αk. Note

that for the special case when K = 2, the Dirichlet
distribution reduces to a Beta distribution and a
binomial subjective opinion will be formulated in
this case.

According to the evidence theory, the term evi-
dence is introduced to describe the amount of sup-
porting observations for classifying the data x into
a class. Let e = {e1, · · · , eK} be the evidence
for K classes. Each entry ek ⩾ 0 and the Dirich-
let strength α are linked according to the evidence
theory by the following identity:

α = e+ aW , (11)

where W is the weight of uncertain evidence. With
the Dirichlet assumption, the expectation of the
multinomial probability P is given by

E (pk) =
αk∑K
k=1 αk

=
ek + αkW

w +
∑K

k=1 ek
, (12)

With loss of generality, the weight W is set to K
and considering the assumption of the subjective
opinion constraint in Eq. 9 that αk = 1/K, we
have the Dirichlet strength αk = ek + 1 according
to Eq. 11. In this way, the Dirichlet evidence can
be mapped to the subjective opinion by setting the
following equality’s:

bk =
ek
S and u =

K

S . (13)

Therefore, we can see that if the evidence ek
for the k-th class is predicted, the corresponding
expected class probability in Eq. 8 (or Eq. 12) can
be rewritten as pk = αk/S . From Eq. 13, it is clear
that the predictive uncertainty u can be determined
after αk is obtained.

B Derivation of the Loss Function

Inspired by the idea of DEL, we leverage the
DeBERTa-base model in DET to directly predict
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the evidence ei from the given input xi for a K-
class classification problem. In particular, the out-
put of the DeBERTa-base model is activated by a
non-negative evidence function. Considering the
Dirichlet prior, the DeBERTa-base model is trained
by minimizing the negative log-likelihood (NLL)
loss 3:

Lnll−edl,i (y, e; θ) =− log

(∫ K∏

k=1

pyikik

1

B (αi)

K∏

k=1

pαik−1
ik dPi

)

=− log

[
1

B (αi)

∫ K∏

k=1

pαik+yik−1
ik dPi

]

=− log

[
1

B (αi)
B (αi + yi)

]

=− log

[
B (αi)

B (αi + yi)

]
.

(14)
Also note that:

B (αi) =

K∏

k=1

Γ (αik)

Γ

(
K∑

k=1

αik

) =

K∏

k=1

Γ (αik)

Γ (Si)
, (15)

where Γ (· ) is the gamma function.

B (αi + yi) =

K∏

k=1

Γ (αik + yik)

Γ




K∑

k=1

αik + yik




=

K∏

k=1

Γ (αik + yik)

Γ(Si+1) .

(16)
Combining Eq. 15 and 16, we obtain:

B(αi)
B(αi+yi)

= Γ(Si+1)
Γ(Si)

K∏

k=1

Γ (αik)

Γ (αik + 1)
=

K∏

k=1

Si

αik
=

K∏

k=1

( Si

αik

)yik

.

(17)
By combining Eq. 14 and 17, we get:

Lnll−edl,i (y, e; θ) =− log

[
B (αi)

B (αi + yi)

]

=
∑K

k=1 yik (log (Si)− log (eik + 1)) ,

(18)
where yi = {yi1, · · · , yiK} is an one-hot K-
dimensional label for sample xi and ei can be
expressed as ei = g (F (xi; θ)). Here, F is the
DeBERTa-base model parameterized by θ and g
is the evidence function such as exp, softplus, or
ReLU.

Finally, the evidence of non-target classes is sup-
pressed by minimizing the KL divergence between

3Please note that, similar to existing research (Bao et al.,
2021), we choose the NLL loss as the loss function. However,
in other scenarios, the determination of Ledl should be flexibly
chosen based on the specific task to achieve optimal model
performance.

the modified Dirichlet distribution and the uniform
distribution. Specifically, the regularization term
has the following form:

Lkl = KL (Dir (p, α̃xi) ,Dir (p,1)) , (19)

where Dir (p,1) is the uniform Dirichlet distribu-
tion, α̃xi = y+(1− y)⊙αxi is the Dirichlet param-
eter for sample xi after removing non-misleading
evidence from the predicted parameters, and ⊙
represents the Hadamard product. Therefore, the
overall loss function is as follows:

L (θ) =
m∑

i=1

Lnll−edl,i (y, e; θ)

+ λt

m∑

i=1

KL [Dir (pi | α̃xi) ∥ Dir (pi | ⟨1, · · · , 1⟩)] ,

(20)
where λt = min (1.0, t/10) ∈ [0, 1] is the anneal-
ing coefficient, and t is the index of the current
training epoch.

C More Details about Experiments

In this section, we provide more details of experi-
ment setup for the reproducibility of the experiment
results.

C.1 Datasets
To ensure a thorough evaluation of our method’s
ability to handle text classification challenges
across different high-stakes application domains,
such as finance, law, and value alignment, we
selected eight representative datasets from high-
stakes domains: StockEmotions (Lee et al., 2023)
for finance, which contains text data related to stock
market emotions; Overruling (Zheng et al., 2021)
for law, focusing on the classification of judicial
opinions to determine whether they have been over-
ruled; Stance4Trump (Kawintiranon and Singh,
2021) for politics, which assesses the stance clas-
sification regarding support for or against former
President Trump; Ethos (Mollas et al., 2022) for
hate speech detection; RTE (Dagan et al., 2006)
for natural language inference tasks to determine
whether a given hypothesis logically follows from a
given premise; ValueNet (Qiu et al., 2022) for value
alignment, where sentences are classified based
on their alignment with a stated value; AGNews
(Zhang et al., 2015) consists of 4 types of news
articles from the AG’s corpus. The dataset con-
tains 120000 training and 7600 testing examples,
and the max length of words is 177. These datasets
were chosen to provide a comprehensive evaluation
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of our method’s performance across high-stakes
application domains; and MASSIVE (Fitzgerald
et al., 2023) contains 1 million realistic, multilin-
gual parallel-labeled virtual assistant utterances,
covering 51 languages, 18 domains, 60 intents, and
55 slots.

C.2 Evaluation Materials

Return a JSON array with these fields
({fields}) as the answer. You are an
expert in NLP and linguistic analysis.
Please evaluate the explanation of every
sample for a text classification task in
the JSON file on a scale of 1-5 (1 being
the lowest, 5 being the highest) based
on the following criteria. Additionally,
provide detailed justifications referenc-
ing specific aspects of the explanation
and the text for each score.

C.2.1 Clarity.
• Score 1: The explanation is very unclear or

difficult to understand.

• Score 2: The explanation is unclear in many
parts and needs significant improvement.

• Score 3: The explanation is mostly clear but
has some areas that need improvement.

• Score 4: The explanation is clear but could
benefit from minor enhancements.

• Score 5: The explanation is very clear, with
no ambiguity.

Guiding Questions:

• Does the explanation use language that is easy
to understand?

• Does the explanation avoid complex terms or
convoluted sentence structures?

• Are there specific examples or wording that
make the explanation clearer?

C.2.2 Relevance.
• Score 1: The explanation is completely unre-

lated to the given text and classification task.

• Score 2: The explanation has limited rele-
vance to the text and task, with many unrelated
parts.

• Score 3: The explanation is mostly relevant,
but some parts are not pertinent.

• Score 4: The explanation is relevant, with
only minor deviations.

• Score 5: The explanation is entirely relevant,
closely aligned with the text and classification
task.

Guiding Questions:

• Does the explanation directly address the core
issue of the classification task?

• Is the explanation closely related to the con-
tent of the text?

• Are there parts of the explanation that deviate
from the text or task?

C.2.3 Completeness.
• Score 1: The explanation is very incomplete,

missing critical factors.

• Score 2: The explanation is incomplete, miss-
ing several important details.

• Score 3: The explanation is mostly complete
but lacks some details.

• Score 4: The explanation is complete, with
only minor omissions.

• Score 5: The explanation is very complete,
covering all critical factors with no omissions.

Guiding Questions:

• Does the explanation cover all the critical fac-
tors influencing the classification decision?

• Are any important details or factors missing
from the explanation?

• Does the explanation provide sufficient back-
ground information to support the classifica-
tion decision?

C.2.4 Consistency.
• Score 1: The explanation is completely incon-

sistent with the classification result.

• Score 2: The explanation has several incon-
sistencies with the classification result.

• Score 3: The explanation has some consis-
tency with the classification result, but not
fully.
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• Score 4: The explanation is consistent with
minor inconsistencies.

• Score 5: The explanation is entirely consis-
tent with the classification result.

Guiding Questions:

• Is the explanation consistent with the classifi-
cation result?

• Are there any parts of the explanation that
contradict the classification result?

• Does the explanation provide enough evi-
dence to support the classification result?

C.2.5 Credibility.
• Score 1: The explanation is not credible or

contains obvious errors.

• Score 2: The explanation has low credibility
with several doubtful elements.

• Score 3: The explanation is somewhat credi-
ble but contains elements that are doubtful.

• Score 4: The explanation is credible with mi-
nor issues.

• Score 5: The explanation is credible and
aligns with known information and logic.

Guiding Questions:

• Is the explanation logical and credible?

• Does the explanation contain any obvious er-
rors or false information?

• Are there any parts of the explanation that
seem suspicious or unreliable?

Text: {original_text}
Model’s Classification: {pred_label}
Model’s Explanation: {explanation}

C.3 Evaluation Metrics

Similar to previous methods (Lin et al., 2021; Liu
et al., 2024b), we use ACC to evaluate classifica-
tion performance. To assess the quality of the mod-
els’ generated explanations for predicted labels, we
have designed a custom Explanation Quality (EQ)
metric, inspired by (Hoffman et al., 2018; Chen
et al., 2023), which demonstrated the results of
using LLMs to evaluate explanation quality are

highly correlated with human evaluations, proving
the effectiveness of this method.

Our evaluation method employs two state-of-the-
art LLMs: GPT-4o (OpenAI, 2024) and Claude
3.5-sonnet (Anthropic, 2024). And we assess ex-
planations based on five key dimensions: clarity,
relevance, completeness, consistency, and credibil-
ity, using a 5-point scale. These models were cho-
sen for their capabilities in understanding complex
linguistic phenomena and human-like reasoning.
Appendix A contains the questions and instruc-
tions for instructing the LLMs on how to evaluate
explanations.

The evaluation process involves assessing all
samples in the test datasets. Each LLM indepen-
dently evaluates all samples. Each sample’s final
EQ score is calculated as the average of its five-
dimensional scores. Due to the presence of hate
speech in the Ethos dataset and model safety usage
restrictions, Claude 3.5-sonnet was unable to pro-
duce evaluation results for more than half of the
samples in the Ethos dataset. Therefore, for Ethos
dataset, we used EQ score from GPT-4o as the final
score. For other datasets, we used the average of
the GPT-4o and Claude 3.5-sonnet evaluations.

To validate this approach, we compared LLM
evaluations with those of five human experts on a
subset of 120 explanations, selecting 20 samples
from each of the six datasets. The evaluation results
were compared with those from GPT-4o (120 com-
plete samples) and Claude 3.5-sonnet (100 samples
excluding the Ethos dataset) using Pearson corre-
lation coefficient (Benesty et al., 2009) and Krip-
pendorff’s alpha (Hayes and Krippendorff, 2007).
Instead of comparing with multiple experts, which
can introduce variability, we used the evaluation
from the expert with the highest average consis-
tency with the others. This method involved cal-
culating Krippendorff’s alpha to determine each
expert’s average consistency and selecting the most
consistent one. This ensured a robust comparison
with the most representative expert evaluation. The
final results are shown in Table 2. The results show
that the LLM evaluations and human expert evalua-
tions are very relevant and consistent. This proves
that our designed EQ metric is valid and reliable.

C.4 More Experimental Results

The complete experimental results with mean and
variance are shown in Table 10.
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Figure 6: The uncertainty distribution across different
datasets.
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Figure 7: Model performance under different parameter
settings on the Ethos dataset.

Uncertainty Analysis. The uncertainty distribu-
tions of DET on the Overruling, StockEmotions,
Stance4Trump, and ValueNet datasets are shown in
Figure 6. Overall, correctly classified samples ex-
hibit lower uncertainty, while DET assigns higher
uncertainty values to misclassified samples. And
uncertainty is higher on StockEmotions and val-
ues. In this scenario, introducing the EDL theory
not only allows for measuring the classification
uncertainty of each sample but also significantly
enhances the model’s classification performance.

Parameter Analysis . We mainly analyzed the
impact of the temperature coefficient, uncertainty
threshold, and λ in Equation 5 on model perfor-
mance. As shown in Figure 7(a) and (c), the tem-
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Figure 8: The cost statistics using our model with dif-
ferent sample size on StockEmotions and ValueNet
datasets.

perature parameter of large language models and
λ have a relatively minor impact on model per-
formance. In contrast, Figure 7(b) illustrates that
accuracy increases when the uncertainty of predic-
tions falls below a certain threshold.

Cost Analysis. We reported the costs of our
method with varying sample sizes, as shown in
Figure 8. We can conclude that the costs produced
by DET do not exhibit a linear relationship with
increasing sample sizes, indicating good economic
efficiency.

Expert 3: “The explanations generated by the
DET method are very detailed and help me
understand why the sentence is classified as
hate speech. The multi-perspective analysis is
particularly valuable.”

Expert 4: “The machine-generated expla-
nations are highly consistent with human
reasoning. The DET method effectively
understands complex contexts.”

Expert 5: “The DET method has the ability to
summarize and extract important evidence.”

Figure 9: Expert evaluations on reasoning processes of
both human and machine explanations.

C.5 More Evaluations in Case Study
As shown in Figure 9, the evaluating experts found
that the explanations generated by the DET method
exhibit two important properties: consistency with
human reasoning and selective summarization of
important evidence. The explanations align with
how human experts comprehensively consider vari-
ous factors in their judgments. For example, while
the traditional classifier failed to recognize the neg-
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Methods
Finance Law Politics Hate NLI Values News

StockEmotions Overruling Stance4Trump Ethos RTE ValueNet AGNews
ACC F1 EQ ACC F1 EQ ACC F1 EQ ACC F1 EQ ACC F1 EQ ACC F1 EQ ACC F1 EQ

Models With No Explanation
GPT-3.5 (ZSL) 71.81±0.05 70.14±0.05 - 90.85±0.04 86.94±0.09 - 70.61±0.02 69.89±0.11 - 83.61±0.07 82.67±0.09 - 49.46±0.02 28.16±0.06 - 61.20±0.08 55.62±0.05 - 86.23±0.10 87.23±0.09 -
GPT-3.5 (FSL, k=4) 83.27±0.09 80.69±0.06 - 92.81±0.11 90.67±0.13 - 75.77±0.06 73.45±0.08 - 84.93±0.08 82.21±0.11 - 73.01±0.07 58.67±0.12 - 55.29±0.08 48.29±0.14 - 88.70±0.15 88.68±0.10 -
GPT-4o-m (ZSL) 79.00±0.05 76.31±0.10 - 95.51±0.09 94.55±0.15 - 76.05±0.07 76.13±0.16 - 85.33±0.10 85.00±0.07 - 49.10±0.08 29.61±0.17 - 57.34±0.07 41.80±0.11 - 83.43±0.14 83.00±0.18 -
GPT-4o-m (FSL, k=4) 79.70±0.11 78.50±0.14 - 94.55±0.18 93.26±0.14 - 76.81±0.11 75.68±0.18 - 86.50±0.12 86.66±0.13 - 71.84±0.08 40.64±0.13 - 60.57±0.11 49.67±0.14 - 87.70±0.16 87.44±0.19 -
o1-mini (ZSL) 83.10±0.09 80.00±0.12 - 91.99±0.13 94.40±0.08 - 73.59±0.14 74.81±0.09 - 86.00±0.15 85.92±0.10 - 49.82±0.17 31.51±0.13 - 61.27±0.16 59.85±0.10 - 85.41±0.23 84.69±0.25 -
o1-mini (FSL, k=4) 82.90±0.12 78.92±0.17 - 92.31±0.14 92.29±0.09 - 76.81±0.08 75.79±0.12 - 85.77±0.13 85.40±0.18 - 58.12±0.12 31.22±0.19 - 62.59±0.25 60.13±0.19 - 86.97±0.16 86.32±0.20 -
DeepSeek-R1 (ZSL) 78.60±0.09 80.79±0.13 - 93.91±0.16 93.57±0.19 - 77.51±0.24 76.31±0.26 - 85.00±0.13 84.98±0.15 - 48.01±0.16 30.47±0.19 - 59.96±0.12 41.92±0.18 - 86.60±0.19 86.56±0.24 -
DeepSeek-R1 (FSL, k=4) 81.00±0.17 79.26±0.11 90.38±0.19 90.35±0.07 - 77.75±0.09 77.64±0.13 - 85.33±0.15 85.25±0.11 - 49.10±0.14 30.94±0.08 - 60.24±0.16 57.67±0.10 - 88.16±0.19 86.38±0.23 -
DeBERTa 77.93±0.06 75.47±0.13 - 96.69±0.11 96.11±0.15 - 73.76±0.13 73.19±0.21 - 81.22±0.17 78.56±0.20 - 76.41±0.14 72.29±0.09 - 66.03±0.21 62.21±0.16 - 85.13±0.20 83.61±0.27 -
CARP 74.25±0.20 72.18±0.23 - 94.36±0.17 91.04±0.12 - 70.46±0.11 69.81±0.09 - 79.61±0.18 78.23±0.14 - 60.54±0.17 60.25±0.13 - 65.43±0.19 63.62±0.22 - 83.29±0.19 82.76±0.24 -
LLMEmbed 77.93±0.09 76.34±0.08 - 96.74±0.13 94.85±0.15 - 71.11±0.14 70.28±0.12 - 81.22±0.09 79.65±0.11 - 62.71±0.12 60.47±0.14 - 66.03±0.09 63.79±0.14 - 90.25±0.19 88.24±0.25 -

Models With Explanations
GPT-3.5 68.20±0.09 69.50±0.07 4.17±0.05 83.33±0.11 78.90±0.14 3.67±0.09 63.50±0.17 59.60±0.14 3.69±0.08 73.00±0.17 69.78±0.19 3.96±0.11 47.29±0.19 28.02±0.22 4.05±0.13 55.14±0.19 49.05±0.27 3.95±0.16 87.00±0.15 88.52±0.19 3.87±0.12

LLAMA 3.1-8B 70.46±0.10 69.84±0.13 4.13±0.09 89.83±0.16 89.74±0.18 4.31±0.12 56.27±0.09 55.06±0.13 3.86±0.11 74.41±0.10 53.62±0.13 2.08±0.06 50.90±0.14 26.18±0.09 4.17±0.05 55.43±0.16 45.60±0.20 3.14±0.14 12.67±0.11 45.25±0.16 3.33±0.14

GPT-4 68.20±0.10 68.05±0.13 4.17±0.05 93.35±0.16 93.44±0.12 4.34±0.08 74.43±0.16 72.66±0.18 3.90±0.10 84.67±0.12 85.81±0.07 4.24±0.06 48.01±0.15 30.26±0.10 4.31±0.09 55.14±0.17 52.36±0.10 3.95±0.09 88.57±0.20 87.94±0.13 4.65±0.19

GPT-4o-m 75.10±0.11 74.31±0.13 4.20±0.05 90.70±0.13 90.31±0.09 4.12±0.12 68.44±0.10 67.42±0.16 3.75±0.11 85.00±0.13 83.31±0.18 4.05±0.09 46.93±0.07 30.07±0.12 4.18±0.10 58.00±0.13 46.00±0.11 4.06±0.17 87.60±0.17 87.65±0.21 4.37±0.09

o1-mini 80.37±0.14 78.11±0.12 4.20±0.07 94.53±0.16 94.53±0.10 4.12±0.11 75.20±0.17 74.23±0.13 3.75±0.12 85.58±0.18 84.51±0.15 4.05±0.12 49.82±0.11 31.29±0.12 4.18±0.08 58.00±0.07 57.64±0.11 4.06±0.13 87.41±0.22 86.38±0.18 4.50±0.11

DeepSeek-R1 78.60±0.13 79.03±0.17 4.25±0.10 95.19±0.12 95.19±0.09 4.21±0.08 77.57±0.16 76.38±0.19 4.06±0.13 86.33±0.16 86.33±0.11 4.72±0.12 49.82±0.14 29.68±0.12 4.35±0.08 58.61±0.09 58.36±0.12 4.66±0.07 83.77±0.16 84.09±0.19 4.32±0.10

DeBERTa + LIME 77.93±0.19 75.47±0.12 1.95±0.13 96.69±0.11 96.11±0.16 2.00±0.10 73.76±0.13 73.19±0.14 1.85±0.08 81.22±0.16 78.56±0.19 1.90±0.06 76.41±0.13 72.29±0.09 1.80±0.08 66.03±0.10 62.21±0.12 1.87±0.13 85.13±0.18 83.61±0.24 1.84±0.17

DeBERTa + SHAP 77.93±0.19 75.47±0.23 2.10±0.14 96.69±0.17 96.11±0.12 2.15±0.14 73.76±0.16 73.19±0.20 2.05±0.11 81.22±0.13±0.11 78.56±0.14 2.10±0.12 76.41±0.10 72.29±0.08 2.00±0.07 66.03±0.13 62.21±0.10 2.08±0.12 85.13±0.18 83.61±0.11 2.37±0.16

DET (our) 84.83±0.03 82.36±0.07 4.61±0.06 97.31±0.11 97.25±0.09 4.55±0.10 79.95±0.09 76.17±0.15 4.26±0.08 87.63±0.13 87.09±0.17 4.68±0.10 85.43±0.11 81.87±0.16 4.66±0.10 68.32±0.13 66.23±0.12 4.23±0.09 95.46±0.17 93.16±0.19 4.85±0.14

Table 10: Main results: performance comparison across datasets. Note: GPT-3.5 = GPT-3.5-turbo; GPT-4o-m =
GPT-4o-mini. Bold numbers indicate the best results.

Figure 10: The complete causal graph for the Ethos dataset.

ative impact of the phrase “all mental illnesses are
awful,” the DET method identified and balanced
these harmful implications, mirroring human rea-
soning. Furthermore, the DET method effectively
summarizes and highlights critical information,
which enhances the transparency and reliability of
classification decisions. These properties make the
DET method particularly suitable for high-stakes
applications, demonstrating significant potential
for practical use. Expert reviews confirmed that
the method works and is useful, showing that DET-
generated explanations are a strong and trustworthy
foundation for difficult text classification tasks.

As shown in Figure 10, we obtain a complete
causal graph using the causal discovery algorithm
COAT. We find that Empathy Expression, Dehu-

manization Language, Targeted Group Type, and
Call for or Glorification of Harm jointly determine
the classification label of the text. In the case anal-
ysis, the term “awful” in the text corresponds to
Empathy Expression, which further demonstrates
the effectiveness of DET and the explanation met-
rics we proposed.
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