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Abstract

As the parameter size of language models
becomes extremely large, fine-tuning them
with limited resources has become a challeng-
ing task. Latest advancements in parameter-
efficient fine-tuning (PEFT) techniques allow
for adjustments to only a minor fraction of the
parameters of these LLMs. Yet, most of PEFT
methods may suffer from the following limita-
tions: (1) As the rank decreases sharply, PEFT
methods like LoRA and Adapter tuning will
exhibit significant performance degradation in
downstream tasks. (2) An accuracy gap be-
tween these methods and full fine-tuning (Full-
FT) still exists. To tackle these problems, we
propose a Low-Rank Direct Attention Adap-
tation (LoRaDA) method for efficient LLM
fine-tuning. Specifically, we introduce a novel
Low-rank Multi-head Attention Map Module
(LMAM), which can bring negative attention to
self-attention modules and learn low-rank atten-
tion weights directly, capturing the characteris-
tics of downstream tasks. Furthermore, LMAM
can serve as a plug-in to existing methods, such
as LoRA and Adapter, providing state-of-the-
art performance even with extreme low rank set-
ting. Extensive experiments on various down-
stream tasks demonstrate the superior perfor-
mance of our LoRaDA method. Specifically,
LoRaDA even outperforms the full fine-tuning
method by up to 2.1% on GLUE benchmark.
As a plug-in, LMAM boosts the accuracy of
LoRA by up to 27.7% with LLaMA-7B on
Commonsense Reasoning benchmark.

1 Introduction

Most traditional NLP tasks acquire domain knowl-
edge from extensive amounts of text data, a naive
solution is fine-tuning all model parameters. With
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the rapid expansion of model parameters and
data volume, a multitude of large language mod-
els (LLM) have emerged, such as GPT-3 (175B)
(Brown et al., 2020), LLaMA (7B-65B) (Touvron
et al., 2023), and OPT (125M-175B) (Zhang et al.,
2022). The advent of these models has made full
fine-tuning increasingly impractical due to the enor-
mous resource consumption.

To address this challenge, researchers consider
tuning only a small subset of parameters of LLM
while keeping most parameters frozen. For ex-
ample, LoRA (Hu et al., 2021) employs the con-
cept of low-rank approximation by updating only a
subset of the parameters to fine-tuning the model.
Adapter (Houlsby et al., 2019) introduces small,
trainable modules into each layer of a pre-trained
model, allowing for efficient fine-tuning with min-
imal changes to the original model parameters.
All these methods are called parameter-efficient
fine-tuning (PEFT) , which significantly reduce the
trainable parameters and resource consumption.

However, most PEFT methods (Hu et al.,
2021; Houlsby et al., 2019), including their vari-
ants(Biderman et al., 2024; Bershatsky et al., 2024;
Yang et al., 2024), achieve lower performance com-
pared to full fine-tuning. In addition, the perfor-
mance of the latest methods (Liu et al., 2024; Yao
et al., 2024; Li et al., 2024; Zhou et al., 2024; Lin
et al., 2024; Feng et al., 2025) tend to degrade
sharply when the rank is significantly reduced.

We observe that most PEFT methods represent
attention map values as positive numbers between
0 and 1, and such a positive attention mechanism in
LLMs often allocates considerable attention to ir-
relevant contexts, degrading model performance, as
illustrated in (Ye et al., 2024; Liu et al., 2023; Kam-
radt, 2023). To cure this problem, recent works
(Naderi et al., 2024; Laplante et al., 2018; Ye et al.,
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2024; Meng et al., 2025) stress that negative at-
tention can cancel noise and boost the model’s
capability. For example, inspired by differential
amplifiers(Laplante et al., 2018) in electrical engi-
neering which output the difference between two
signals to eliminate common-mode noise, DIFF
Transformer(Ye et al., 2024) introduces negative
attention via a differential attention mechanism,
demonstrating the superior performance in long-
context modeling, key information retrieval, hal-
lucination mitigation and in-context learning. Po-
laFormer(Meng et al., 2025) points out that the
non-negative constraints on attention maps result
in significant information loss, leading to less dis-
criminative attention maps. Yet, these methods
aims to study new model architecture with nega-
tive attention, and such a model need to be trained
from scratch. Thus, these methods can not be di-
rectly applied in fine-tuning tasks. Based on this,
A naive approach of introducing negative atten-
tion to PEFT would be adding learnable attention
maps with both negative and non-negative values
to the original attention map. However, too many
learnable parameters in attention maps will cause
overfitting problems, as shown in (Li et al., 2025;
Li and Zhang, 2021).

Therefore we introduce a novel static plug-in
module called the Low-rank Multi-head Attention
Map (LMAM), which learns two low-rank weights
on attention maps, thus bring negative attention
to standard self-attention modules. As shown in
Figure 1 , the color blue indicates negative atten-
tions which suppress less important tokens (e.g.,
"is", "the", "Berling", "acted"), while the color red
represents salient tokens such as "Exquisitely", "su-
perbly", "deeply" and "quit". Thus it can enhance
model performance with a minimal rank and ef-
fectively capture the characteristics of downstream
tasks. As a plug-in, LMAM can enable state-of-
the-art PEFT methods to outperform Full-FT in
downstream tasks. To demonstrate the effective-
ness of our model, we conducted experiments on
multiple benchmarks such as Commonsense Rea-
soning (+1.2% performance), GLUE (+2.1% per-
formance), XSum and MT (+1.24% performance).
Our contributions can be briefly summarized as
follows:

• We propose a Low-Rank Direct Attention
Adaptation (LoRaDA) method for efficient
LLM fine-tuning, which can bring negative
attention to self-attention modules while di-

rectly learning low-rank attention weights.

• LMAM can serve as a static plug-in to ex-
isting methods, such as LoRA and Adapter
series methods, providing state-of-the-art per-
formance even with extreme low rank setting.

• Extensive experimental results on six stan-
dard benchmarks, including Commonsense
Reasoning, Long-sequence, Arithmetic Rea-
soning, GLUE, XSum and MT, demonstrate
that the proposed model performs favorably
against state-of-the-art fine-tuning methods.
Specifically, LoRaDA even outperforms the
full fine-tuning method by up to 2.1% on
GLUE benchmark. As a plug-in, LMAM
boosts the accuracy of LoRA by up to 27.7%
with LLaMA-7B on Commonsense Reason-
ing benchmark.

2 Related Works

As the size of models increases, the limitations of
full-parameter fine-tuning become apparent. The
high economic cost and the issue of catastrophic
forgetting are the two main challenges currently
faced. These issues have prompted researchers and
engineers to seek more efficient and cost-effective
fine-tuning strategies. Parameter Efficient Fine-
tuning (PEFT) involves fine-tuning a small number
of parameters in large models to reduce costs and
avoid catastrophic forgetting. The current PEFT
methods can be classified into four primary cat-
egories: LoRA-based methods (Hu et al., 2022;
Liu et al., 2024; Li et al., 2024; Biderman et al.,
2024; Bershatsky et al., 2024; Lin et al., 2024),
adapter-based methods (Houlsby et al., 2019; He
et al., 2021a; Yang et al., 2024; Li et al., 2024;
Zhou et al., 2024), prefix-based methods (Li and
Liang, 2021; Zhou et al., 2024; Lester et al., 2021;
Hambardzumyan et al., 2021), and others (Chen
et al., 2024; Wang et al., 2024; Yao et al., 2024;
Bhardwaj et al., 2024; Feng et al., 2025). The
core idea of Low-Rank Adaptation (LoRA) (Hu
et al., 2022) is to approximate the weight changes
in the model through low-rank matrix decomposi-
tion. Nevertheless, these methods exhibit consider-
able limitations, as their performance deteriorates
significantly with rank reduction, ultimately failing
to adequately capture the nuances of downstream
tasks. The second methods of PEFT is Adapter
(Houlsby et al., 2019), which adapts to new tasks by
inserting additional small network layers, known
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(a) Original Attention: Attn
(Neg Rat: 0.00%)

(b) LMAM Attention: Attns

(Neg Rat: 55.10%)
(c) Fused Attention: ˆAttn

(Neg Rat: 46.56%)
Figure 1: The attention heatmaps are generated using the Bert-base model on the SST2 dataset. They are derived
from attention maps of the first head in the model’s final layer. (a) represents the Original Attention generated from
the multiplication of the Query and Key matrices. (b) indicates the Attention produced by the Low-Rank Multi-head
Attention Map Module (LMAM). (c) represents the Fused Attention, obtained by adding (a) and (b). “Neg Rat"
represents ratio of negative information. Red indicates positive values, while blue indicates negative values.

as Adapter layers, into the architecture of the pre-
trained model, without the need to retrain the entire
model. The third PEFT method is Prefix-tuning (Li
and Liang, 2021), which adds a small, learnable
prefix of parameters at each model layer. These pre-
fixes serve as conditional information, guiding the
model to generate outputs that align with specific
tasks. Finally, we will introduce the other methods.
For instance, QuanTA (Chen et al., 2024) introduce
efficient high-rank fine-tuning to potential failures
of LoRA’s extreme low-rank approach in complex
downstream tasks. Feng et al. (2025) introduce a
variant of MoE that trains experts orthogonally to
encourage diversity.

3 Methodology

In this section, we begin by presenting the prelimi-
naries, including Multi-Head Attention and Differ-
ential Attention. We then give details of our pro-
posed low-rank multi-head attention map module
(LMAM). Finally, we discuss the extra operation
and memory consumption brought by LMAM.

3.1 Preliminaries

Multi-Head Attention The original Attention Map
(Attn) is computed by multiplying the query vector
Q with the transpose of the key vector K. The
specific calculation formula is as follows:

Attn = softmax(
QKT

√
d

), Q = XWQ,K = XWK

(1)
where X ∈ RN×d indicates the input feature, N
represents the input length, d denotes the feature
dimension. WQ,WK ∈ Rd×d are the weights
matrices. Q ∈ Rh×N×(d/h), K ∈ Rh×N×(d/h),
Attn ∈ Rh×N×N . h denotes the number of multi-
heads. After obtaining the Attn, it is multiplied
by the value vector V to produce the intermediate

representation of the token vectors O:

O = Attn · V, V = X ·WV (2)

where V,O ∈ Rh×N×(d/h). The outputs O are
formed as a convex combination of the value vec-
tors V , with coefficients provided by the attention
map Attn, whose values range from 0 to 1.

Differential Attention Differential Attention in
the DIFF Transformer (Ye et al., 2024) is computed
as follows:

Diff = softmax(
Q1K

T
1√

d/2
)−λsoftmax(

Q2K
T
2√

d/2
)

(3)
where [Q1;Q2] = XWQ ∈ RN×d, [K1;K2] =
XWK ∈ RN×d, Q1, Q2,K1,K2 ∈ RN×(d/2).
The value of λ can be obtained as follows:

λ = exp(λq1 · λk1)− exp(λq2 · λk2) + λinit, (4)

where λq1 , λk1 , λq2 , λk2 ∈ Rd/2 are learnable vec-
tors, and λinit ∈ (0, 1) is a constant.

3.2 Low-rank Multi-head Attention Map
Module

As highlighted in previous works (Ye et al., 2024;
Liu et al., 2023; Kamradt, 2023), despite the
widespread adoption of Transformers in large lan-
guage models, the conventional softmax-based at-
tention mechanism often allocates considerable
attention to irrelevant contexts, degrading model
performance. Moreover, PolaFormer(Meng et al.,
2025) points out that enforcing non-negative con-
straints on feature maps results in significant infor-
mation loss, leading to less discriminative attention
maps. To overcome these limitations, the DIFF
Transformer utilizes a differential attention mecha-
nism, as defined in Equations 3 and 4, introducing
negative attention to effectively suppress noise and
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Figure 2: The overall architecture of the proposed Low-Rank Direct Attention Adaptation (LoRaDA) for Efficient
LLM Fine-tuning. The Low-Rank Multi-head Attention Map Module, serving as the core structure of this framework,
introduces low-rank factors to construct static multi-head self-attention weights, bringing negative information to
the attention map. On the left, we apply LoRA solely to the linear transformation WQ for simplicity.

significantly enhance the model’s capability. How-
ever, this approach cannot be directly applied to
fine-tuning tasks because it alters the model ar-
chitecture by splitting the query (Q) and key (K)
matrices. A naive approach to address this issue
is to replace the term −λsoftmax(

Q2KT
2√

d/2
) with a

trainable parameter matrix W ∈ Rh×N×N , as they
share the same representation range. Consequently,
Equation 3 becomes:

Attndiff = softmax(
QKT

√
d

) +W (5)

Previous work(Li et al., 2025; Li and Zhang, 2021)
has shown that allocating too many fine-tunable
parameters can lead models to overfit and, conse-
quently, undermine their robustness. Inspired by
LoRA, we propose replacing W with two low-rank
matrices, Wa and Wb, significantly reducing the
number of trainable parameters. The resulting for-
mulation is expressed as:

Attndiff = softmax(
QKT

√
d

) +WaWb (6)

where Wa ∈ Rhs×n×r and Wb ∈ Rhs×r×n. The
variable r represents the low-rank value, while n
denotes a fixed token length that is independent of
the input. Overall, we propose the Low-rank Multi-
head Attention Map Module (LMAM), which can
bring negative attention to self-attention modules,
as illustrated in Figure 2.

To capture the token ordering, we add positional
embeddings to Wa and Wb following (Gehring
et al., 2017).

PEpos = 1/100002pos/n (7)

Wa[:, pos, :] = Wa[:, pos, :] + PEpos (8)

Wb[:, :, pos] = Wb[:, :, pos] + PEpos (9)

where pos is the position. We just add PEpos to
the second dimension of Wa, and third dimension
of Wb. During actual training, the main parameters
of the network are kept frozen, while Wa and Wb

remain trainable parameters. Parameters Wa and
Wb are multiplied through matrix multiplication to
generate an hs × n× n attention map:

Attns = (Wa ·Wb) · s (10)

where the s is a fixed hyperparameter, which con-
trols the magnitude of the Attns. Due to the multi-
plication of Wa and Wb, the resulting cumulative
product can numerically far exceed the original At-
tention Map. To achieve numerical consistency,
we introduce a scaling factor s. For decoder-only
architectures like LLaMA (Touvron et al., 2023),
Attns inherently applies a causal mask:

Attns = Attns ⊙Mcausal (11)

where ⊙ represents the dot product of the corre-
sponding positions. Mcausal is a lower triangular
matrix composed exclusively of the elements 0 and
1, used to mask the features of subsequent positions.
For other model architectures, the causal mask is
not applied. Then, the result is further added to the
original Attention Map:

ˆAttn = Attn+Attns (12)

where the + is an in-place operation. See the Sup-
plementary Materials for the exact insertion points
of Attns in the attention map across tasks, and for
the theoretical justification of our method.

Finally, this attention map is multiplied with the
value vector V in an inner product operation to
generate the final output:

O = ˆAttn · V (13)
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Table 1: Comparison of differences between LoRA and LMAM across various aspects.

Methods
Attention Map
(indirect/direct)

Surpass Full FT
(yes/no)

Negative Attention
(yes/no)

KV Cache
(yes/no)

LoRA indirect no no yes
LMAM direct yes yes yes

Table 2: Comparison of the distinct additional opera-
tions between LoRA and LMAM during inference.

Methods Extra Multi. Extra Add.
LoRA 0 0
LMAM 0 h {min(n,N)}2 → 0

Table 3: Comparison of additional memory consump-
tion between LMAM and Full-rank Multi-head Atten-
tion Map Module (FMAM) in a single LLM layer, where
r = 2.

Methods Training Inference

LMAM 2hn(12r + n) 2hnn
FMAM 12hnn 2hnn

LLaMA-7B (LMAM) 1.19MB 1MB
LLaMA-7B (FMAM) 6MB 1MB

LLaMA2-70B (LMAM) 2.38MB 2MB
LLaMA2-70B (FMAM) 12MB 2MB

As demonstrated in the Table 1, we further clar-
ify the differences between LoRA and LMAM
across several specific aspects. Compared to LoRA,
our method LMAM utilizes two low-rank matrices
to directly fine-tune the attention map. Addition-
ally, as shown in the Figure 1, our method intro-
duces negative information, which can address the
limitation: as the rank decreases sharply, PEFT
methods like LoRA tuning will exhibit significant
performance degradation in downstream tasks. At
last, our method can outperform full fine-tuning,
whereas LoRA cannot.

3.3 Operation and Memory Consumption

As shown in Table 2, we compare the addi-
tional computation operations between LoRA and
LMAM during inference. There are no additional
computations for the multiplication operations in
either LoRA or LMAM. In terms of addition op-
erations, LMAM incurs an additional computa-
tional cost of h {min(n,N)}2 addition operations,
which amounts to approximately 1.97 × 10−5 ×
(ta/tm) of the original LLM’s FLOPS. This over-
head becomes negligible in LLaMA-7B, where
N = 512, d = 4096, n = 128, and h = 32.
ta and tm represent the time cost of a single ad-
dition and multiplication operation, respectively.
Generally spearking, ta ≪ tm. Using ten runs on
a single NVIDIA A100 GPU for the OBQA bench-
mark(Mihaylov et al., 2018), the merged-LoRA

approach completed inference in 624.38 seconds,
while our method required 627.26 seconds—about
0.46 % slower. Furthermore, we also show the addi-
tional memory consumption in LMAM, as shown
in Table 3. We assume that the weights and ac-
tivations are stored in a 16-bit floating point for-
mat, meaning each element requires 2 bytes of stor-
age. During training, the additional memory con-
sumption includes weights parameters Wa and Wb

(4hnr), gradients (4hnr), Adam (16hnr), and activa-
tions (2hnn), resulting in a total of 2hn(12r + n),
which amounts to approximately 1.19MB in a sin-
gle LLaMA-7B layer. During the inference phase,
the offline weight Attns is directly added to the
Attn, which requires only an additional 1MB of
memory consumption in a single LLaMA-7B layer.
Even when the size of the large language model in-
creases to 70 billion parameters (LLaMA2-70B), it
requires only 2.38 MB for training and 2 MB for in-
ference. These indicates that LMAM requires only
minimal additional memory during both training
and inference.

4 Experiments

4.1 Experimental Setups

4.1.1 Datasets.

Following previous works (He et al., 2021a; Chen
et al., 2023, 2024; Liu et al., 2024; Zhou et al.,
2024), we conduct our experiments on six different
benchmark datasets. (1) GLUE benchmark (Wang
et al., 2018). It comprises eight subtasks: CoLA,
SST-2, MRPC, STS-B, QQP, MNLI, QNLI, and
RTE. (2) XSum benchmark (Narayan et al., 2018).
This is a natural language generation task primarily
focused on generating summaries for English news
articles. (3) MT benchmark (Bojar et al., 2016).
We just conduct on English to Romanian transla-
tion task. (4) Commonsense Reasoning benchmark.
It includes eight different reasoning tasks: Hel-
laSwag (Zellers et al., 2019), OBQA (Mihaylov
et al., 2018), SIQA (Sap et al., 2019), WinoGrande
(Sakaguchi et al., 2020), BoolQ (Clark et al., 2019),
PIQA (Bisk et al., 2020), ARC-c and ARC-e (Clark
et al., 2018). (5) Long-sequence benchmark. We
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train on RedPajama (Weber et al., 2024) and evalu-
ate perplexity using the cleaned Arxiv Math proof-
pile dataset (Azerbayev et al., 2022), with sequence
lengths ranging from 2048 to 8192. (6) Arith-
metic Reasoning benchmark. Following QuanTA,
we use the MATH10K dataset (Hu et al., 2023)
for tuning, and evaluate testing performance on
AQuA(Ling et al., 2017), GSM8K(Cobbe et al.,
2021), MAWPS(Koncel-Kedziorski et al., 2016),
and SVAMP(Patel et al., 2021).

4.1.2 Evaluation Protocol.
The accuracy score is utilized to evaluate the per-
formance of various methods on the GLUE bench-
mark, the Commonsense Reasoning benchmark
and the Arithmetic Reasoning benchmark. The
XSUM benchmark utilizes ROUGE-1, ROUGE-2,
and ROUGE-L scores (Lin, 2004) for evaluation.
BLEU scores (Papineni et al., 2002) are applied to
the MT dataset. The Long-sequence benchmark
employs perplexity as its evaluation metric.

4.1.3 Setup.
Following the MAM Adapter (He et al., 2021a)
and SoRA (Ding et al., 2023), RoBERTaBASE(Liu
et al., 2019) and DeBERTaV3base(He et al., 2021b)
are utilized as the underlying pretrained model for
the GLUE tasks, while BARTLARGE (Lewis et al.,
2019) and mBARTLARGE(Liu, 2020) are employed
for the XSUM and MT tasks, respectively. In the
experiments, the number of attention heads varies
from one to the maximum number of heads, and the
adapter bottleneck sizes are selected from the set
{1, 2, 4, 8, 10, 16, 18, 24, 64}. We select LLaMA-
7B, LLaMA-13B, LLaMA2-7B, LLaMA2-70B,
and LLaMA3-8B to conduct large language model
fine-tuning experiments on the Commonsense Rea-
soning benchmark. For the multi-head attention
configuration, we choose the number of heads from
the set {1, 2, 4, 8, 16, 32, 64}, with corresponding
ranks chosen from the set {1, 2, 4, 8}. For the Long-
sequence benchmark, the LMAM’s rank and length
are set to 2 and 128, respectively. For the Arith-
metic Reasoning benchmark, our rank and length
are set to 2 and 256, respectively. More details can
be found in supplementary materials.

4.2 Experimental Results

4.2.1 Comparison of Performance on
Medium-size LMs.

We start by conducting experiments on a set
of medium-size LMs, including RoBERTaBASE,

BARTLARGE, and mBARTLARGE. In this setting,
our method LMAM incorporates Adapter-FFN (He
et al., 2021a) for tuning FFN modules, resulting
in a new variant called LoRaDA-A. As shown
in Table 5, LoRaDA-A (0.5%) significantly out-
performs all other fine-tuning methods while us-
ing the same proportion of trainable parameters,
achieving a 2.1% accuracy gain over Full-FT. More-
over, LMAM serves as an effective plug-in en-
hancement, boosting the accuracy of Adapter-FFN
by 3.1%. To evaluate LoRaDA-A’s effectiveness
under extreme low-rank conditions (rank ⩽ 2),
we compared LoRaDA-A (0.06%) with Adapter-
FFN (0.06%). The results show that LoRaDA-A
(0.06%) improves model performance by 6.1%,
demonstrating LMAM’s robustness even with se-
vere rank constraints. Similar experimental results
are also observed on the XSum and MT bench-
marks; the GLUE benchmark is also evaluated us-
ing DeBERTaV3base, with detailed results provided
in the supplementary materials.

4.2.2 Experiment Results on LLMs.
Our method LMAM integrates LoRA and Adapter-
FFN (He et al., 2021a) for fine-tuning the FFN
modules, resulting in a new variant called LoRaDA-
LA. Additionally, incorporating LMAM into the
QuanTA (Chen et al., 2024) method produces a
variant named LoRaDA-Q. As shown in Table 6,
LoRA achieves an average accuracy of 39.5% with
0.10% trained parameter. However, integrating the
LMAM method results in a 27.7% increase in ac-
curacy. In addition, adding LMAM to the Parallel
method (He et al., 2021a) achieves a 5.9% improve-
ment in accuracy. For the state-of-the-art method
QuanTA, incorporating LMAM further improves
model performance by 1.2%. To further demon-
strate our method’s effectiveness on more challeng-
ing tasks, we conducted experiments as shown
in Table 7. With LMAM’s length fixed at 256,
LongLoRA+LMAM consistently achieves lower
perplexity scores compared to LongLoRA alone
across a wide range of context lengths (2048–8192
tokens) in the Proof-Pile dataset. These results
highlight LMAM’s capability to handle tasks in-
volving significant variations in text length. Fur-
thermore, on Arithmetic Reasoning benchmark,
as shown in Table 8, LoRaDA-Q achieves accu-
racy improvements of 1% and 1.9% compared to
QuanTA and LoRA, respectively, reinforcing the ef-
fectiveness of LMAM as a plug-in approach. Over-
all, these experimental results strongly confirm that
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Table 4: Accuracy comparison of existing methods on eight Commonsense Reasoning datasets. The results for the
PEFT methods (Prefix, Series, Parallel, LoRA), ChatGPT, and DoRA are sourced from ((Liu et al., 2024)), while
others are sourced from their paper. The scores with underline denote the suboptimal results.

Model Methods # Params (%) BoolQ PIQA SIQA HellaSwag WinoGrande ARC-e ARC-c OBQA Avg.
ChatGPT - - 73.1 85.4 68.5 78.5 66.1 89.8 79.9 74.8 77.0

LLaMA-7B

Prefix 0.11 64.3 76.8 73.9 42.1 72.1 72.9 54.0 60.6 64.6
Series 0.99 63.0 79.2 76.3 67.9 75.7 74.5 57.1 72.4 70.8

Parallel 3.54 67.9 76.4 78.8 69.8 78.9 73.7 57.3 75.2 72.2
LoRA 0.83 68.9 80.7 77.4 78.1 78.8 77.8 61.3 74.8 74.7
LoRA 0.10 2.3 46.1 18.3 19.7 55.2 65.4 51.9 57 39.5
IST - 68.7 81.7 77.3 82.7 78.7 80.6 62.4 80.0 76.5

SHiRA-SNIP 1.0 68.3 80.6 79.1 82.1 80.0 81.5 67.9 79.6 77.4
DoRA 0.11 51.3 42.2 77.8 25.4 78.8 78.7 62.5 78.6 61.9
DoRA 0.43 70.0 82.6 79.7 83.2 80.6 80.6 65.4 77.6 77.5
DoRA 0.84 69.7 83.4 78.6 87.2 81.0 81.9 66.2 79.2 78.4

QuanTA 0.041 71.6 83.0 79.7 91.8 81.8 84.0 68.3 82.1 80.3
LoRaDA-LA 0.09 71.3 84.4 80.9 88.5 83.2 83.5 68.8 79.4 80.0
LoRaDA-Q 0.044 72.9 84.2 80.9 92.0 83.2 86.0 70.8 81.9 81.5

LLaMA2-7B

LoRA 0.83 69.8 79.9 79.5 83.6 82.6 79.8 64.7 81.0 77.6
OwLore-Full - 85.1 80.3 34.5 59.8 80.5 80.1 51.5 39.2 63.9

OwLore - 85.4 80.7 34.2 60.3 82.2 80.6 51.0 39.1 64.2
LaMDA++ 0.08 71.8 80.6 79.5 84.0 82.7 81.5 66.0 80.6 78.3

SHiRA-SNIP 1.0 70.42 81.71 79.01 89.78 80.51 83.25 68.6 81.0 79.3
OMoE-DoRA 0.73 73.1 83.3 79.0 93.0 68.4 80.1 55.3 80.0 76.5

DoRA 0.43 72.0 83.1 79.9 89.1 83.0 84.5 71.0 81.2 80.5
DoRA 0.84 71.8 83.7 76.0 89.1 82.6 83.7 68.2 82.4 79.7

QuanTA 0.041 72.4 83.8 79.7 92.5 83.9 85.3 72.5 82.6 81.6
LoRaDA-LA 0.08 73.2 85.2 82.5 90.3 84.6 85.5 71.8 83.8 82.1
LoRaDA-Q 0.044 74.3 85.1 81.9 93.9 83.7 85.7 71.6 85.2 82.7

LLaMA3-8B

LoRA 0.70 70.8 85.2 79.9 91.7 84.3 84.2 71.2 79.0 80.8
OwLore-Full - 86.8 81.6 34.2 62.9 84.1 81.9 53.3 40.2 65.6

OwLore - 86.6 82.3 33.8 63.0 83.5 83.2 55.3 38.6 65.8
IST - 72.7 88.3 80.5 94.7 84.4 89.8 79.9 86.6 84.6

OMoE-DoRA 0.75 74.7 87.8 79.9 95.0 85.2 89.0 76.7 86.4 84.3
DoRA 0.35 74.5 88.8 80.3 95.5 84.7 90.1 79.1 87.2 85.0
DoRA 0.71 74.6 89.3 79.9 95.5 85.6 90.5 80.4 85.8 85.2

QuanTA 0.035 74.3 88.1 81.8 95.1 87.3 91.1 81.7 87.2 85.8
LoRaDA-LA 0.05 73.6 89.9 81.2 95.3 86.5 90.5 79.9 87.2 85.5
LoRaDA-Q 0.037 74.8 90.4 82.3 96.4 88.3 92.1 81.6 88.2 86.8

LLaMA-13B

Prefix 0.03 65.3 75.4 72.1 55.2 68.6 79.5 62.9 68.0 68.4
Series 0.80 71.8 83 79.2 88.1 82.4 82.5 67.3 81.8 79.5

Parallel 2.89 72.5 84.9 79.8 92.1 84.7 84.2 71.2 82.4 81.4
LoRA 0.67 72.1 83.5 80.5 90.5 83.7 82.8 68.3 82.4 80.5
DoRA 0.35 72.5 85.3 79.9 90.1 82.9 82.7 69.7 83.6 80.8

QuanTA 0.029 73.2 85.4 82.1 93.4 85.1 87.8 73.3 84.4 83.1
LoRaDA-LA 0.05 73.7 86.6 82.9 93.9 86.5 86.3 72.6 84.8 83.4
LoRaDA-Q 0.029 72.9 87.4 84.2 94.2 87.3 86.5 74.2 84.7 83.9

LLaMA2-70B LoRaDA-LA 0.029 79.2 93.0 84.9 97.2 92.7 95.2 85.0 93.0 90.0

LMAM, as a plug-in method, can substantially en-
hance model performance.

As presented in Table 4, LoRaDA-Q achieves
an accuracy improvement of 1.2% over state-of-
the-art method QuanTA on LLaMA-7B, 0.8% on
LLaMA-13B, 1.1% on LLaMA2-7B, and 1% on
LLaMA3-8B. Furthermore, LoRaDA-LA outper-
forms state-of-the-art method QuanTA by 0.3% on
LLaMA-13B and 0.5% on LLaMA2-7B in terms
of accuracy. We also conduct experiments on the
billion-parameter LLaMA2-70B model, achieving
an average accuracy of 90.0%. Finally, we evalu-
ated the stability of LoRaDA-LA, with the results
presented in the supplementary materials.

For LLaMA-7B, PEFT methods like LoRA, as
the number of parameters decreases (from 0.83%
with rank = 32 to 0.10% with rank = 4), the model
accuracy significantly drops from 74.7% to 39.5%.
For the LoRA variant method DoRA, there is also
a noticeable decline in model performance when

the rank is extremely low. Specifically, as the
parameters decrease from 0.84% to 0.11%, the
model accuracy drops from 78.4% to 61.9%. How-
ever, our method LoRaDA-LA (0.09% with rank
= 2) achieves 80.0% performance, which is 40.5%
higher than LoRA (0.10%) and 18.1% higher than
DoRA (0.11%). This indicates that while PEFT
methods and their variants with extremely low-rank
settings tend to fail, our approach LoRaDA-LA can
still maintain high model performance even with a
very low rank.

For LLaMA2-7B, we compare our method
LoRaDA-LA with additional state-of-the-art
methods, i.e., OwLore-Full(Li et al., 2024),
OwLore(Li et al., 2024), LaMDA++(Azizi
et al., 2024),SHIiRA-SNIP(Bhardwaj et al., 2024),
DoRA and OMoE-DoRA(Feng et al., 2025) in
our experiments. Under the same fine-tuning pa-
rameters ratio of 0.08%, our method still outper-
forms LaMDA++ with an average accuracy im-
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Table 5: Accuracy of the base model RoBERTaBASE on the dev set of GLUE. The results (Full fine-tuning, Bitfit,
Prefix, LoRA, Adapter, Adapter-FFN, MAM Adapter) for MNLI and SST2 are sourced from (He et al., 2021a). We
have made our best effort to conduct experiments on the remaining GLUE sub-tasks following the methodology of
(He et al., 2021a).

Method (# params) MNLI SST2 QQP QNLI STS-B MRPC RTE CoLA mean

Full fine-tuning (100%) 87.6±.4 94.6±.4 91.9±.1 92.8±.5 91.2±.3 90.2±.3 78.7±.4 63.6±.6 86.3

Bitfit (0.1 %)(Zaken et al., 2021) 84.7 93.7 87.3 91.0 89.5 88.1 69.8 54.0 82.2
Prefix (0.5%) 86.3±.4 94.0±.1 89.3±.1 90.8±.2 88.8±.1 85.9±.3 70.9±.4 59.9±.6 83.2
LoRA (0.5%) 87.2±.4 94.2±.2 90.3±.2 92.7±.4 90.5±.1 88.6±.3 75.4±.2 60.1±.5 84.8
Adapter (0.5%) 87.2±.2 94.2±.1 90.1±.4 92.2±.2 89.3±.1 88.2±.4 75.5±.6 60.2±.2 84.6
Adapter-FFN (0.5%) 87.5±.1 94.1±.4 90.9±.2 92.2±.1 90.7±.4 88.9±.3 76.4±.1 61.7±.6 85.3
MAM Adapter (0.5%) 87.4±.3 94.2±.3 90.7±.2 91.5±.3 89.7±.2 87.8±.6 72.8±.3 61.4±.6 84.4
AUTOPEFT (0.5%) (Zhou et al., 2024) 85.5±.2 93.2±.3 90.3±.1 91.2±.4 89.9±.2 87.1±.5 73.1±.3 62.5±.2 84.1
LoRaDA-A (0.5%) 88.2±.5 95.9±.4 92.8±.6 93.9±.3 91.0±.2 92.0±.5 83.1±.3 69.9±.3 88.4

Adapter-FFN (0.06%) 80.4±.6 92.0±.9 85.8±.5 87.9±.6 86.2±.6 84.9±.4 68.4±.5 52.6±.5 79.8
LoRaDA-A (0.06%) 86.3±.5 94.4±.5 88.9±.7 91.7±.8 91.8±.9 90.7±.3 78.5±.7 65.2±.7 85.9

Table 6: Accuracy comparison of LLaMA-7B using existing methods versus using LMAM as a plugin in these
methods.

Model Methods # Params (%) BoolQ PIQA SIQA HellaSwag WinoGrande ARC-e ARC-c OBQA Avg.

LLaMA-7B

Parallel 3.54 67.9 76.4 78.8 69.8 78.9 73.7 57.3 75.2 72.2
Parallel+LMAM 3.54 69.6 82.1 79.4 86.7 82.5 81.5 65.6 77.4 78.1 (+5.9)

LoRA 0.10 2.3 46.1 18.3 19.7 55.2 65.4 51.9 57 39.5
LoRA+LMAM 0.10 50.3 78.1 77.6 56.1 56.3 79.8 62.9 76.4 67.2 (+27.7)

QuanTA 0.041 71.6 83.0 79.7 91.8 81.8 84.0 68.3 82.1 80.3
QuanTA+LMAM 0.044 72.9 84.2 80.9 92.0 83.2 86.0 70.8 81.9 81.5 (+1.2)

provement of 3.8%. Besides, our method outper-
forms OwLore-Full and OwLore by 18.2% and
17.9% in average accuracy, respectively. Except
for QuanTA, DoRA achieved the highest perfor-
mance among other methods with 80.5% accuracy,
but it still falls 1.6% short of our method, despite
having 5.4 times more trainable parameters.

For LLaMA3-8B, our method LoRaDA-LA out-
performs the models LORA, DoRA, OwLore-Full,
OwLore, IST(Yao et al., 2024) and OMoE-DoRA
by 4.7%, 0.3%, 19.9%, 19.7%, 0.9% and 1.2% in
accuracy, respectively, when using only 0.05% of
tunable parameters. The comparison between the
fine-tuning methods of LLaMA-7B and LLaMA-
8B reveals that as the parameters of the larger
model increase, the parameter amount required for
fine-tuning decreases. Specifically, LoRA’s trained
parameter amount dropped from 0.83% to 0.70%,
DoRA’s from 0.84% to 0.71%, and our method’s
from 0.09% to 0.05%. Our method exhibits a more
significant reduction in the trained parameter ratio.

4.3 Ablation Study.

The proposed LoRaDA-LA contains multiple key
components (i.e., Negative information, Low-rank
attention maps, and the Position embedding). In
this section, we perform an ablation study on the
Commonsense Reasoning benchmark, and com-

pare variants of LoRaDA-LA with respect to the
following aspects to demonstrate the effectiveness
of LoRaDA-LA:

• LoRaDA-LA¬N : Attns is incorporated into
Eq.1 as Attn = softmax(QKT

√
d

+Attns)

• LoRaDA-LA¬S: Characterized by Attn =

softmax(QKT
√
d
) + softmax(Attns)

• LoRaDA-LA¬L: A variant of LoRaDA-LA,
in which Wa and Wb in LMAM are removed
and the full-rank Attns ∈ Rh×n×n is directly
fine-tuned, is referred to as FMAM.

• LoRaDA-LA¬P : A variant of LoRaDA-LA
with the Position embedding being removed.

As shown in Table 9, the removal of negative
information results in LoRaDA-LA¬N achiev-
ing 4.8% lower accuracy compared to LoRaDA-
LA. It indicates that negative information plays
a crucial role in downstream tasks, which is also
demonstrated by the performance comparison be-
tween LoRaDA-LA¬S (37.1%) and LoRaDA-
LA (80.0%). LoRaDA-LA¬L falls 7.8% behind
LoRaDA-LA in accuracy, requiring 3.6 times more
parameters. In addition, we compare the additional
memory consumption between LMAM and FMAM
within a single LLaMA-7B layer, as shown in Table
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Table 7: Perplexity evaluation on proof-pile(Rae et al., 2019) test split. The result of LongLoRA is sourced from
(Chen et al., 2023).

Model Methods # Params (%) Eval Context Length
(2048,PPL ↓)

Eval Context Length
(4096,PPL ↓)

Eval Context Length
(8192,PPL ↓)

LLaMA2-7B
LongLoRA 2.1% 3.20 2.91 2.72
LongLoRA+LMAM 2.1% 3.15 2.88 2.70

Table 8: Performance Comparison on Arithmetic Reasoning benchmark.The results for the LoRA and QuantTA
methods are adopted from (Chen et al., 2024).

Model Methods # Params (%) AQuA GSM8K MAWPS SVAMP Avg. w/o AQuA

LLaMA2-7B
LoRA 0.83% 17.5 65.7 91.2 80.8 79.6
QuantTA 0.19% 16.7 67.0 94.3 80.3 80.5
LoRaDA-Q (ours) 0.19% 16.8 67.3 94.6 82.5 81.5

Table 9: Ablation study of LoRaDA-LA on the LLaMA-
7B model, focusing on its performance on the Common-
sense Reasoning benchmark. Detailed experimental
results can be found in supplementary materials

Methods Negative Low-rank Position Avg. Acc

LoRaDA-LA (0.09%) ✓ ✓ ✓ 80.0
LoRaDA-LA¬N (0.09%) × ✓ ✓ 75.2
LoRaDA-LA¬S (0.09%) × ✓ ✓ 37.1
LoRaDA-LA¬L (0.32%) ✓ × ✓ 72.2
LoRaDA-LA ¬P (0.09%) ✓ ✓ × 77.1

3. During training, FMAM incurs 5.04 times the
memory cost of LMAM. This indicates that directly
tuning full-rank static attention map Attns not only
results in significant memory consumption but also
leads to a decline in model performance. Com-
pared to LoRaDA-LA¬P , LoRaDA-LA achieves
an additional gain of 2.9%. This indicates that posi-
tion embeddings enable the model to capture token
position information, thereby enhancing model per-
formance. Overall, negative information, low-rank
attention maps, and positional embeddings all play
a significant role in enhancing model performance.

5 Conclusion

In this work, we propose a Low-Rank Direct At-
tention Adaptation (LoRaDA) method for efficient
LLM fine-tuning. To address the issue of low-rank
limitations, we introduce a novel Low-rank Multi-
head Attention Map Module (LMAM), which can
bring negative attention to self-attention modules
and learn low-rank attention weights directly, cap-
turing the characteristics of downstream tasks. To
bridge the gap between full fine-tuning and existing
methods, LMAM can serve as a plug-in method
to existing methods, providing higher performance
than full fine-tuning. Extensive experimental re-
sults on six standard benchmarks demonstrate that
our model outperforms state-of-the-art approaches.

Limitations

Our research primarily focuses on applying lan-
guage models to downstream tasks; we plan to
extend this work to visual and multimodal models.
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A Appendix

This supplementary material provides additional
details and results to complement the main paper.
It is organized as follows: Appendix A.1 provides
additional implementation details for LMAM. In
Appendix A.2, we present an in-depth analysis of
the experimental results, including a detailed com-
parison of performance on medium-sized language
models (LMs), evaluations of training stability, ex-
tensive ablation studies and hyperparameters anal-
ysis for LoRaDA. Appendix A.3 outlines the core
implementation details, ensuring reproducibility of
our method. Appendix A.4 showcases representa-
tive generation examples that further illustrate the
efficacy of our approach. Appendix A.5 specifies
the environment and configurations used to conduct
all experiments, facilitating a clear understanding
of the setup. Finally, Appendix A.6 presents Theo-
retical Analysis of LMAM.

A.1 More Details in LMAM
In the above discussion of LMAM, the result of
Attns is further added to the original Attention
Map, which will be categorized into the following
two cases, when n ⩽ N :

ˆAttn[:, : n, : n] = Attn[:, : n, : n] +Attns (14)

when n > N :

ˆAttn = Attn+Attns[:, : N, : N ] (15)

where the + is an in-place operation and N repre-
sents the input length. For long-sequence bench-
marks—i.e., when n ≪ N—we add Attns to
the model’s attention scores for the final n tokens,
specifically as:

ˆAttn[:, N − n :, N − n :] = Attn[:, N − n :, N − n :]

+Attns .
(16)

From the viewpoint of attention computation, each
later-generated token already encapsulates all the
information from the tokens that came before it.
In our method we therefore keep the trailing to-
kens when clipping, so the model can still learn the
relevant expressions they carry. Moreover, in token-
pruning or prompt-pruning studies, many papers de-
termine attention importance precisely by inspect-
ing the last tokens in a sequence—underscoring
just how critical the final n tokens are.

Furthermore, to reduce the number of trainable
parameters, the number of heads in LMAM is often

set to be fewer than the number of heads in the
attention map. In this scenario, calculations can
proceed as follows:

ˆAttn = Attn+ repeat(Attns, [c :, 1, 1]), c =
h

hs
(17)

where repeat represents the repeat operation in
Pytorch. hs and h indicate the number of heads
in the LMAM and the original Attention Map, re-
spectively. In general, hs is divisible by h. For
instance, if h = 32, then the hs can be chosen from
1, 2, 4, 8, 16, 32.

A.2 Experiments

Table 10: Comparison of various parameter-efficient
tuning methods on XSum and MT benchmark. “†” are
results copied from MAM Adapter.

Method # params XSum (R-1/2/L) MT (BLEU)

Full fine-tuning† 100% 44.81/21.94/36.83 37.3

Pfeiffer adapter, r=600† 7.2% 44.03/20.89/35.89±.13/.10/.08 36.9±.1

LoRA (ffn), r=102† 7.2% 44.53/21.29/36.28±.14/.07/.10 36.8±.3

PA (attn, r=30) + PA (ffn, r=512)† 6.7% 44.29/21.06/36.12±.31/.19/.18 37.2±.1

Prefix tuning (attn, l=30) + LoRA (ffn, r=102)† 6.7% 44.84/21.71/36.77±.07/.05/.03 37.0±.1

MAM Adapter (l=30, r=512)† 6.7% 45.06/21.90/36.87±.08/.01/.04 37.5±.1
AUTOPEFT 6.7% 44.97/21.78/36.92±.11/.06/.08 36.9±.2

LoRaDA-A 6.7% 46.08/22.57/38.11±.09/.05/.08 38.0±.2

A.2.1 Comparison of Performance on
Medium-size LMs.

In order to assess the efficacy of our method
LoRaDA-A on other NLP tasks, we conduct exper-
iments on XSum and MT benchmarks, as shown in
Table 10. Compared to full fine-tuning, LoRaDA-
A achieves improvements of 1.27, 0.63, and 1.28
in R-1, R-2, and R-L scores, respectively, on
the XSum dataset, as well as a 0.7 increase in
BLEU score on the MT dataset. This indicates
that LoRaDA-A can outperform full fine-tuning
while using 14.9 times fewer trainable parame-
ters. For the state-of-the-art MAM Adapter method,
LoRaDA-A achieves 1.02, 0.67, and 1.24 higher R-
1, R-2, and R-L scores, respectively, on the XSum
benchmark, and a 0.5 increase in BLEU score on
the MT benchmark.

To assess the effectiveness of LoRaDA-A on
another backbone, we applied it (with LMAM’s
rank and length set to 2 and 128, respectively) to
the DeBERTaV3-base model (He et al., 2021b). As
shown in Table 11, our method outperforms SoRA
(Ding et al., 2023) and AdaLoRA (Zhang et al.,
2023) on the GLUE benchmark while using fewer
trainable parameters.
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Table 11: Performance Comparison on the GLUE Benchmark using DeBERTaV3-base. The results for the SoRA
and AdaLoRA are sourced from (Ding et al., 2023).

Method # Params CoLA SST-2 MRPC QQP STS-B MNLI QNLI RTE Avg.

AdaLoRA 1.27M 70.86 95.95 90.22 92.13/88.41 91.39 90.27/90.30 94.28 87.36 88.83
SoRA 0.91M 71.48 95.64 91.98 92.39/89.87 92.22 90.35/90.38 94.28 87.77 89.36
LoRaDA-A (r=2) 0.29M 78.56 96.74 93.29 93.91/91.24 92.98 90.12/90.16 94.96 86.58 90.89

Table 12: Training Stability of LoRaDA-LA on Com-
monsense Reasoning datasets (mean ± std over 3 seeds
following (He et al., 2021a)).

Model # Params (%) Avg. (%)

LLaMA-7B 0.009 80.0± 0.1
LLaMA2-7B 0.008 82.1± 0.2
LLaMA3-8B 0.05 85.5± 0.1
LLaMA-13B 0.029 83.4± 0.1

A.2.2 More Experiment Results of LMAM as
Plug-in.

As shown in Table 18, the Adapter approach
achieves an average accuracy of 46.5% with only
0.008% of trainable parameters (rank=2). How-
ever, incorporating the LMAM method into this
method yields a 21.1% improvement in accuracy.
Similarly, LoRA, utilizing 0.10% of trainable pa-
rameters (rank=4), achieves only 39.5% accuracy
in downstream tasks, indicating significant perfor-
mance degradation. By integrating LMAM with
LoRA, the accuracy improves by 27.7%, highlight-
ing the efficacy of LMAM in enhancing task per-
formance. Furthermore, DoRA, with 0.11% of
trainable parameters (rank=4), attains 61.9% ac-
curacy, while the addition of LMAM leads to a
15.8% accuracy gain. These experimental results
significant demonstrate that LMAM, as a versatile
plug-in module, can significantly enhance model
performance with extreme low rank setting.

A.2.3 Training stability.

In order to verify the training stability of LoRaDA-
A under the same low-rank setting used in Table
4, we ran the method with three different random
seeds following (He et al., 2021a) on Common-
sense Reasoning datasets. As shown in Table 12,
across four backbone sizes (LLaMA-7B, LLaMA2-
7B, LLaMA3-8B, and LLaMA-13B), LoRaDA-A
achieves consistently high performance with very
low variance (e.g.,85.5±0.1 on LLaMA3-8B), con-

(a) Layer 0, Neg Rat: 55% (b) Layer 4, Neg Rat: 51%

(c)Layer 7,Neg Rat: 53% (d)Layer 10,Neg Rat: 51%
Figure 3: Visualization of the feature information Neg-
ative Ratio across different layers of the Attention
Map in Ours (0.06%) on the SST2 test dataset using
RoBERTaBASE, with both the number of heads and rank
set to 1.

firming that our approach not only boosts accuracy
but also yields stable training behavior.

A.2.4 More Experiment Results of LoRaDA
in Ablation Studies

As shown in Table 14, we provide the detailed ab-
lation study results in Table 9 of the main paper.
Adhering to the experimental settings outlined in
Table 9 of the main paper, we conducted additional
ablation studies on the GLUE benchmark, which
are presented in Table 13. We also present a vi-
sualization of the Attention Map in LMAM, as
shown in Figure 3. Negative information predom-
inantly occupies more than half of the Attention
Map across various layers. It indicates that nega-
tive information plays a crucial role in downstream
tasks The results of these experiments can also help
validate the efficacy of key components within the
LoRaDA-A approach, including: Negative infor-
mation, Low-rank attention maps, and the Position
embedding.

A.2.5 Hyperparameters Analysis.
In this section, we conduct an independent study
on the hyperparameters within LMAM, including
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Table 13: Detailed experimental results of the ablation study on LoRaDA-A using RoBERTaBASE for evaluating
efficient fine-tuning performance on the GLUE benchmark.

Method (# params) MNLI SST2 QQP QNLI STS-B MRPC RTE CoLA mean

LoRaDA-A (0.5%) 88.2±.5 95.9±.4 92.8±.6 93.9±.3 91.0±.2 92.0±.5 83.1±.3 69.9±.3 88.4
LoRaDA-A¬N (0.5%) 86.5±.4 94.9±.2 90.3±.4 92.4±.3 90.2±.6 89.9±.3 78.3±.5 62.1±.7 85.6
LoRaDA-A¬S (0.5%) 63.8±.4 86.6±.7 83.6±.2 80.9±.6 45.2±.9 72.7±.3 58.9±.3 64.1±.3 69.5
LoRaDA-A¬L (23.5%) 85.0±.5 85.5±.5 87.0±.7 87.3±.8 79.8±.9 82.1±.3 53.2±.7 61.2±.7 77.6
LoRaDA-A¬P (0.5%) 87.9±.1 95.5±.2 91.1±.2 92.8±.3 91.1±.2 91.1±.5 80.4±.3 69.1±.3 87.3

Table 14: Additional ablation studies on the LLaMA-7B model, focusing on its performance on the Commonsense
Reasoning benchmark.

Model Methods # Params (%) BoolQ PIQA SIQA HellaSwag WinoGrande ARC-e ARC-c OBQA Avg.

LLaMA-7B

LoRaDA-LA 0.09 71.3 84.4 80.9 88.5 83.2 83.5 68.8 79.4 80.0
LoRaDA-LA¬N 0.09 67.0 81.1 77.4 78.4 80.0 79.2 60.2 78.4 75.2
LoRaDA-LA¬S 0.09 58.2 49.9 33.1 25.7 50.7 26.3 27.3 25.6 37.1
LoRaDA-LA¬L 0.32 68.4 80.1 77.4 53.3 78.1 80.9 64.3 75.2 72.2
LoRaDA-LA¬P 0.09 68.3 81.1 78.0 84.3 81.4 80.9 65.5 77.0 77.1

Figure 4: Results on SST2 using RoBERTaBASE across
varying attention heads and ranks within the LMAM
framework.

the number of heads and the ranks. As shown
in Figure 4, when the number of heads is consis-
tent, particularly when the number of heads is 1,
6, or 12, increasing the rank does not enhance the
model’s performance significantly. Yet, when the
rank number is fixed, increasing the number of at-
tention heads can boost the model’s performance
to over 90%, even when rank=1. This indicates
that the number of heads has a significant impact
on the model’s performance. Moreover, as the rank
increases, fewer additional heads are required to
enhance the model’s performance to over 90%.

A.3 Core Code
We represent the core code of LMAM as follows:

class Negtaive_attention(nn.Module):

Table 15: Hyperparameter configurations of LoRADA-
A for fine-tuning BARTLARGE and mBARTLARGE with
XSum and MT benchmarks. In LMAM, r, n, hs and
s represent the low-rank dimension, fixed token length,
number of heads, and scale, respectively. The underline
indicates the optimal choices.

Hyper
Datasets

XSum MT

LMAM hs 1,4,16 1,4,16
LMAM r 22,24 32,64
LMAM n 128,256,512 128,256,512
LMAM s 1 1

Adapter Rank r 512,600 800,820
Adapter Scale 4 4

Optimizer Adam Adam
Batch size 64 sents 16384 tokens

LR 3e-5,5e-5 5e-5,6e-5
weight decay 0.1 0.01

warmup updates 0 0
label smoothing 0.1 0.1

max source length 512 150
max target length 128 150

weight decay 0.01 0.01
train steps 100K 50K

max grad norm 0.1 1
Where/Adapter FFN FFN
Where/LMAM Encoder Encoder

def __init__():
super().__init__()
self.Wa = nn.Parameter(attention_heads,

num_tokens, attention_rank,
requires_grad=True)

self.Wb = nn.Parameter(attention_heads,
attention_rank,
num_tokens,requires_grad=True)
pos = torch.arange(num_tokens)
omega = torch.arange(num_tokens)
omega = omega / (num_tokens / 2)
omega = 1. / 10000**omega
self.pos_a= omega.unsqueeze(0).unsqueeze

(2)
self.pos_b= omega.unsqueeze(0).unsqueeze
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(0)
def forward(self, Attn):

self.wa = self.wa + self.pos_a
self.wb = self.wb + self.pos_b
Attn_s = torch.matmul(self.wa, self.wb)*

scale
Attn = Attn + Attn_s
return Attn

A.4 Generation Examples

The following showcases our proposed method,
LoRaDA-LA, based on LLaMA-7B, generating
examples for the BoolQ and OBQA datasets within
the Commonsense Reasoning benchmark.

Instruction (BoolQ)

Below is an instruction that describes a task. Write
a response that appropriately completes the request.
Instruction: Please answer the following question
with true or false, question: can a fly lay eggs in your
skin? format: true/false Please answer the following
question with true or false, question: can a fly lay
eggs in your skin? Answer format: true/false

Response

Model Response
LLaMA-7B the correct answer is true

Instruction (OBQA)

Below is an instruction that describes a task. Write a
response that appropriately completes the request.
Instruction: Please choose the correct answer to
the question: Some animals use a liquid coming
from their skin to adjust to Answer1: cold An-
swer2: water Answer3: heat Answer4: humidity
Answer format: answer1/answer2/answer3/answer4
Please choose the correct answer to the question:
Some animals use a liquid coming from their skin
to adjust to Answer1: cold Answer2: water An-
swer3: heat Answer4: humidity Answer format: an-
swer1/answer2/answer3/answer4

Response

Model Response
LLaMA-7B the correct answer is answer3

A.5 Environment and Settings

Our method is fine-tuned and evaluated across six
benchmarks: GLUE, XSum, MT, Arithmetic Rea-
soning, Long-sequence and Commonsense Rea-
soning. These benchmarks span a diverse spec-
trum of tasks, ranging from straightforward to
highly complex, and include classification, gen-
eration, translation, and reasoning challenges. Con-
ducting experiments on these tasks allows us to
comprehensively demonstrate the effectiveness of

our approach. We provide a detailed overview of
the experimental configurations for our method
through the following tables. Specifically, Table 16
lists the hyperparameters of LoRaDA-A with the
RoBERTaBASE model on the GLUE benchmark;
when using the DeBERTaV3base model, the only
modification is setting the rank to 2. Huggingface
transformers library is employed in our method.
Table 15 presents the hyperparameter values for
fine-tuning BARTLARGE and mBARTLARGE on the
XSum and MT benchmarks. For the Commonsense
Reasoning benchmark, the experimental settings
for LoRaDA-LA and LoRaDA-Q are given in Ta-
bles 19 and 17, respectively. Table 17 also reports
the configurations used in the Arithmetic Reason-
ing benchmark, while Table 19 likewise applies
to the Long-Sequence benchmark (with sequence
length set to 256). For these tasks, we conducted
experiments with medium-sized language models
(LMs) on NVIDIA RTX 3090 GPUs and large lan-
guage models (LLMs) on NVIDIA A100 GPUs.

A.6 Theoretical Analysis of LMAM
We propose the following theoretical framework to
demonstrate the effectiveness of the LMAM mod-
ule by analyzing gradient propagation paths. As
demonstrated in (Oymak and Soltanolkotabi, 2019),
a shorter gradient propagation path results in more
effective model optimization. In Proposition 1, we
prove that LMAM has shorter gradient propagation
path.

Proposition 1 For the original attention ma-
trix Attn and the low-rank attention matrix
Attns, the model propagation depth satisfies:
Depth(WQ/WK) ⩾ Depth(Wa/Wb)

Proof: It is evident that the gradient with respect
to ∇WQ

L = ∇AttnL · ∇QAttn · ∇WQ
Q follows a

longer propagation path compared to the gradient
with respect to ∇WaL = ∇AttnsL · ∇Wa(Attns)·.
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Table 16: Hyperparameter configurations for LoRaDA-A fine-tuning of RoBERTaBASE on the GLUE benchmark.
In LMAM, r, n, hs and s represent the low-rank dimension, fixed token length, number of heads, and scale,
respectively.

Hyper
Datasets

MNLI SST-2 MRPC CoLA QNLI QQP RTE STS-B

LMAM hs 3 3 3 3 3 3 3 3
LMAM r 3 3 3 3 3 3 3 3
LMAM n 512 512 256 512 256 256 512 256

LMAM 1/s 255 255 255 255 255 255 255 255
Adapter Rank r 16 16 16 16 16 16 16 16
Adapter Scale 2 2 2 2 2 2 2 2

Dropout 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1
Optimizer Adam Adam Adam Adam Adam Adam Adam Adam
Batch size 32 32 32 32 32 32 32 32

LR 3e-4 3e-4 3e-4 5e-4 1e-4 1e-4 7e-4 5e-4
weight decay 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1

warmup updates 0 0 0 0 0 0 0 0
warmup ratio 0.06 0.06 0.06 0.06 0.06 0.06 0.06 0.06

label smoothing 0 0 0 0 0 0 0 0
maximum sequence length 512 512 512 512 512 512 512 512

weight decay 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1
Epochs 20,40 20,40 20,40 20,40 20,40 20,40 20,40 20,40

Where/Adapter FFN FFN FFN FFN FFN FFN FFN FFN

Table 17: Hyperparameter configurations for LoRaDA-Q on the Commonsense Reasoning benchmark and Arith-
metic Reasoning benchmark. In LMAM, r, n, hs and s represent the low-rank dimension, fixed token length,
number of heads, and scale, respectively. The underline indicates the optimal choices. “†” are configurations copied
from QuanTA.

Experiment Hyperparameters Values

LoRaDA-Q

Batch Size 8
Optimizer † AdamW
Scheduler † Linear Scheduler

Learning Rate† {5e-5, 1e-4}
Weight Decay † 0

Dropout† 0
LMAM r 1,2,4,8
LMAM n 128
LMAM hs 32,40

N † 4
d1-d2-· · · -dN † [16-8-8-4, 16-8-8-5]

Modules {(q_proj v_proj), (o_proj up_proj),
(o_proj down_proj)}

Table 18: Accuracy comparison of LLaMA-7B using the Adapter, LoRA, and DoRA methods, compared to
incorporating LMAM as a plugin in these methods.

Model Methods # Params (%) BoolQ PIQA SIQA HellaSwag WinoGrande ARC-e ARC-c OBQA Avg.

LLaMA-7B

Adapter (rank = 2) 0.008 62.2 51.7 55.2 33.2 68.2 34.1 31.2 36.0 46.5
Adapter+LMAM 0.008 37.8 78.9 76.1 65.5 71.7 79.2 59.6 71.6 67.6 (+21.1)

LoRA (rank = 4) 0.10 2.3 46.1 18.3 19.7 55.2 65.4 51.9 57 39.5
LoRA+LMAM 0.10 50.3 78.1 77.6 56.1 56.3 79.8 62.9 76.4 67.2 (+27.7)

DoRA (rank = 4) 0.11 51.3 42.2 77.8 25.4 78.8 78.7 62.5 78.6 61.9
DoRA+LMAM 0.11 69.6 82.1 79.7 85.6 82.7 79.9 62.8 79.9 77.7(+15.8)
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Table 19: Hyperparameter configurations for LoRaDA-LA applied to LLaMA-7B, LLaMA2-7B, LLaMA3-8B,
LLaMA-13B, and LLaMA2-70B models in Commonsense Reasoning benchmark. In LMAM, r, n, hs and s
represent the low-rank dimension, fixed token length, number of heads, and scale, respectively. The underline
indicates the optimal choices.

Hyperparameters (LoRaDA) LLaMA-7B LLaMA2-7B LLaMA3-8B LLaMA-13B LLaMA2-70B

LMAM hs 32 32 32 40 64
LMAM r 1,2,4 1,2,4 1,2,4 1,2,4 1,2,4
LMAM n 128 128 128 128 128

LMAM 1/s 4096*600 4096*600 4096*1200,4096*1500 5120*600 8192*1600, 8192*1200
LoRA Rank r 1,2 1,2 1,2 1,2 1

LoRA α 2,4 2,4 2,4 2,4 2,4
Adapter Rank r 10,14,16,18,20 10,14,15,17,20 2,4,8,12 4,12,14,18,20 2,4,7,10
Adapter Scale 4 4 4 4 4

Dropout 0.05 0.05 0.05 0.05 0.05
Optimizer AdamW AdamW AdamW AdamW AdamW

LR 1e-4,2e-4 1e-4,2e-4 1e-4,2e-4 1e-4,2e-4 1e-4 ,2e-4
Batch size 4 4 4 3 2

Warmup Steps 100 100 100 100 100
Epochs 3 3 3 3 3

Where/LoRA O,Down O,Down O,Down O,Down O,Down
O,Up,Down O,Up,Down O,Up,Down O,Up,Down O,Up,Down

Where/Adapter FFN FFN FFN FFN FFN
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