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Abstract

Large Language Models (LLMs) often ex-
hibit hallucinations, generating factually incor-
rect or semantically irrelevant content in re-
sponse to prompts. Chain-of-Thought (CoT)
prompting can mitigate hallucinations by en-
couraging step-by-step reasoning, but its im-
pact on hallucination detection remains under-
explored. To bridge this gap, we conduct a
systematic empirical evaluation. We begin
with a pilot experiment, revealing that CoT
reasoning significantly affects the LLM’s in-
ternal states and token probability distribu-
tions. Building on this, we evaluate the im-
pact of various CoT prompting methods on
mainstream hallucination detection methods
across both instruction-tuned and reasoning-
oriented LLMs. Specifically, we examine three
key dimensions: changes in hallucination score
distributions, variations in detection accuracy,
and shifts in detection confidence. Our find-
ings show that while CoT prompting helps re-
duce hallucination frequency, it also tends to
obscure critical signals used for detection, im-
pairing the effectiveness of various detection
methods. Our study highlights an overlooked
trade-off in the use of reasoning. Code is
publicly available at: https://github.com/
ECNU-Text-Computing/cot-hallu-detect.

1 Introduction

Large language models (LLMs) have demonstrated
remarkable performance across a range of natu-
ral language processing (NLP) tasks (Qin et al.,
2024; Yan et al., 2024; Song et al., 2025), show-
ing a strong ability to follow instructions and an-
swer questions (Zhao et al., 2024; Hadi et al.,
2024). However, LLMs may also exhibit hallu-
cinations. Specifically, they may produce factually
incorrect or semantically irrelevant answers to a
given prompt without indicating any lack of confi-
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dence (Ji et al., 2023; Yang et al., 2023; Hadi et al.,
2024).

To reduce hallucinations in LLMs, extensive re-
search has focused on hallucination detection and
mitigation methods (Ji et al., 2023; Huang et al.,
2024; Tonmoy et al., 2024). Existing detection
methods are built upon various aspects of LLMs, in-
cluding output consistency (e.g., evaluating the con-
sistency of responses to multiple identical queries)
(Wang et al., 2023; Manakul et al., 2023), analy-
sis of internal states (e.g., computing confidence
metrics) (Chuang et al., 2024; Chen et al., 2024d;
Sriramanan et al., 2024), and self-evaluation of
knowledge ( e.g., querying its certainty) (Kumar
et al., 2024; Diao et al., 2024). Regarding hallucina-
tion mitigation, chain-of-thought (CoT) prompting
improves response reliability and interpretability by
guiding LLMs to generate intermediate reasoning
steps before arriving at a final answer (Wei et al.,
2022; Kojima et al., 2024). In contrast to more com-
plex solutions such as fine-tuning LLMs or improv-
ing decoding strategies, CoT prompting is widely
adopted due to its simplicity and effectiveness (Liu
et al., 2023; Yang et al., 2024a). The performance
improvements shown by GPT-4o (OpenAI, 2024)
and DeepSeek-R1 (Guo et al., 2025b) through en-
hanced reasoning have further fueled growing re-
search interest in reasoning-centric LLMs.

However, as illustrated in Figure 1, the use of
CoT prompting may diminish the effectiveness of
hallucination detection methods. When an LLM
is prompted to perform step-by-step reasoning, it
semantically amplifies the LLM’s internal confi-
dence in its output. As a result, even when the
final answer deviates from the ground truth, the
LLM tends to produce incorrect tokens with high
confidence (i.e., high probability). Consequently,
hallucinations induced by CoT prompting often ap-
pear more plausible, making them more difficult
for detection methods to identify.

Although several counterexamples indicate that
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Figure 1: An example of CoT prompting confusing hallucination detection. When the input When is the Earth
closest to the Sun? is provided to the LLM, it generates a hallucinatory response (during the summer) without
CoT prompting. In this case, the hallucination detection method assigns a high hallucination score. However, after
incorporating CoT prompting, where the LLM introduces reasoning steps (e.g., Step 1: Earth’s Orbit...), the LLM
still produces the same incorrect response, but the detection method assigns only an average hallucination score.

reasoning induced by CoT prompting may neg-
atively impact hallucination detection, the gen-
erality of this effect has not been established in
prior research. To bridge this gap, we conduct
a series of empirical evaluations. We start with
pilot experiments on three multiple-choice ques-
tion answering (MCQA) tasks: CommonSenseQA,
ARC-Challenge, and MMLU. In these experi-
ments, we observe that CoT prompting signifi-
cantly alters the probability distribution of the fi-
nal answer tokens. Building on these findings,
we perform a more extensive set of compara-
tive experiments using two representative types of
datasets: (1) complex fact-based question answer-
ing datasets, including TriviaQA, PopQA, HaluE-
val, and TruthfulQA; and (2) a summarization
dataset requiring deep contextual understanding,
named CNN/Daily Mail. We also incorporate
four well-established, recently proposed halluci-
nation detection methods to identify hallucinations.
Furthermore, we evaluate three mainstream CoT
prompting strategies across both instruction-tuned
and reasoning-oriented LLMs, including LLaMA-
3.1-8B-Instruct, Mistral-7B-Instruct-v0.3, LLaMA-
3.1-70B-Instruct, and DeepSeek-R1-Distill-Llama-
8B. To comprehensively assess the impact of CoT
prompting on hallucination detection, we examine
three key dimensions: (1) shifts in the distribu-
tion of hallucination detection output scores; (2)
changes in detection accuracy; and (3) variations
in the confidence levels of the detection methods.

Our experimental results reveal a dual effect of

CoT prompting: while it enhances LLM perfor-
mance, it simultaneously disrupts hallucination de-
tection mechanisms. This disruption arises because
CoT prompting systematically alters the distribu-
tion of hallucination scores, leading to a counter-
intuitive trade-off. Particularly, improved task per-
formance is accompanied by reduced hallucination
detectability. The extent of this effect varies across
detection paradigms: consistency-based methods
exhibit greater robustness, whereas internal-state-
based and self-evaluation-based methods are more
susceptible to reasoning. Notably, advanced de-
tection methods lose their typical advantage over
perplexity-based baselines under CoT prompting.
These findings suggest that reasoning-enhanced
inference reshapes the landscape of hallucination
detection, making hallucination signals more subtle
and harder to capture.

Our contributions are threefold: (1) We conduct
a series of experiments, including pilot and com-
prehensive evaluations, to empirically investigate
the impact of CoT-induced reasoning on hallucina-
tion detection. (2) We reveal a double-edged effect
of CoT prompting: while it enhances LLM perfor-
mance, it simultaneously obscures common hallu-
cination features. (3) Our results show that internal-
state-based and self-evaluation-based methods ex-
hibit reduced robustness under CoT prompting.

2 Preliminary

CoT Prompting Methods. In this study, we fo-
cus on three representative methods: Zero-shot
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Chain of Thought (CoT, Kojima et al. (2024)),
Least-to-Most (LtM, Zhou et al. (2023)), and Min-
imum Reasoning Path Prompting (MRPP, Chen
et al. (2024c)). Further details and formal defini-
tions of these methods are provided in Appendix C.

Unless otherwise specified, all CoT prompting
methods are implemented in a zero-shot configura-
tion. This ensures that the LLM operates without
access to task-specific examples, allowing us to
isolate the effects of different reasoning strategies.
Following prior work, we design prompt templates
tailored to each experimental configuration to align
with specific task requirements.

Hallucination Detection Methods. We focus on
hallucination detection methods that do not rely
on external knowledge bases (e.g., fact-checking
(Li et al., 2024)) or require additional fine-tuning
and specialized training (e.g., ITI (Li et al., 2023b)
and SAPLMA (Azaria and Mitchell, 2023)). This
choice is motivated by the limited generaliza-
tion ability of such methods across tasks and do-
mains. Instead, we examine four main categories
of hallucination detection methods: consistency-
based methods (e.g., SelfCheckGPT-nli (Man-
akul et al., 2023)); internal-state-based meth-
ods (e.g., Perplexity, In-Context Sharpness (Chen
et al., 2024d), and LLM-Check (Sriramanan et al.,
2024)); self-evaluation-based methods (e.g., Ver-
balized Certainty (Kumar et al., 2024)); and hy-
brid methods (e.g., INSIDE (Chen et al., 2024a)
and SelfCheckGPT-Prompt (Manakul et al., 2023)),
which combine features from multiple categories.
For comprehensive descriptions and further details
of these methods, see Appendix D.

3 Pilot Experiment and Observation

Recent studies on multiple-choice question answer-
ing (MCQA) tasks (Kumar et al., 2024; Chen et al.,
2024d; Quevedo et al., 2024) have identified a
strong correlation between the probability assigned
by LLMs to answer tokens and the correctness of
their final predictions. In these datasets, which are
primarily composed of factual questions, we adopt
the common practice of treating answer incorrect-
ness as a proxy for hallucination labels (Kumar
et al., 2024). Motivated by these insights, we per-
form a pilot experiment to analyze, at the token
level, how reasoning with chain-of-thought (CoT)
prompting shapes the distribution of probabilities
over possible answer tokens. Our analysis pays
special attention to instances where CoT prompt-

ing fails to eliminate incorrect (i.e., hallucinated)
answers.

3.1 Pilot Experimental Setting
Datasets. We use three widely adopted MCQA
datasets in our study. CommonsenseQA (valida-
tion split, 1,221 samples; Talmor et al. (2019)) is
a benchmark designed to evaluate commonsense
reasoning; we use the validation split since ground-
truth answers are unavailable for its test set. AI2
ARC (ARC-Challenge, test split, 1,172 samples;
Boratko et al. (2018)) is a challenging dataset that
focuses on science-related questions requiring ad-
vanced reasoning. MMLU (test split, 14,042 sam-
ples; Hendrycks et al. (2021)) is a large benchmark
that spans a broad range of academic and profes-
sional domains, providing a comprehensive assess-
ment of general knowledge and reasoning ability.

LLMs. We conduct the pilot experiments
using three open-source LLMs, covering both
instruction-tuned and reasoning-oriented variants:
Llama-3.1-8B-Instruct (Dubey et al., 2024), a
large-scale model fine-tuned for instruction follow-
ing; Mistral-7B-v0.3-Instruct (Jiang et al., 2023),
a compact model trained via instruction tuning;
and DeepSeek-R1-Distill-Llama-8B (Guo et al.,
2025b), a reasoning-oriented model distilled from
larger LLMs.

Metrics. We evaluate the LLMs using the fol-
lowing three metrics: Accuracy, which measures
overall task performance by assessing the LLM’s
ability to predict the correct option; Entropy,
which quantifies the uncertainty in the LLM’s prob-
ability distribution over answer options, reflecting
its confidence in decision-making; and AUROC
(Area Under the Receiver Operating Curve), which
treats answer correctness as a proxy hallucination
label and evaluates how well the token-level prob-
ability distribution distinguishes between halluci-
nated and non-hallucinated responses.

The implementation details of the pilot experi-
ment are available in Appendix F.

3.2 Observations
The experimental results are shown in Table 1.
Overall, LLMs prompted with CoT consistently
achieve higher accuracy across all datasets. For ex-
ample, with Llama-3.1-8B-Instruct, CoT improves
accuracy (%) from 90.5, 90.16, and 80.79 to 97.67,
94.96, and 91.57 on the three datasets, respectively.
However, the effectiveness of more advanced CoT
variants is less consistent. While both LtM and
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Table 1: Performance comparison of LLMs under CoT prompting on three token-level MCQA tasks. Experimental
results show that CoT prompting improves accuracy and reduces entropy, suggesting increased confidence in the
LLM’s predictions. However, AUROC scores also decline, indicating that token-level probabilities become less
reliable as indicators of hallucinations. Detailed results for Mistral-7B-v0.3-Instruct are provided in the Appendix.

ARC-Challenge CommonSenseQA MMLU
Acc Entropy AUROC Acc Entropy AUROC Acc Entropy AUROC

DeepSeek-R1-Distill-Llama-8B
base 67.41 67.70 78.15 59.26 82.56 73.11 54.62 80.74 71.78
LtM 87.36 5.25 69.37 73.52 6.22 69.26 76.92 11.10 68.33

MRPP 88.05 6.93 72.90 72.62 7.13 67.44 76.54 12.08 67.52
CoT 87.94 4.86 70.15 72.38 5.45 68.34 77.36 10.56 64.23

Llama-3.1-8B-Instruct
base 90.50 23.96 85.98 90.16 26.33 79.75 80.79 46.94 79.97
LtM 93.42 18.14 78.07 89.93 27.82 76.17 85.67 36.31 78.62

MRPP 97.70 6.39 71.81 96.50 9.90 73.15 93.99 15.56 72.54
CoT 97.67 6.63 77.39 94.96 13.50 74.69 91.57 21.39 76.07
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Figure 2: Comparison of token probability distributions for DeepSeek-R1-Distill-Llama-8B on ARC-Challenge. The
upper row shows all samples; the lower row shows incorrect predictions after CoT prompting. Kolmogorov-Smirnov
test confirms significant differences (p < 0.01) between conditions with and without CoT prompting.

MRPP employ multi-path reasoning, MRPP fur-
ther incorporates confidence-based validation. As a
result, LtM may suffer from ambiguity when faced
with multiple plausible reasoning paths, achieving
better performance than the base Llama but falling
short of standard CoT. In contrast, MRPP outper-
forms even the basic CoT approach.

In addition, after applying CoT prompting, en-
tropy consistently decreases across all LLMs. This
suggests that LLMs become more confident in
their predictions by assigning higher probabilities
to their selected answers. For instance, Llama’s
entropy drops from 23.96, 26.33, and 46.94 to
6.63, 13.50, and 21.39, respectively, after applying
CoT. Similar reductions are observed with other
CoT strategies, reflecting a general improvement
in model confidence.

The DeepSeek-R1-Distill-Llama-8B model,
which is specifically optimized for reasoning abil-
ities, performs substantially below expectations
when reasoning is disabled. Its accuracy on the
three datasets drops to 67.41, 59.26, and 54.62, re-
spectively. When CoT is enabled, its performance
improves significantly, though it still lags behind
Llama in terms of accuracy. Interestingly, under
CoT prompting, DeepSeek exhibits lower entropy
than Llama across all datasets. This suggests that
DeepSeek is more confident in its predictions, even
though it produces more incorrect answers.

To better illustrate how confident LLMs are
when producing hallucinated answers (i.e., incor-
rect predictions), we compare their token-level
probability distributions before and after applying
CoT prompting. This comparison is conducted for
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both all samples and hallucinated samples. The
results are presented in Figure 2. Before CoT
prompting, LLMs show relatively uniform prob-
ability distributions across samples. For halluci-
nated samples, the distributions are clearly left-
skewed, indicating that incorrect answers tend to
receive lower probabilities. In contrast, after CoT
prompting, the probability distributions shift such
that LLMs assign similarly high probabilities to
both correct and incorrect answers. This increased
confidence, especially in wrong predictions, under-
scores the complex influence of CoT prompting on
token-level probabilities, ultimately making hallu-
cinations harder to detect.

Previous studies have shown that token proba-
bilities produced by LLMs do not always reliably
indicate the presence of hallucinations (Mahaut
et al., 2024; Lin et al., 2022a; Chen et al., 2025).
Instead, more robust signals can be extracted from
the internal states of LLMs to better capture hal-
lucination patterns. To explore this, we conduct a
more comprehensive set of experiments using re-
cent hallucination detection models. We investigate
whether CoT prompting influences the clarity of
hallucination-related signals during the reasoning
process.

4 Main Experiments

4.1 Pipeline

This section outlines the workflow used to assess
whether CoT prompting interferes with hallucina-
tion detection, as illustrated in Figure 3. We be-
gin by determining whether the LLM-generated
response constitutes a hallucination based on the
ground-truth response. Next, we use a detection
model to compute a hallucination score for each
output, which is then used to predict whether the
output is a hallucination. Finally, we examine the
impact of CoT-generated reasoning on hallucina-
tion detection from three perspectives. These in-
clude four evaluation metrics.

Correctness Measurement. For the responses
generated by the LLM, we evaluate their alignment
with the ground truth in the dataset based on text
matching and semantic consistency. This evalua-
tion determines whether a response constitutes a
hallucination.

Hallucination Detection Score. During the re-
sponse generation process, we apply four main-
stream hallucination detection methods to compute
the likelihood score of hallucination for each re-

sponse. Based on these scores, we further predict
whether a given response constitutes a hallucina-
tion.

Evaluation Dimensions. Based on the halluci-
nation labels and detection scores, we analyze the
behavior of hallucination detection methods along
three dimensions: score distribution, detection per-
formance, and method confidence. These dimen-
sions range from surface-level statistical patterns
to deeper model-level insights. Specifically: (1)
changes in the distribution of hallucination scores
are evaluated using a distribution consistency test;
(2) detection performance is assessed via AUROC
and the monotonic relationship; and (3) method
confidence is measured using Expected Calibra-
tion Error (ECE). Further details are provided in
Appendix E.

4.2 Experimental Setup
Datasets. We use four widely adopted QA datasets
that require complex reasoning and one summa-
rization dataset. The summarization task demands
strong in-context understanding. Specifically, we
include TruthfulQA (Lin et al., 2022b), a dataset
explicitly designed for hallucination detection. We
use its validation subset, which comprises 817 ques-
tions. In addition, TriviaQA (Joshi et al., 2017) is
a large-scale reading comprehension dataset. We
utilize its rc.wikipedia.nocontext split and val-
idation subset to support our experiments. PopQA
(Mallen et al., 2023) contains questions targeting
a long-tail distribution of entities. We use its test
subset in a closed-book setting to avoid external
knowledge access during evaluation. HaluEval
(Li et al., 2023a) evaluates the factual accuracy
of LLM-generated content by distinguishing be-
tween hallucinatory and accurate outputs. We use
its QA subset of non-hallucinatory samples as a
benchmark for correctness. For summarization,
we employ the CNN/Daily Mail dataset (Hermann
et al., 2015), where the LLM is required to gener-
ate a summary based on a given news article. This
task emphasizes faithful summarization, requiring
that generated summaries do not deviate from the
source content.

LLMs. Some hallucination detection methods
require access to the internal states of LLMs. Thus,
we conduct our experiments using open-source
LLMs. To ensure diversity across model families,
parameter scales, and training objectives, we se-
lect four LLMs, including Llama-3.1-8B-Instruct,
Mistral-7B-Instruct-v0.3, Llama-3.1-80B-Instruct,
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Figure 3: The workflow for evaluating the impact of CoT prompting on hallucination detection. The upper section
presents an overview, while the lower section highlights key implementation details. Given the LLM’s output,
hallucinations are identified by comparing against ground-truth answers. A hallucination detection model then
generates a score, which is used to produce predicted labels. Finally, detection performance is evaluated across four
dimensions defined in the evaluation framework.

and DeepSeek-R1-Distill-Llama-8B.
Implementation details of the experiments are

provided in Appendix F.

5 Results and analysis

This section presents a comprehensive analysis of
the experimental results, focusing on three key as-
pects: (1) the performance enhancement of LLMs
through CoT prompting across diverse tasks and
datasets; (2) the impact of CoT prompting on the
internal mechanisms of LLMs, as revealed by the
distribution shifts in hallucination detection scores;
and (3) the consequential effects on the perfor-
mance and reliability of hallucination detection
methods. Our findings demonstrate that while CoT
prompting significantly improves output quality, it
also alters the models’ internal representations and
confidence calibration. As a result, this ultimately
complicates the hallucination detection process.

We validate our automated metrics by having
two annotators manually annotate 150 samples,
achieving a Cohen’s Kappa of 0.863. The Spear-
man’s ρ between our automated scores and human
annotations is 0.690 for Exact Match, 0.656 for
ROUGE-L F1, and 0.683 for semantic similarity.
These results confirm that our automated evalua-
tions reliably reflect human judgment.

5.1 Performance Comparison of CoT
Methods Across Different Datasets

As shown in Table 2, the CoT prompting methods
significantly enhance the performance of LLMs
across various tasks. This is consistent with the

results of our pilot experiments. By encouraging
LLMs to explicitly generate intermediate reasoning
steps, CoT prompting helps activate their latent
knowledge and reasoning capabilities, leading to
more accurate responses.

Notably, LLM performance rankings vary be-
tween the two evaluation approaches, namely tex-
tual matching and semantic consistency. This high-
lights the challenge posed by diverse linguistic
expressions in text generation. While evaluation
methodology is not the primary focus of this study,
we adopt both metrics in subsequent experiments
to assess response correctness. This approach helps
to mitigate ambiguity, and the resulting correctness
serves as the ground truth for hallucination detec-
tion.

Furthermore, not all CoT variants consistently
improve performance, suggesting that the reason-
ing process may have nuanced effects on output
quality. Interestingly, DeepSeek performs better
on summarization tasks, which demand stronger
contextual understanding. This observation further
supports the notion that incorporating reasoning
can enhance LLM performance in such scenarios.

5.2 Comparison of Score Distributions for
Hallucination Detection

To examine the impact of CoT prompting on the
internal decision-making processes of LLMs, we
employ LLM-Check to compare the distributions
of Hidden Score and Attention Score with and with-
out CoT prompts. The Hidden Score reflects the
LLM’s internal confidence in its own output, while
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Table 2: Results of CoT prompting influencing the
performance of LLMs across various datasets. The
table presents results for Llama-3.1-8B-Instruct and
DeepSeek-R1-Distill-Llama-8B on HaluEval, PopQA,
TriviaQA, and CNN/Daily Mail (C./D.M.). The results
indicate that CoT prompting substantially improves
LLM performance on these tasks. Please refer to the
appendix for additional tasks and LLMs.

HaluEval PopQA TriviaQA C./D. M.

Llama-3.1-8B-Instruct, Textual
base 30.26 30.31 79.41 22.13
CoT 36.59 35.05 81.60 23.33
LtM 36.98 33.57 80.02 22.72

MRPP 36.04 33.00 80.46 22.83

Llama-3.1-8B-Instruct, Semantic
base 39.89 48.58 85.61 91.80
CoT 77.37 65.30 85.17 91.07
LtM 38.86 46.79 85.63 90.79

MRPP 78.10 68.03 85.60 90.82

DeepSeek-R1-Distill-Llama-8B, Textual
base 19.19 16.09 61.78 20.04
CoT 29.21 22.09 63.16 22.54
LtM 30.15 19.01 64.10 21.39

MRPP 29.21 18.79 64.34 21.68

DeepSeek-R1-Distill-Llama-8B, Semantic
base 62.30 55.47 72.28 91.26
CoT 78.53 63.15 80.90 92.35
LtM 79.57 64.10 83.34 91.88

MRPP 79.35 64.34 83.02 91.36

the Attention Score captures the degree of focus
allocated to different input segments.

We use the Kolmogorov-Smirnov (K-S) test to
evaluate whether these score distributions differ
significantly between conditions with and without
CoT prompting. As shown in Figure 4, both scores
exhibit statistically significant shifts (p < 0.01),
indicating that CoT prompting induces substantial
changes in the LLM’s internal representations.

For instruction-tuned LLMs such as LLaMA,
the scores are relatively dispersed in the absence
of CoT prompting, suggesting that hallucination
detection methods can effectively differentiate be-
tween hallucinated and faithful responses. How-
ever, with CoT prompting, the scores become
tightly clustered. This implies that the detector
may collapse to predicting a single class, thereby
losing its discriminative capability.

In contrast, reasoning-oriented LLMs such as
DeepSeek exhibit concentrated score distributions
even without CoT, suggesting that internal signals
are less indicative of hallucination. CoT prompting
still significantly alters the distribution, suggesting
that explicit reasoning substantially reshapes the
LLM’s internal state, even when the LLM is already

strong in reasoning tasks.
Overall, these findings suggest that CoT prompt-

ing not only enhances output quality but also mod-
ulates the LLM’s internal confidence and attention.

5.3 Performance Comparison of
Hallucination Detection Methods

We conduct a comprehensive evaluation of how
CoT prompting affects the performance of halluci-
nation detection methods. Our experiments span
four benchmark datasets, four LLMs, two hallu-
cination annotation protocols (i.e., Textual or Se-
mantic methods for establishing ground truth), and
eight representative detection approaches. For each
combination, we evaluate performance under four
prompting scenarios: one base scenario (without
CoT) and three distinct CoT prompting methods
(CoT, LtM, and MRPP). This results in a total
of 768 experimental configurations (4 benchmark
datasets × 4 LLMs × 2 hallucination protocols ×
8 detection methods × 3 CoT prompting methods).
For each configuration, the baseline performance
without CoT prompting serves as the point of com-
parison.

Table 3 summarizes, grouped by LLM and
dataset, the number of experimental configurations
in which a detection method’s AUROC score de-
clined under a CoT prompting scenario compared
to the base scenario. Each cell in the table has a
maximum value of 12, representing the 4 models
evaluated under the 3 CoT methods. Overall, more
than half of the configurations (465 out of 768) ex-
hibit performance degradation, suggesting that CoT
prompting exerts a broad and substantial negative
impact on hallucination detection.

Notably, TruthfulQA is treated separately due
to its distinct evaluation protocol. To further as-
sess the generality of our findings, we also eval-
uate a model-training-based method, MIND (Su
et al., 2024). We observe that it likewise suffers de-
graded hallucination detection performance under
CoT prompting (see Appendix G for details).

Our findings reveal that CoT prompting gen-
erally impairs the effectiveness of hallucination
detection, with the degree of impact varying by
method. Self-evaluation-based approaches (e.g.,
SelfCheckGPT-Prompt and Verbalized Certainty)
are most adversely affected. These methods rely
heavily on confidence signals present in the LLM’s
output. However, these signals are easily distorted
by CoT-style reasoning. As a result of CoT prompt-
ing, LLMs often generate additional justificatory
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Figure 4: Hidden score and attn score distributions for incorrect predictions. Each plot represents results across
different CoT prompting methods (x-axis) and their corresponding scores (y-axis). Significant shifts in score distri-
butions are observed for all hallucination detection methods after incorporating CoT prompting methods, suggesting
that CoT prompting methods substantially impact hallucination detection scores: even when hallucinations exist,
the scores of hallucination detection methods are biased towards not hallucination.

Table 3: Number of experimental configurations in which the AUROC for hallucination detection decreases after
applying CoT prompting, relative to the base scenario. Each cell can contain up to 12 configurations, corresponding
to 3 CoT variants × 4 LLMs.

HaluEval PopQA TriviaQA CNN/Daily Mail
Textual Semantic Textual Semantic Textual Semantic Textual Semantic

PPL 9 6 12 6 10 3 10 8
Sharpness 9 6 12 6 10 4 10 11
Eigen Score 3 8 4 7 9 6 4 7
SelfCk-Prompt 10 7 12 8 9 7 9 6
SelfCk-NLI 9 6 6 2 12 9 8 4
Hidden Score 8 9 4 6 8 5 6 7
Verbalized Certainty 9 7 6 9 11 8 10 7
Attn Score 5 4 0 7 1 5 12 7

content, which can obscure factual inaccuracies.
For instance, in response to the TriviaQA ques-
tion What was Walter Matthau’s first movie?, an
LLM under LtM prompting may include phrases
like Based on reliable sources such as IMDb and
Wikipedia.... Although the answer is incorrect, the
Verbalized Certainty score may increase from 0.2
to 1.0, illustrating how CoT prompting can mask
hallucinations.

By contrast, consistency-based methods (e.g.,
EigenScore and SelfCheckGPT-NLI) show greater
robustness to CoT prompting. These methods lever-
age multi-sample reasoning to identify inconsisten-
cies, which remain informative even in the presence
of CoT prompts. In the above example, consistent
sampling occasionally yields the correct answer
The Kentuckian (EigenScore: 3/15; SelfCheckGPT-
NLI: 1/20), albeit infrequently. Although these ap-
proaches are often criticized for their high computa-
tional overhead, they demonstrate strong resilience
and reliability in scenarios that require extensive

reasoning.

Another notable observation is that, although
advanced hallucination detection methods typi-
cally outperform simple perplexity-based baselines
under standard conditions, this advantage dimin-
ishes when CoT prompting is applied. Without
CoT, perplexity-based methods consistently under-
perform, aligning with prior studies (Chen et al.,
2024a; Sriramanan et al., 2024; Chen et al., 2025).
However, when CoT prompts are introduced, many
detection methods fail to surpass the perplexity
baseline, and some perform worse. This finding
underscores a critical limitation of current detec-
tion approaches: they are not designed to handle
the structural and discourse-level shifts induced by
explicit reasoning. As a result, their effectiveness
at detecting hallucinations is diminished.

TruthfulQA. As shown in Table 4, CoT prompt-
ing has inconsistent effects on enhancing both the
truthfulness and informativeness of responses in the
TruthfulQA task across different scenarios. Among
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the 144 experimental settings, 81 exhibit perfor-
mance degradation (see Appendix G for details).
Meanwhile, the negative impact of CoT prompting
on hallucination detection methods varies signifi-
cantly among different LLMs. Specifically, Llama
exhibits a more pronounced drop in informative-
ness, Mistral experiences a greater decline in truth-
fulness, and DeepSeek shows a decline in both
dimensions. This variation likely reflects differ-
ences in response generation tendencies among
the various LLMs. For example, following CoT
prompting, Llama tends to emphasize the reasoning
process and frequently includes redundant phrases,
such as Based on the above steps..., in its answers.
Although such content highlights the reasoning
chain, it may obscure factual inaccuracies or in-
troduce misleading elements. This can interfere
with the effectiveness of hallucination detection
methods. To mitigate potential biases introduced
by the LLaMA-based judge model, we additionally
fine-tuned the evaluation model using Qwen. The
evaluation results based on the Qwen judge model
(see Appendix G for details) are consistent with
our previous findings, confirming the robustness of
our conclusions.

Table 4: Number of experiments of TruthfulQA in
which the AUROC value decreases. For each experi-
ment, AUROC is calculated by comparing the predicted
hallucination detection scores with either informative-
ness (I.) or truthfulness (T.); each cell shows the number
of experiments (three using CoT prompting and one
without) where AUROC decreases relative to a baseline.
The first two columns are results for Llama-3.1-8B-
Instruct, the middle two for Mistral-7B-Instruct-v0.3,
and the last two for DeepSeek-R1-Distill-Llama-8B.

I. T. I. T. I. T.

Perplexity 3 0 0 2 2 3
Sharpness 3 0 0 2 2 3
Eigen Score 2 3 1 1 0 3
SelfCk-Prompt 1 3 1 0 2 3
SelfCk-NLI 1 2 0 3 2 3
Verb. Certainty 2 2 0 2 0 0
Hidden Score 2 0 3 3 2 2
Attn Score 0 2 3 3 1 3

Monotonic Relationship. The trends observed
in monotonic relationships are consistent with
those in classification performance. Compre-
hensive experimental results are provided in Ap-
pendix G.

5.4 Confidence in Hallucination Detection
Methods

We further employ Expected Calibration Error
(ECE) to evaluate the alignment between the hal-
lucination probabilities predicted by the detection
methods and the actual correctness of the hallucina-
tion detection. This allows us to assess the calibra-
tion of model confidence. The results indicate that
CoT prompting leads to an increase in ECE across
most experimental settings, suggesting that the con-
fidence of detection methods becomes less reliable.
Detailed results are provided in Appendix G.

6 Discussion and Conclusion

In this study, we systematically investigate the
impact of CoT prompting on hallucination detec-
tion in LLMs. We evaluate several representative
detection methods and find that, although CoT
prompting improves text-level and semantic accu-
racy across most datasets, it simultaneously under-
mines hallucination detection performance. More
specifically, CoT prompting results in more concen-
trated detection score distributions, lower classifica-
tion accuracy, weaker alignment with ground truth,
and poorer confidence calibration. The sensitiv-
ity of this impact varies according to the detection
method: self-evaluation-based approaches are the
most affected, whereas consistency-based meth-
ods show greater robustness. We further observe
that CoT prompting diminishes and occasionally
eliminates the performance advantage of advanced
detectors over a simple perplexity baseline.

These findings suggest that CoT prompting can
obscure hallucination cues and compromise the ef-
fectiveness of existing detection systems, highlight-
ing the need to develop more robust approaches
specifically tailored to reasoning-oriented LLMs.

Limitations

Due to computational resource constraints, we
are unable to conduct experiments on larger-scale
LLMs, which limits the generalizability of our con-
clusions. Moreover, the limitations of current hal-
lucination detection methods prevented us from
evaluating our framework on widely used closed-
source LLMs. Future research should incorporate
such LLMs to achieve a more comprehensive un-
derstanding.

Regarding evaluation metrics, although the use
of Exact Match and ROUGE-L to assess response
correctness in QA tasks is subject to debate, we
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select these metrics because of their widespread
adoption, computational efficiency, and effective-
ness in measuring surface-level accuracy. Future
work may consider more specialized metrics to bet-
ter capture the nuanced challenges of hallucination
detection.

Our findings show that while CoT prompting sig-
nificantly improves the reasoning abilities of LLMs,
it also introduces complexities that undermine ex-
isting hallucination detection mechanisms, posing
risks in high-stakes applications. This underscores
the urgent need to develop more robust halluci-
nation detection methods tailored to reasoning-
augmented LLM. Addressing the impact of CoT
prompting on hallucination detection is beyond the
scope of this study and is left for future work.
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Appendix

A Theoretical and Practical Implications

The theoretical significance of this study lies in
its exploration of the relationship between CoT
prompting and hallucination detection. Our re-
search demonstrates that while CoT prompting
methods enhance the interpret-ability and reason-
ing capabilities of LLMs, they simultaneously con-
fuse the task of detecting hallucinations in these
LLMs. This highlights a gap in current research:
hallucination detection methods must account for
the effects introduced by CoT prompting. From
a practical perspective, our work underscores the
importance of considering a broader range of fac-
tors in hallucination detection. Specifically, we
show that detection methods should be capable of
handling the subtle differences introduced by CoT
prompting. This is crucial for ensuring the safe
and reliable deployment of LLMs in real-world ap-
plications, especially those requiring high levels
of factual accuracy, such as healthcare, legal, and
scientific fields.

B Additional Related Work

B.1 Large Language Models and
Hallucinations

Large language models demonstrate remark-
able generalization capabilities, leading to their
widespread adoption across a variety of tasks (Zhao
et al., 2024; Qin et al., 2024; Yan et al., 2024;
Huang and He, 2025). They exhibit strong per-
formance, especially in question-answering tasks
(Zhao et al., 2024; Yang et al., 2023; Hadi et al.,
2024). However, despite their effectiveness, LLMs
are not infallible, and a significant challenge that
persists is the phenomenon of hallucinations (Ji
et al., 2023; Hadi et al., 2024; Wang et al., 2025).

Hallucinations in LLMs typically manifest when
the model generates fabricated or inaccurate infor-
mation in an attempt to answer a question (Yang
et al., 2024b; Tonmoy et al., 2024). These hallu-
cinations can be classified into three categories:
Input-Conflicting, Context-Conflicting, and Fact-
Conflicting hallucinations (Zhang et al., 2023). Al-
ternatively, they are often categorized into two
broad types: factuality hallucination and faithful-
ness hallucination (Huang et al., 2024). Factuality
hallucinations arise when the LLM’s output con-
flicts with established world knowledge. Specif-
ically, these hallucinations arise when the input
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prompt lacks relevant factual information (He et al.,
2025). In such cases, the LLM relies on its inter-
nal parameters and memory (Mallen et al., 2023),
resulting in outputs that contradict factual reality.

In the context of QA tasks, particularly closed-
book QA, the issue of Fact-Conflicting or factuality
hallucinations is especially pronounced (Jin et al.,
2024; Zhang et al., 2023). Several benchmarks are
designed to assess these types of hallucinations. Ex-
amples include TruthfulQA (Lin et al., 2022b) and
HaluEval (Li et al., 2023a), which explicitly focus
on hallucinations. Other QA datasets, such as Triv-
iaQA (Joshi et al., 2017) and PopQA (Mallen et al.,
2023), were not originally designed for hallucina-
tion detection but are still widely used to evaluate
factual accuracy (Chen et al., 2024d,a,b).

A variety of methods are proposed to mitigate
factuality hallucinations (Tonmoy et al., 2024),
including prompt engineering, the integration of
external knowledge, changes to decoding strate-
gies, and model training or fine-tuning approaches.
However, for users interacting directly with LLMs,
prompt-based methods, such as Chain-of-Thought
(Wei et al., 2022), provide a more accessible and
widely adopted solution. The core idea behind CoT
is to guide the LLM in generating reasoning steps
before providing a final answer, thereby enhancing
response accuracy and reducing hallucinations.

B.2 CoT prompting
Chain-of-Thought (CoT) prompting is a technique
designed to enhance the performance of LLMs by
guiding them to generate intermediate reasoning
steps prior to producing a final answer (Wei et al.,
2022). Rather than generating a direct one-step
response, CoT prompts the LLM to engage in a
structured reasoning process, thereby reducing er-
rors and hallucinations that arise from premature
conclusions. By leveraging this step-by-step rea-
soning approach, CoT demonstrates significant im-
provements in both accuracy and reliability (Yao
et al., 2025).

To reduce the manual effort required to provide
examples and to better leverage LLMs’ prior knowl-
edge, Self-generated Few-shot CoT is introduced
(Yasunaga et al., 2024). This approach allows
LLMs to autonomously construct relevant exam-
ples and knowledge, enabling adaptive reasoning.
Remarkably, studies demonstrate that performance
improvements associated with reasoning can occur
even without explicitly providing examples (Ko-
jima et al., 2024). By simply appending a phrase

such as “let’s think step by step” to the prompt,
a technique known as Zero-shot CoT, LLMs are
prompted to generate reasoning steps. This ap-
pended phrase (referred to as a “magic phrase”
(Stechly et al., 2024)) is identified as a key trigger
for enabling reasoning without explicit demonstra-
tions.

Regardless of whether few-shot examples, self-
generated examples, or zero-shot techniques are uti-
lized, the primary objective of these methods is to
prompt reasoning prior to delivering a final answer.
This foundational idea predates the rise of LLMs
(Nye et al., 2022; Ling et al., 2017). Beyond Zero-
shot CoT, numerous variants emerge to address
specific limitations. For example, Tree-of-Thought
(ToT) (Yao et al., 2023) and Graph-of-Thought
(GoT) (Yao et al., 2024) propose more sophisti-
cated reasoning structures that facilitate backtrack-
ing and synergistic outcomes, thereby addressing
the linear constraints of CoT reasoning. Other ap-
proaches, such as Least-to-Most Prompting (LtM)
(Zhou et al., 2023) and Minimum Reasoning Path
Prompting (Chen et al., 2024c), aim to decompose
complex problems into simpler sub-problems or
ensure that reasoning paths remain as concise and
clear as possible.

Collectively, these methods share a common
emphasis on generating reasoning steps prior to
producing a final answer. For clarity, we refer
to them as CoT prompting. They demonstrate
broad utility, consistently enhancing LLM perfor-
mance across various tasks and domains (Guo et al.,
2025a; Kim et al., 2023; Nguyen et al., 2025). Sub-
stantial research examines both the empirical and
theoretical effectiveness of CoT prompting (Feng
et al., 2023; Chen et al., 2024c; Saparov and He,
2023; Prabhakar et al., 2024; Prystawski et al.,
2023), establishing it as a robust strategy for per-
formance improvement.

However, despite their widespread success, CoT
prompting faces notable limitations (Sprague et al.,
2024). Some studies argue that LLMs do not truly
learn the underlying algorithms for solving prob-
lems (Stechly et al., 2024) and often fail to faith-
fully explain the reasoning behind their answers
(Turpin et al., 2023). By requiring LLMs to gener-
ate additional content, such as reasoning steps, CoT
prompting may alter the internal states of the LLM
(Feng et al., 2023). This raises an intriguing ques-
tion: could this state alteration impact tasks that
rely on these internal states, such as hallucination
detection?
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B.3 Hallucination Detection

Hallucinations in LLMs are commonly attributed to
a discrepancy between the LLM’s internal knowl-
edge and real-world knowledge (Huang et al., 2024;
Zhang et al., 2024). Some studies further suggest
that hallucinations generated in earlier stages of
text generation may propagate, leading to subse-
quent hallucinations (Zhang et al., 2024; Stechly
et al., 2024). This observation aligns with our hy-
pothesis that CoT prompting could influence hallu-
cination detection by altering the LLM’s internal
states.

Our findings focus on a different aspect: the im-
pact of CoT prompting on hallucination detection.
Specifically, even in cases where hallucinations do
not result from the propagation of earlier errors,
hallucination detection methods may exhibit differ-
ent performance under CoT prompting compared
to standard prompting strategies. This indicates
that the additional reasoning steps introduced by
CoT prompting may modify the internal states of
model in ways that undermine the effectiveness of
existing detection methods.

Methods for identifying and mitigating hallu-
cinations can generally be classified based on
whether they rely on external data. Among meth-
ods that do not rely on external data, three main
subcategories are identified: consistency-based,
internal-state-based, and self-evaluation-based
hallucination detection.

Internal-state-based methods utilize the LLM’s
internal representations or uncertainty during text
generation to distinguish between hallucinated and
non-hallucinated content. For instance, LLM-
check (Sriramanan et al., 2024) assesses variations
in token probabilities during text generation. Other
approaches, such as DoLa (Chuang et al., 2024)
and In-context Sharpness (Chen et al., 2024d), an-
alyze features extracted from hidden states across
different layers or time steps during decoding.
These insights are then applied to detect and miti-
gate hallucinations.

Self-evaluation-based methods are founded on
the premise that LLMs are capable of verbally eval-
uating the content they generate (Yao et al., 2023;
Wang et al., 2023; Yao et al., 2024; Kumar et al.,
2024; Diao et al., 2024). These methods employ
prompts to extract the LLM’s self-evaluated confi-
dence in its outputs. By treating the LLM’s verbal-
ized certainty as an indicator of correctness, these
methods identify hallucinations using confidence

scores.

Consistency-based methods, such as SelfCheck-
GPT, operate under the assumption that if an LLM
has accurate knowledge and confidence in its an-
swers, it will generate semantically consistent out-
puts across multiple sampling attempts (Wang et al.,
2023; Manakul et al., 2023; Ren et al., 2025). This
approach is particularly relevant in factual QA
tasks, where semantic consistency among sampled
answers serves as an indicator of factuality. In-
consistent outputs, on the other hand, suggest the
presence of hallucinations.

These three approaches are not mutually ex-
clusive and can be combined. For example, IN-
SIDE (Chen et al., 2024a) integrates internal-state-
based and consistency-based methods, while Self-
CheckGPT (Manakul et al., 2023) incorporates
both self-evaluation-based and consistency-based
techniques.

In contrast, hallucination detection methods that
depend on external data are further categorized
into retrieval-based and model-training-based ap-
proaches. Retrieval-based methods utilize exter-
nal knowledge bases to validate generated outputs
(Min et al., 2023; Sankararaman et al., 2024; Li
et al., 2024). However, these methods often face
limitations, including reliance on the quality and
scope of external data, as well as the complexity
of integrating retrieval and comparison systems.
Model-training-based methods, such as SAPLMA
(Azaria and Mitchell, 2023) and Inference-Time
Intervention (ITI) (Li et al., 2023b), necessitate ad-
ditional labeled data to train auxiliary models for
hallucination detection. These approaches, while
effective, are resource-intensive and often lack gen-
eralization ability. For instance, ITI not only identi-
fies hallucinations but also employs trained probes
to address them. Nevertheless, the high resource
demands and restricted plug-and-play functional-
ity render these methods less practical for direct
application to existing LLMs.

In light of these challenges, our study concen-
trates on hallucination detection methods that do
not rely on external data, with a particular empha-
sis on consistency-based, internal-state-based, and
self-evaluation-based approaches. These methods
provide enhanced flexibility and can be seamlessly
integrated into existing LLM architectures without
incurring additional resource overhead.
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C Descriptions of CoT prompting

CoT encourages LLMs to think through problems
step by step, fostering logical consistency and im-
proving performance in complex tasks. In our ex-
periments, we use the following adapted template:
Think about it step by step.

LtM guides the LLM to decompose complex
questions into simpler subproblems, solve them
individually, and recombine the answers to address
the original question. The template used in our
study is: What subproblems must be solved
before answering the inquiry?

MRPP aims to minimize cognitive load by en-
suring that each reasoning step is as simple and
error-free as possible. The adapted template we
employ is: You need to perform multi-step
reasoning, with each step carrying out as
many basic operations as possible.

Given these challenges, our study focuses on hal-
lucination detection methods that do not require ex-
ternal data, particularly consistency-based, internal-
state-based, and self-evaluation-based approaches.
These methods offer greater flexibility and can be
readily applied to existing LLM architectures with-
out additional resource overhead.

D Descriptions of Hallucination Detection
Methods

Perplexity serves as a metric for assessing the pre-
dictive accuracy of an LLM on a given sequence.
It is defined as:

PPL(x) = 2−
1
n

∑n
i=1 logP (xi|x<i) (1)

where x = {x1, x2, . . . , xn} denotes the token se-
quence, and P (xi|x<i) indicates the conditional
probability of token xi given the preceding tokens.

In a well-trained language model, sequences
that conform to its learned language patterns are
assigned higher probabilities, thereby yielding
lower perplexity. By contrast, hallucinated con-
tent frequently diverges from the statistical patterns
present in the training data, resulting in lower token
probabilities and higher perplexity. This renders
perplexity a straightforward yet effective indicator
for hallucination detection.

Sharpness (Chen et al., 2024d) represents an
internal-state-based method designed to assess the
concentration of a LLM’s hidden state during next-
token prediction. The method introduces a metric
termed contextual entropy, which measures the dis-
persion of the LLM’s internal activations across

input context tokens. For a predicted token vp, the
contextual entropy is computed as:

E(vp, v1:t) = −
t∑

i=1

P̃ (activation = i | vp, v1:t)

× log P̃ (activation = i | vp, v1:t).
(2)

Here, P̃ (activation = i | vp, v1:t) denotes the nor-
malized activation probability of token vp relative
to each context token vi. Lower entropy values
signify more concentrated activations, implying
sharper internal representations and greater confi-
dence in token predictions.

In its original formulation, contextual entropy
serves to adjust the original token probability distri-
bution via a weighting coefficient. This adjustment
enables the method to regulate the influence of en-
tropy on token probabilities, thereby improving its
capacity to detect factually incorrect predictions.
By incorporating this entropy-based adjustment,
the method successfully identifies discrepancies
between high-confidence predictions and factually
grounded content, rendering it well-suited for hal-
lucination detection.

Verbalized Certainty (Kumar et al., 2024) is
a self-evaluation-based method that enables the
LLM to explicitly express its confidence level in
the accuracy of its outputs. This is achieved by gen-
erating responses to a new query. The method em-
ploys prompts to elicit the LLM’s self-evaluation
of response confidence, utilizing techniques such
as Confidence Querying Prompts, Simulation of a
Third-Person Perspective, and Likert Scale Utiliza-
tion.

INSIDE (Chen et al., 2024a) represents a hy-
brid method that integrates internal-state-based and
consistency-based approaches. It assesses self-
consistency across multiple responses by calcu-
lating the EigenScore, which measures semantic
diversity in the embedding space. For K generated
sequences, the covariance matrix of their sentence
embeddings is computed as:

Σ = Z⊤ · Jd · Z (3)

where Σ ∈ RK×K is the covariance matrix, Z =
[z1, z2, . . . ,zK ] ∈ Rd×K represents the embed-
ding matrix, and Jd = Id − 1

d1d1
⊤
d is the cen-

tering matrix. The EigenScore is defined as the
log-determinant of the regularized covariance ma-

1288



trix:

E(Y|x,θ) = 1

K
log det(Σ+ α · IK) (4)

where α · IK ensures numerical stability, and the
eigenvalues λi are utilized to compute:

E(Y|x,θ) = 1

K

K∑

i=1

log(λi). (5)

This metric effectively captures the self-
consistency of generated responses and proves
particularly adept at identifying hallucinations by
detecting inconsistencies across multiple samples.

SelfCheckGPT (Manakul et al., 2023) utilizes
consistency-based methods, including Natural Lan-
guage Inference (NLI) and self-evaluation-based
techniques, to evaluate hallucinations. In its
NLI-based form, SelfCheckGPT compares LLM-
generated responses with stochastically generated
alternatives. It then categorizes the relationships
between the hypothesis (response) and premise
(context) into three categories: entailment, neu-
tral, or contradiction. The contradiction score
serves as the SelfCheckGPT score. Alternatively,
in its self-evaluation-based form, SelfCheckGPT
directly queries the LLM to verify whether specific
sentences are supported by the generated context
through carefully designed prompts.

LLM-Check (Sriramanan et al., 2024) repre-
sents an internal-state-based method that assesses
hallucinations by analyzing the covariance struc-
ture of token embeddings within a single response.
Similar to INSIDE’s EigenScore, LLM-Check com-
putes the covariance matrix of hidden representa-
tions:

Σ2 = H⊤H (6)

and defines the hallucination score as the mean
log-determinant of Σ2:

Score =
2

m

m∑

i=1

log σi (7)

where σi are the singular values of H.

E Details on the Evaluation Framework

The evaluation framework aims to systematically
examine the relationship between hallucination
scores and correctness under both CoT prompting
and non-CoT prompting conditions. The frame-
work includes the following components:

Distribution Consistency Test. We use statis-
tical methods, such as the Kolmogorov-Smirnov
test, to compare the distribution of hallucination
scores with and without CoT prompting. This anal-
ysis determines whether the introduction of CoT
prompting significantly alters the distribution of
hallucination scores. It also provides an intuitive
measure of how CoT prompting influences halluci-
nation detection.

Classification Performance. We treat correct-
ness as the ground truth (binary: correct or incor-
rect) and hallucination scores as predictions. We
then use AUROC to quantify the performance of
hallucination detection methods before and after
applying CoT prompting. This metric quantifies
the degree to which CoT prompting influences the
effectiveness of hallucination detection methods.

Monotonic Relationship. Using Spearman’s
rank correlation coefficient, we evaluate the mono-
tonic relationship between hallucination scores and
correctness values. Here, correctness is treated as
a continuous variable rather than a binary label.
This metric shows whether hallucination detection
scores are consistent with correctness under CoT
prompting.

Alignment. We use Expected Calibration Er-
ror (ECE) to assess how well hallucination scores
align with correctness. By treating correctness as
the ground truth and hallucination scores as predic-
tions, this metric evaluates whether hallucination
detection methods effectively reflect the degree of
correctness. This approach goes beyond simply
distinguishing between correct and incorrect re-
sponses. This is particularly important as some
answers may not be strictly correct or incorrect,
and well-calibrated hallucination scores should re-
flect the nuances of correctness.

This evaluation framework collectively enables
a comprehensive analysis of whether CoT prompt-
ing confuses hallucination detection methods. By
observing performance degradation, changes in dis-
tribution, and alignment issues, our methodology
provides a systematic approach to understanding
and quantifying the impact of reasoning steps on
hallucination detection.

F Experiments Implementation Details

F.1 Pilot Experiment

The normalization process for token probabilities in
candidate options can be mathematically described
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as follows:

po =
pt[to]∑N
i=1 pt[ti]

, ŷ = argmax
i

po[i], (8)

where to and po denote the tokens and normalized
probabilities of each candidate option, respectively.
N is the total number of candidate options, and
ŷ is the LLM’s predicted option, determined by
selecting the one with the highest probability. The
predicted answer ŷ is then compared to the ground-
truth answer to determine whether the LLM’s re-
sponse is correct. A correct prediction implies no
hallucination, while an incorrect one corresponds
to a potential hallucination.

For experiments involving CoT prompting, we
first prompt the LLM to generate reasoning steps
and then append a final query about the candidate
options to determine the final answer. For the base-
line (direct answer) setup, we directly prompt the
LLM for the final answer without generating rea-
soning steps. We generate reasoning steps using the
vLLM1 with temperature = 0.5 and max_tokens =
512.

Once the complete prompt is constructed, we
feed it into the LLM to compute token-level prob-
abilities for the candidate options. These proba-
bilities are recorded for subsequent calculations of
accuracy, entropy, and AUROC.

By systematically comparing LLMs’ perfor-
mance with and without CoT prompting, we aim
to evaluate their ability to improve confidence and
accuracy, as well as their impact on hallucination
detection.

F.2 Main Experiment
We conduct all experiments using four open-source
instruction-tuned LLMs: Llama-3.1-8B-Instruct2:
A lightweight yet capable language model fine-
tuned for instruction-following tasks, balancing ef-
ficiency and performance in resource-constrained
environments (Dubey et al., 2024). Mistral-7B-
v0.3-Instruct3: A compact model optimized for
competitive reasoning and low-latency inference,
trained via advanced instruction tuning (Jiang et al.,
2023). Llama-3.1-70B-Instruct4: A 70-billion-
parameter Transformer-based model designed for

1https://docs.vllm.ai/en/v0.6.1.post1/
2https://huggingface.co/meta-llama/Llama-3.

1-8B-Instruct
3https://huggingface.co/mistralai/

Mistral-7B-Instruct-v0.3
4https://huggingface.co/meta-llama/Llama-3.

1-70B-Instruct

high-precision instruction alignment, excelling in
complex reasoning and human-preference tasks
across diverse domains (Dubey et al., 2024).
DeepSeek-R1-Distill-Llama-8B5: An 8-billion-
parameter distilled variant leveraging knowledge
transfer from the 671B DeepSeek-R1 model, spe-
cialized in step-by-step mathematical reasoning
and efficient deployment on consumer-grade hard-
ware (Guo et al., 2025b).

Unless otherwise specified, all generative pro-
cesses are conducted using the vLLM inference
framework with a temperature setting of T = 0.5.
The system prompt used for response generation
was: You are a helpful assistant. For
the reasoning-oriented model, we first force the
output of <think>\n\n</think> and then let the
model continue generating, thereby implementing
the “without CoT” setting.

When generating reasoning content, we ap-
ply the corresponding prompts discussed in Sec-
tion 2. For consistency-based hallucination de-
tection methods such as INSIDE and SelfCheck-
GPT, which involve stochastic sampling, we adopt
the generation parameters reported in their re-
spective papers. For INSIDE, we set n=15,
temperature=0.5, top_p=0.99, and top_k=5.
For SelfCheckGPT, the parameters are n=20 and
temperature=1.

For internal-state-based hallucination detection
methods, including INSIDE, Sharpness, and LLM-
Check, we determine layer-specific settings based
on the best-performing configurations reported in
the literature. Specifically, for INSIDE, we use
layer 17; for Sharpness, layer 26; and for LLM-
Check, we use layer 15 for the Hidden Score and
layer 23 for the Attention Score. For Sharpness,
which involves adjusting the entropy’s impact on
the original token distribution using a parameter
α, we set α = 1.0 according to the settings in its
original paper.

TruthfulQA offers a training set with 6.9k ex-
amples, which we use to fine-tune the GPT-3-6.7B
model for evaluation purposes. Since OpenAI’s
API no longer provides access to this model, we
instead fine-tune the Llama-3.1-8B6 model using
LoRA (Hu et al., 2022) to compute the Truthful-
ness and Informativeness scores. We conduct fine-

5https://huggingface.co/deepseek-ai/
DeepSeek-R1-Distill-Llama-8B

6https://huggingface.co/meta-llama/Llama-3.
1-8B
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tuning on the LLaMA-Factory7 platform with the
following hyperparameters: learning rate =
5.0e-05, batch size = 32, epochs = 5,
lora_rank = 8, and lora_alpha = 16.

The evaluation metrics are defined in Section 4.1.
For Expected Calibration Error (ECE), we apply
a normalization process to ensure predictions fall
within the [0, 1] range. Specifically, we scale the
data within the 3%−97% range to [0, 1], while out-
liers beyond this range are clipped to 0 or 1. This
normalization avoids distortions caused by extreme
values. Verbalized Certainty is excluded from this
analysis because its hallucination detection scores
are confined to five distinct levels.

G Results

G.1 MIND Evaluation Details
To explore whether our observations extend to
model-training-based detection paradigms, we con-
ducted additional experiments using the MIND
framework (Su et al., 2024).

MIND is an unsupervised, internal-state-based
hallucination detection framework. Its key advan-
tages include:

• Leveraging pseudo-labeled data automatically
constructed from Wikipedia for training, thus
avoiding manual annotation.

• Training lightweight classifiers on the LLM’s
hidden states for real-time detection.

However, it also shares limitations with other
model-training-based approaches:

• It requires training an auxiliary detector tai-
lored to each specific target LLM.

• Its performance is dependent on the design
and quality of the pseudo-labeled data.

This need for model-specific training is why we
primarily focused on non-training-based detection
methods in our main experiments.

Experimental Setup. Due to the tight coupling
between MIND’s released code and its original
LLM architecture, our evaluation was limited to
the LLaMA-2-7b-hf model. We evaluated its per-
formance on the HaluEval dataset under different
prompting scenarios: standard prompting (base),
and the three CoT prompting methods studied in
this work.

7https://github.com/hiyouga/LLaMA-Factory

Results. The results, presented in Table 5, show
that MIND’s detection performance also degrades
when the LLM responds after CoT prompting. This
degradation is consistent across both Textual and
Semantic hallucination annotations and across both
AUROC and Correlation metrics, reinforcing the
broad and challenging nature of the phenomenon
we identify.

Table 5: Performance of the MIND detector on HaluE-
val under different prompting scenarios.

Textual Semantic
AUROC Corr AUROC Corr

base 0.6765 0.4733 0.5904 0.2941
CoT 0.6521 0.4261 0.5572 0.2307
MRPP 0.6513 0.4304 0.5608 0.2381
LtM 0.6379 0.3983 0.5573 0.2246

G.2 Detail of Results

Table 6: Results of different LLMs and CoT prompting
methods on the TruthfulQA dataset (values ×100). All
metrics are positively oriented. Improvements after CoT
prompting are bolded. Notably, the Reasoning model
shows decreased Truthfulness but increased Informa-
tiveness after reasoning.

Truthfulness Informativeness

Llama-3.1-8B-Instruct
base 65.73 94.37
CoT 65.85 97.18
LtM 74.17 97.55
MRPP 52.63 95.23

Mistral-7B-Instruct-v0.3
base 85.68 93.64
CoT 87.88 97.06
LtM 80.29 95.72
MRPP 83.23 96.21

DeepSeek-R1-Distill-Llama-8B
base 56.18 94.86
CoT 21.18 97.92
LtM 25.83 96.45
MRPP 22.77 96.82
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Figure 5: Comparison of token probability distributions for Llama-3.1-8B-Instruct on ARC-Challenge. The
upper row shows all samples; the lower row shows incorrect predictions after CoT prompting. Kolmogorov-Smirnov
test confirms significant differences (p < 0.01) between conditions with and without CoT prompting.

Table 7: AUROC results of Llama-3.1-8B-Instruct across different datasets. Bolded values indicate cases with
reduced performance.

PPL Sharpness Eigen
Score

SelfCk
-Prompt

SelfCk
-NLI

Verbalized
Certainty

Hidden
Score

Attn
Score

Textual
HaluEval

base 65.77 65.67 60.75 69.58 62.34 75.37 53.07 58.65
CoT 67.89 67.42 64.33 61.93 69.14 62.47 54.51 53.79
LtM 67.77 67.59 63.04 62.75 67.79 62.91 51.62 56.10

MRPP 67.48 67.22 66.73 62.82 67.75 61.54 57.34 56.46

Semantic
HaluEval

base 59.76 59.62 62.44 58.34 55.68 65.08 62.86 57.01
CoT 64.12 64.95 61.33 53.78 50.81 69.59 61.54 54.14
LtM 61.14 61.26 61.92 54.29 58.92 59.71 56.84 57.97

MRPP 70.33 69.63 64.20 51.10 62.77 77.51 55.96 61.79

Textual
PopQA

base 75.35 75.38 70.76 65.25 62.90 76.79 66.46 57.58
CoT 72.85 72.55 73.02 54.36 69.40 65.08 63.43 60.62
LtM 71.96 71.79 70.98 58.65 69.57 66.14 61.58 65.13

MRPP 68.73 68.53 69.91 60.17 68.56 62.29 63.52 61.29

Semantic
PopQA

base 71.90 72.13 72.16 53.05 51.68 80.03 72.07 66.24
CoT 66.06 66.11 66.49 54.77 56.23 64.90 61.96 57.28
LtM 73.60 73.62 72.58 56.70 71.80 67.08 64.15 67.50

MRPP 70.99 71.10 70.32 50.64 64.30 62.69 65.43 61.50

Textual
TriviaQA

base 75.56 75.30 70.39 77.20 82.21 64.39 59.43 55.13
CoT 69.86 69.53 67.62 69.32 77.87 59.39 57.24 56.86
LtM 70.46 70.34 68.07 66.64 71.61 58.60 58.77 61.49

MRPP 65.67 65.52 67.55 66.40 68.85 58.38 59.19 61.19

Semantic
TriviaQA

base 79.25 79.22 75.27 59.38 65.61 58.84 68.50 67.35
CoT 75.03 75.16 67.52 52.97 58.69 54.75 65.92 60.65
LtM 75.12 75.00 69.38 55.76 62.33 55.11 61.43 61.19

MRPP 79.46 79.18 74.27 63.69 63.86 56.95 67.12 60.78
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Table 8: AUROC results of Mistral-7B-Instruct-v0.3 across different datasets. The bolded values indicate
cases with reduced performance.

PPL Sharpness Eigen
Score

SelfCk
-Prompt

SelfCk
-NLI

Verbalized
Certainty

Hidden
Score

Attn
Score

Textual
HaluEval

base 65.90 65.89 63.45 76.71 67.24 57.13 56.49 58.96
CoT 64.96 64.96 64.24 70.47 63.12 59.08 55.90 60.55
LtM 63.94 63.94 64.69 68.64 63.24 61.30 56.27 59.73
MRPP 64.18 64.18 64.96 69.11 59.26 62.46 59.47 61.39

Semantic
HaluEval

base 63.41 63.41 63.49 59.39 58.04 63.39 57.88 60.93
CoT 75.51 75.56 63.05 52.94 51.29 75.94 50.65 65.49
LtM 72.70 72.60 79.83 58.57 56.60 80.34 52.94 63.20
MRPP 76.65 76.74 73.10 51.89 63.33 76.63 51.81 69.32

Textual
PopQA

base 68.01 68.01 62.75 77.25 59.58 64.79 54.91 57.64
CoT 62.71 62.71 66.30 72.28 58.96 62.31 61.48 63.67
LtM 66.19 66.20 67.54 71.82 63.76 61.90 63.56 65.50
MRPP 60.99 61.00 68.64 72.11 55.24 67.01 65.51 67.00

Semantic
PopQA

base 59.55 59.56 56.97 65.23 60.73 59.62 58.84 59.87
CoT 58.47 58.47 54.32 54.29 60.26 58.30 53.42 51.63
LtM 63.73 63.73 63.43 60.68 64.21 55.92 61.86 63.93
MRPP 61.44 61.44 52.08 57.96 62.96 53.06 55.68 55.28

Textual
TriviaQA

base 64.17 64.20 60.37 84.50 73.47 59.00 55.29 57.75
CoT 66.57 66.81 67.77 76.36 68.47 57.95 60.53 62.07
LtM 62.56 62.65 67.28 74.20 68.51 58.40 62.90 63.45
MRPP 66.38 66.24 69.14 76.09 64.60 62.13 68.02 67.78

Semantic
TriviaQA

base 63.57 63.80 59.24 58.61 61.16 56.49 55.69 57.84
CoT 63.00 62.94 64.45 57.38 61.00 55.23 62.85 55.48
LtM 72.94 72.89 77.06 63.66 70.63 57.86 71.43 71.00
MRPP 71.62 71.61 71.45 65.30 67.96 61.09 65.55 61.25
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Table 9: AUROC results of DeepSeek-R1-Distill-Llama-8B across different datasets. The bolded values indicate
cases with reduced performance.

PPL Sharpness Eigen
Score

SelfCk
-Prompt

SelfCk
-NLI

Hidden
Score

Verbalized
Certainty

Attn
Score

Textual
HaluEval

base 0.5287 0.5281 0.6097 0.6464 0.6543 0.6094 0.6094 0.6346
CoT 0.5142 0.5161 0.5192 0.6450 0.5932 0.5492 0.5492 0.6156
LtM 0.5063 0.5089 0.5202 0.6276 0.5895 0.5117 0.5117 0.6502

MRPP 0.5135 0.5129 0.5274 0.6313 0.5773 0.5338 0.5338 0.6258

Semantic
HaluEval

base 0.6648 0.6643 0.6543 0.5033 0.5207 0.5382 0.5382 0.7279
CoT 0.6546 0.6541 0.5513 0.5003 0.5493 0.5061 0.5061 0.5058
LtM 0.6571 0.6563 0.5830 0.5491 0.5434 0.5019 0.5019 0.5136

MRPP 0.6295 0.6323 0.5610 0.5389 0.5472 0.5073 0.5073 0.5079

Textual
PopQA

base 0.5297 0.5288 0.5387 0.7073 0.6331 0.5134 0.5134 0.5195
CoT 0.5096 0.5066 0.5372 0.6752 0.5874 0.5386 0.5386 0.6479
LtM 0.5045 0.5051 0.5504 0.5869 0.5302 0.5647 0.5647 0.5462

MRPP 0.5015 0.5055 0.5290 0.5659 0.5245 0.5507 0.5507 0.5403

Semantic
PopQA

base 0.6584 0.6587 0.6052 0.5721 0.5124 0.5107 0.5107 0.5606
CoT 0.6410 0.6380 0.6039 0.5019 0.5988 0.6202 0.6202 0.5179
LtM 0.6010 0.5928 0.5547 0.5189 0.5768 0.5733 0.5733 0.5319

MRPP 0.5770 0.5744 0.5457 0.5079 0.5514 0.5598 0.5598 0.5300

Textual
TriviaQA

base 0.5417 0.5412 0.5716 0.7345 0.7132 0.5357 0.5357 0.5315
CoT 0.5142 0.5125 0.5257 0.6255 0.5414 0.5362 0.5362 0.6504
LtM 0.5179 0.5083 0.5178 0.6134 0.5565 0.5152 0.5152 0.6684

MRPP 0.5244 0.5218 0.5150 0.6263 0.5431 0.5167 0.5167 0.6592

Semantic
TriviaQA

base 0.5159 0.5155 0.5261 0.5602 0.6022 0.5857 0.5857 0.5160
CoT 0.6588 0.6530 0.6027 0.5163 0.5337 0.5707 0.5707 0.5352
LtM 0.6946 0.6915 0.6295 0.5175 0.5822 0.5937 0.5937 0.5891

MRPP 0.7004 0.7002 0.6277 0.5286 0.5832 0.6171 0.6171 0.6046

Textual
CNN/Daily Mail

base 0.6709 0.6697 0.5414 0.5077 0.5085 0.6315 0.6315 0.6648
CoT 0.6133 0.6082 0.5757 0.5123 0.5035 0.5274 0.5274 0.6043
LtM 0.6151 0.6079 0.5758 0.5002 0.5274 0.5576 0.5576 0.6380

MRPP 0.6145 0.6082 0.5555 0.5068 0.5063 0.5428 0.5428 0.6256

Semantic
CNN/Daily Mail

base 0.6769 0.6751 0.5557 0.5258 0.5210 0.5002 0.5002 0.6716
CoT 0.5823 0.5734 0.5587 0.5075 0.5298 0.5143 0.5143 0.6942
LtM 0.5919 0.5795 0.5610 0.5027 0.5457 0.5231 0.5231 0.6877

MRPP 0.6004 0.5901 0.5798 0.5001 0.5242 0.5253 0.5253 0.6998
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Table 10: AUROC results of Llama-3.1-70B-Instruct across different datasets. Bolded values indicate cases
with reduced performance.

PPL Sharpness Eigen
Score

SelfCk
-Prompt

SelfCk
-NLI

Verbalized
Certainty

Hidden
Score

Attn
Score

Textual
HaluEval

base 0.7561 0.7561 0.7311 0.6877 0.6923 0.6182 0.7303 0.5721
CoT 0.6817 0.6802 0.7694 0.7014 0.6018 0.5503 0.6390 0.7005
LtM 0.7223 0.7226 0.7423 0.6503 0.6232 0.5542 0.6725 0.6847

MRPP 0.7491 0.7493 0.7762 0.6877 0.6250 0.5527 0.7451 0.6724

Semantic
HaluEval

base 0.7241 0.7234 0.6998 0.5782 0.5997 0.5938 0.6019 0.5165
CoT 0.6870 0.6870 0.6527 0.6226 0.5514 0.5275 0.6782 0.5889
LtM 0.7130 0.7128 0.7123 0.5816 0.5465 0.5664 0.6509 0.5980

MRPP 0.6805 0.6807 0.6586 0.5901 0.5653 0.5464 0.6269 0.5592

Textual
PopQA

base 0.7127 0.7126 0.6720 0.7293 0.6496 0.6773 0.6106 0.5185
CoT 0.6719 0.6717 0.7247 0.6923 0.6431 0.5762 0.6533 0.6393
LtM 0.6077 0.6078 0.6242 0.6052 0.5905 0.5426 0.5771 0.6089

MRPP 0.6908 0.6908 0.7261 0.6529 0.6721 0.5891 0.6437 0.6048

Semantic
PopQA

base 0.6497 0.6456 0.6578 0.5798 0.5916 0.5955 0.6694 0.5964
CoT 0.7363 0.7359 0.8020 0.7005 0.6449 0.5541 0.7513 0.6984
LtM 0.6295 0.6292 0.6467 0.5753 0.5743 0.5381 0.5932 0.6214

MRPP 0.7295 0.7289 0.7849 0.7035 0.6583 0.5553 0.7307 0.6519

Textual
TriviaQA

base 0.7225 0.7245 0.7337 0.6822 0.7610 0.7329 0.6212 0.6005
CoT 0.7041 0.7042 0.7039 0.7283 0.7090 0.6662 0.5961 0.5830
LtM 0.7024 0.7027 0.7085 0.7013 0.6804 0.6714 0.6183 0.6993

MRPP 0.7026 0.7026 0.6880 0.7325 0.7436 0.6836 0.6073 0.6591

Semantic
TriviaQA

base 0.7305 0.7305 0.7424 0.5611 0.6239 0.5866 0.5993 0.6542
CoT 0.7551 0.7551 0.7345 0.5200 0.5836 0.5055 0.7072 0.6766
LtM 0.7647 0.7650 0.7259 0.5902 0.6412 0.5582 0.5960 0.6465

MRPP 0.7394 0.7395 0.6958 0.5750 0.5927 0.5079 0.6574 0.5804

1295



Table 11: AUROC results of CNN/Daily Mail dataset across different LLMs. Bolded values indicate cases with
reduced performance.

PPL Sharpness Eigen
Score

SelfCk
-Prompt

SelfCk
-NLI

Hidden
Score

Verbalized
Certainty

Attn
Score

Llama-3.1-8B-Instruct

Textual

base 0.5891 0.5861 0.6295 0.5351 0.5877 0.5139 0.5398 0.6332
CoT 0.5789 0.5791 0.6059 0.5001 0.5701 0.5386 0.5310 0.6049
LtM 0.6267 0.6240 0.6444 0.5188 0.5376 0.5425 0.5354 0.6138

MRPP 0.6049 0.5982 0.6228 0.5033 0.5517 0.5335 0.5409 0.6040

Semantic

base 0.5681 0.5704 0.6395 0.5260 0.5610 0.5199 0.5287 0.6695
CoT 0.5531 0.5510 0.5957 0.5278 0.5258 0.5144 0.5320 0.6625
LtM 0.5873 0.5777 0.6421 0.5521 0.5172 0.5374 0.5085 0.6677

MRPP 0.5559 0.5527 0.5858 0.5218 0.5089 0.5576 0.5245 0.6499

Mistral-7B-Instruct-v0.3

Textual

base 0.6219 0.6219 0.5960 0.5189 0.5314 0.6053 0.5487 0.6404
CoT 0.5556 0.5556 0.5264 0.5081 0.5150 0.5404 0.5362 0.6033
LtM 0.5785 0.5785 0.5583 0.5221 0.5294 0.5392 0.5344 0.6061

MRPP 0.5564 0.5565 0.5216 0.5131 0.5303 0.5244 0.5410 0.6043

Semantic

base 0.6132 0.6132 0.5899 0.5256 0.5254 0.5249 0.5316 0.7037
CoT 0.5560 0.5560 0.5296 0.5240 0.5708 0.5058 0.5420 0.7155
LtM 0.5559 0.5559 0.5527 0.5470 0.5458 0.5141 0.5312 0.6780

MRPP 0.5315 0.5315 0.5409 0.5202 0.5403 0.5243 0.5302 0.7055

Llama-3.1-70B-Instruct

Textual

base 0.5554 0.5569 0.5120 0.5612 0.5396 0.5157 0.5313 0.5569
CoT 0.5203 0.5203 0.5446 0.5537 0.5473 0.5323 0.5249 0.5221
LtM 0.5076 0.5074 0.5142 0.5451 0.5045 0.5978 0.5299 0.5221

MRPP 0.5107 0.5111 0.5771 0.5891 0.5590 0.5769 0.5421 0.5120

Semantic

base 0.5588 0.5583 0.5455 0.5125 0.5261 0.6004 0.5308 0.7052
CoT 0.5293 0.5289 0.5072 0.5177 0.5298 0.5893 0.5238 0.6716
LtM 0.5216 0.5219 0.5062 0.5056 0.5248 0.5674 0.5108 0.6806

MRPP 0.5558 0.5559 0.5563 0.5642 0.5649 0.5368 0.5240 0.6449
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Table 12: Spearman correlation results of Llama-3.1-8B-Instruct across different datasets. The bolded values
indicate cases with reduced correlation.

PPL Sharpness Eigen
Score

SelfCk
-Prompt

SelfCk
-NLI

Verbalized
Certainty

Hidden
Score

Attn
Score

Textual

base -25.10 -24.94 -17.11 31.15 -19.64 46.46 4.89 13.77
CoT -29.85 -29.07 -23.91 19.91 -31.93 25.68 7.52 6.32
LtM -29.72 -29.42 -21.81 21.33 -29.75 26.53 2.71 10.20
MRPP -29.07 -28.64 -27.82 21.32 -29.53 24.15 12.21 10.74

Semantic

base -19.59 -19.27 -28.14 14.93 -13.04 30.52 28.48 18.60
CoT -41.67 -41.99 -29.48 7.53 -10.86 29.39 27.54 6.48
LtM -21.30 -21.53 -23.95 8.13 -17.43 21.99 13.93 15.66
MRPP -45.41 -45.58 -35.17 17.97 -17.22 33.96 27.44 10.26

Textual

base -40.36 -40.41 -33.04 24.28 -20.54 49.19 26.20 12.07
CoT -37.77 -37.27 -38.04 7.20 -32.07 28.92 22.20 17.55
LtM -35.93 -35.64 -34.32 14.15 -32.01 31.51 18.95 24.74
MRPP -30.51 -30.18 -32.44 16.57 -30.23 24.51 22.02 18.39

Semantic

base -45.00 -45.28 -45.40 4.89 -7.46 62.95 41.78 37.74
CoT -47.24 -47.26 -47.26 5.45 -24.11 40.39 36.40 24.69
LtM -44.73 -44.92 -43.14 12.11 -41.46 39.02 26.11 33.81
MRPP -54.69 -54.79 -56.11 17.77 -43.34 37.45 41.24 32.82

Textual

base -35.80 -35.44 -28.56 38.10 -45.12 40.24 13.21 7.18
CoT -26.66 -26.22 -23.66 25.94 -37.41 24.10 9.71 9.20
LtM -28.34 -28.18 -25.03 23.05 -29.93 24.13 12.14 15.92
MRPP -21.52 -21.31 -24.11 22.52 -25.89 23.30 12.62 15.38

Semantic

base -57.87 -57.87 -47.63 17.37 -28.49 32.81 31.09 27.16
CoT -51.38 -51.71 -35.49 5.65 -17.42 19.28 30.22 19.60
LtM -53.37 -53.21 -40.77 13.00 -26.63 21.69 23.98 23.72
MRPP -59.79 -59.28 -48.05 29.86 -26.30 27.13 31.42 19.20

Table 13: Spearman correlation results of Mistral-7B-Instruct-v0.3 across different datasets. The bolded values
indicate cases with reduced correlation.

PPL Sharpness Eigen
Score

SelfCk
-Prompt

SelfCk
-NLI

Verbalized
Certainty

Hidden
Score

Attn
Score

Textual
HaluEval

base -27.09 -27.08 -22.92 45.51 -29.37 16.40 11.06 15.26
CoT -24.96 -24.97 -23.76 34.16 -21.90 17.88 9.84 17.62
LtM -23.03 -23.04 -24.26 30.79 -21.87 19.41 10.35 16.08
MRPP -23.08 -23.08 -24.34 31.10 -15.07 21.79 15.42 18.54

Semantic
HaluEval

base -21.87 -21.86 -22.16 16.47 -16.01 26.81 15.33 20.13
CoT -37.38 -37.38 -30.76 16.77 -9.00 38.16 16.26 1.65
LtM -55.59 -55.59 -53.57 34.42 -24.33 45.13 28.04 18.37
MRPP -38.08 -38.08 -36.07 24.07 -11.02 47.15 13.79 1.55

Textual
PopQA

base -29.69 -29.70 -21.02 44.93 -15.79 29.29 8.10 12.60
CoT -20.61 -20.62 -26.45 36.14 -14.54 23.23 18.63 22.17
LtM -26.11 -26.11 -28.28 35.18 -22.19 23.39 21.86 24.98
MRPP -17.05 -17.05 -28.91 34.28 -8.12 28.59 24.05 26.37

Semantic
PopQA

base -16.99 -16.99 -13.97 29.24 -22.63 15.92 13.69 19.34
CoT -28.93 -28.93 -30.22 28.55 -23.69 16.20 16.98 17.15
LtM -51.36 -51.37 -53.90 39.29 -41.04 27.23 40.45 47.09
MRPP -36.38 -36.39 -40.55 34.64 -27.78 32.72 20.07 20.00

Textual
TriviaQA

base -19.28 -19.33 -14.11 46.94 -31.94 20.66 7.20 10.55
CoT -23.90 -24.24 -25.62 38.01 -26.62 20.61 15.18 17.40
LtM -18.26 -18.40 -25.12 35.18 -26.91 23.42 18.75 19.55
MRPP -24.87 -24.66 -29.05 39.61 -22.17 26.29 27.36 26.99

Semantic
TriviaQA

base -27.44 -27.77 -17.31 13.55 -19.10 17.32 11.50 17.15
CoT -34.17 -34.25 -36.79 19.73 -29.70 18.67 34.88 16.45
LtM -50.34 -50.82 -56.95 30.10 -43.43 24.65 44.21 43.06
MRPP -51.60 -51.69 -49.91 34.31 -42.28 30.66 40.78 29.99
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Table 14: Spearman correlation results of DeepSeek-R1-Distill-Llama-8B across different datasets. The bolded
values indicate cases with reduced correlation.

PPL Sharpness Eigen
Score

SelfCk
-Prompt

SelfCk
-NLI

Verbalized
Certainty

Hidden
Score

Textual
HaluEval

base -0.0378 -0.0369 -0.1444 0.1928 -0.2031 0.1440 0.1772
CoT -0.0224 -0.0253 -0.0302 0.2285 -0.1468 0.0775 0.1821
LtM -0.0099 -0.0139 -0.0315 0.1994 -0.1398 0.0183 0.2347

MRPP -0.0212 -0.0203 -0.0430 0.2062 -0.1213 0.0530 0.1975

Semantic
HaluEval

base -0.3112 -0.3104 -0.2987 0.0689 -0.0066 0.0434 0.3913
CoT -0.3107 -0.3040 -0.1378 0.0165 -0.0120 0.0884 0.0135
LtM -0.3373 -0.3267 -0.1399 0.0554 -0.0557 0.0447 0.0510

MRPP -0.2884 -0.2892 -0.1580 0.0308 -0.0011 0.0686 0.0354

Textual
PopQA

base -0.0377 -0.0366 -0.0492 0.2638 -0.1694 0.0171 0.0249
CoT -0.0137 -0.0094 -0.0535 0.2518 -0.1256 0.0555 0.2126
LtM -0.0062 -0.0069 -0.0685 0.1181 -0.0411 0.0880 0.0628

MRPP -0.0020 -0.0075 -0.0393 0.0892 -0.0331 0.0686 0.0545

Semantic
PopQA

base -0.2394 -0.2408 -0.1381 0.1137 -0.0389 0.1260 0.0708
CoT -0.3860 -0.3809 -0.3123 0.0139 -0.2666 0.3350 0.0633
LtM -0.2425 -0.2308 -0.1677 0.0060 -0.1553 0.1619 0.0818

MRPP -0.2014 -0.1932 -0.1238 0.0183 -0.1239 0.1484 0.1111

Textual
TriviaQA

base -0.0722 -0.0714 -0.1241 0.4061 -0.3693 0.0619 0.0546
CoT -0.0238 -0.0209 -0.0430 0.2098 -0.0692 0.0605 0.2513
LtM -0.0301 -0.0139 -0.0300 0.1909 -0.0952 0.0255 0.2834

MRPP -0.0410 -0.0365 -0.0251 0.2121 -0.0724 0.0281 0.2672

Semantic
TriviaQA

base -0.0237 -0.0231 -0.0419 0.0866 -0.2094 0.2345 0.0126
CoT -0.3775 -0.3700 -0.2477 0.0498 -0.1374 0.1874 0.0859
LtM -0.4540 -0.4509 -0.3530 0.0348 -0.2267 0.2769 0.1660

MRPP -0.4320 -0.4251 -0.3374 0.0134 -0.2362 0.2881 0.1743

Textual
CNN/Daily Mail

base -0.3460 -0.3437 -0.0701 0.0140 -0.0183 0.2672 0.3268
CoT -0.2458 -0.2359 -0.1568 0.0055 -0.0327 0.0781 0.2400
LtM -0.2476 -0.2323 -0.1624 0.0011 -0.0478 0.1002 0.2848

MRPP -0.2552 -0.2445 -0.1238 0.0119 -0.0304 0.1083 0.2755

Semantic
CNN/Daily Mail

base -0.3661 -0.3631 -0.1145 0.0553 -0.0312 0.0001 0.3559
CoT -0.1898 -0.1693 -0.1297 0.0057 -0.0643 0.0427 0.3995
LtM -0.1963 -0.1744 -0.1141 0.0135 -0.1088 0.0483 0.3868

MRPP -0.1982 -0.1768 -0.1362 0.0121 -0.0649 0.0428 0.4083

1298



Table 15: Spearman correlation results of Llama-3.1-70B-Instruct across different datasets. The bolded values
indicate cases with reduced correlation.

PPL Sharpness Eigen
Score

SelfCk
-Prompt

SelfCk
-NLI

Verbalized
Certainty

Hidden
Score

Attn
Score

Textual
HaluEval

base -0.4222 -0.4222 -0.4078 0.3499 -0.3632 0.2789 0.2739 0.0287
CoT -0.3453 -0.3435 -0.4282 0.3363 -0.1636 0.1409 0.2894 0.2698
LtM -0.3669 -0.3673 -0.3753 0.2490 -0.1571 0.1589 0.2312 0.2532

MRPP -0.3914 -0.3915 -0.4015 0.2812 -0.2027 0.1650 0.1693 0.2208

Semantic
HaluEval

base -0.4651 -0.4638 -0.4184 0.1525 -0.2041 0.2288 0.1875 0.1358
CoT -0.4201 -0.4201 -0.3420 0.2450 -0.1057 0.0682 0.3507 0.1896
LtM -0.4958 -0.4955 -0.4731 0.1732 -0.1472 0.1527 0.2608 0.2119

MRPP -0.4128 -0.4130 -0.3585 0.1997 -0.1415 0.1019 0.2616 0.1297

Textual
PopQA

base -0.3591 -0.3591 -0.2905 0.2583 -0.2526 0.3334 0.1868 0.3130
CoT -0.2914 -0.2912 -0.3811 0.3261 -0.2426 0.1416 0.2599 0.2361
LtM -0.1838 -0.1840 -0.2121 0.1796 -0.1544 0.0831 0.1316 0.1859

MRPP -0.3251 -0.3250 -0.3852 0.3906 -0.2931 0.1672 0.2448 0.1786

Semantic
PopQA

base -0.3100 -0.3014 -0.3241 0.1378 -0.2146 0.1757 0.3143 0.2033
CoT -0.4383 -0.4375 -0.5465 0.3819 -0.2936 0.1232 0.4460 0.3501
LtM -0.2768 -0.2764 -0.2985 0.1543 -0.1794 0.0887 0.1732 0.2345

MRPP -0.4190 -0.4180 -0.5272 0.3701 -0.2960 0.0957 0.4043 0.2700

Textual
TriviaQA

base -0.2103 -0.2121 -0.2208 0.1721 -0.2467 0.2355 0.1145 0.0950
CoT -0.1877 -0.1879 -0.1876 0.2100 -0.1922 0.1698 0.0884 0.0763
LtM -0.1930 -0.1933 -0.1989 0.1920 -0.1721 0.1910 0.1129 0.1901

MRPP -0.1882 -0.1882 -0.1746 0.2159 -0.2262 0.1983 0.0997 0.1478

Semantic
TriviaQA

base -0.3406 -0.3407 -0.4543 0.0085 -0.1633 0.1357 0.1771 0.2031
CoT -0.5110 -0.5108 -0.4573 0.1115 -0.1818 0.0083 0.3921 0.3450
LtM -0.5241 -0.5245 -0.3985 0.1840 -0.3022 0.1412 0.1937 0.2858

MRPP -0.4831 -0.4831 -0.3878 0.1527 -0.2058 0.0456 0.3112 0.1851
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Table 16: Spearman correlation results of CNN/Daily Mail dataset across different LLMs. The bolded values
indicate cases with reduced correlation.

PPL Sharpness Eigen
Score

SelfCk
-Prompt

SelfCk
-NLI

Hidden
Score

Attn
Score

Llama-3.1-8B-Instruct

Textual

base -0.1595 -0.1591 -0.2852 -0.0788 -0.1843 -0.0274 0.2857
CoT -0.2116 -0.2067 -0.2452 -0.0039 -0.1306 -0.0777 0.2366
LtM -0.2725 -0.2664 -0.2993 -0.0438 -0.0853 -0.0885 0.2423

MRPP -0.2407 -0.2307 -0.2875 -0.0039 -0.1113 -0.0960 0.2392

Semantic

base -0.1582 -0.1620 -0.2949 -0.0687 -0.1287 -0.0897 0.3541
CoT -0.1192 -0.1136 -0.2083 -0.0488 -0.0448 -0.0454 0.3494
LtM -0.1941 -0.1761 -0.2796 -0.0880 -0.0339 -0.0348 0.3452

MRPP -0.1242 -0.1160 -0.1790 -0.0276 -0.0175 -0.1009 0.3150

Mistral-7B-Instruct-v0.3

Textual

base -0.2385 -0.2385 -0.2061 0.0514 -0.0699 -0.2149 0.2910
CoT -0.1323 -0.1323 -0.0490 0.0032 -0.0384 -0.0641 0.2254
LtM -0.1821 -0.1822 -0.1269 0.0678 -0.0483 -0.0633 0.2154

MRPP -0.1140 -0.1141 -0.0376 0.0370 -0.0591 -0.0350 0.2280

Semantic

base -0.2227 -0.2226 -0.1985 0.0545 -0.0499 -0.0371 0.4040
CoT -0.1071 -0.1070 -0.0424 0.0389 -0.1306 -0.0056 0.4221
LtM -0.1111 -0.1112 -0.1075 0.0860 -0.0802 -0.0061 0.3723

MRPP -0.0652 -0.0652 -0.0797 0.0270 -0.0762 -0.0292 0.4113

Llama-3.1-70B-Instruct

Textual

base -0.1201 -0.1227 -0.0165 0.0837 -0.0609 -0.0335 0.1102
CoT -0.0026 -0.0017 -0.0785 0.1075 -0.0067 -0.0504 0.0221
LtM -0.0127 -0.0133 -0.0040 0.0686 -0.0481 -0.1914 0.0905

MRPP -0.0414 -0.0419 -0.1780 0.0521 -0.0263 -0.1630 0.0712

Semantic

base -0.1044 -0.1033 -0.0924 0.0153 -0.0030 -0.2155 0.4319
CoT -0.0617 -0.0606 -0.0324 0.0429 -0.0079 -0.1417 0.3805
LtM -0.0053 -0.0053 -0.0269 0.0169 -0.0719 -0.1107 0.3714

MRPP -0.0732 -0.0729 -0.1472 0.0887 -0.0621 -0.0834 0.2947
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Table 17: ECE results of Llama-3.1-8B-Instruct across different datasets. The bolded values indicate cases with
reduced calibration.

PPL Sharpness Eigen
Score

SelfCk
-Prompt

SelfCk
-NLI

Hidden
Score

Attn
Score

Textual
HaluEval

base 16.89 17.00 24.90 8.40 23.64 25.90 40.09
CoT 14.98 15.03 20.25 12.05 17.37 28.74 21.90
LtM 14.93 15.29 27.23 11.27 14.35 27.12 21.45
MRPP 14.95 15.31 24.70 11.10 15.64 28.64 18.63

Semantic
HaluEval

base 19.50 19.34 13.37 16.08 21.90 25.24 37.27
CoT 66.88 66.74 24.01 58.64 55.80 33.10 45.99
LtM 16.50 15.59 20.38 17.08 19.77 21.68 17.76
MRPP 65.31 65.12 20.52 63.78 64.02 34.32 50.81

Textual
PopQA

base 20.81 21.18 12.67 9.69 22.75 40.21 53.10
CoT 18.09 18.28 13.90 18.11 19.28 31.91 20.50
LtM 18.80 18.84 22.04 15.69 17.46 30.82 16.65
MRPP 18.86 18.82 29.71 12.37 18.40 33.39 19.04

Semantic
PopQA

base 15.29 15.61 4.98 16.66 27.78 27.39 41.15
CoT 46.31 45.67 21.58 44.41 43.24 21.19 34.10
LtM 15.25 15.06 14.73 15.83 18.23 24.49 11.62
MRPP 47.60 47.57 22.24 56.90 52.17 24.34 40.55

Textual
TriviaQA

base 23.98 24.30 27.40 40.62 22.30 10.65 10.93
CoT 27.32 27.81 23.50 42.41 23.45 16.46 29.36
LtM 29.77 29.29 26.69 40.20 27.11 17.08 25.70
MRPP 33.83 35.21 23.63 46.93 32.66 13.95 28.99

Semantic
TriviaQA

base 11.20 12.07 11.90 24.04 21.31 10.47 20.79
CoT 9.45 11.74 11.56 21.78 24.11 16.33 13.94
LtM 8.64 9.38 11.87 19.29 23.85 16.30 14.38
MRPP 12.08 12.23 13.44 23.48 20.60 13.34 15.41

Table 18: ECE results of Mistral-7B-Instruct-v0.3 across different datasets. The bolded values indicate cases
with reduced calibration.

PPL Sharpness Eigen
Score

SelfCk
-Prompt

SelfCk
-NLI

Hidden
Score

Attn
Score

Textual
HaluEval

base 12.80 12.75 23.43 19.43 17.78 18.71 23.51
CoT 17.06 17.10 26.82 38.75 19.96 18.93 14.34
LtM 18.26 18.24 29.60 40.78 18.42 20.62 14.58
MRPP 18.63 18.67 30.54 43.73 20.05 19.71 13.19

Semantic
HaluEval

base 11.26 11.23 19.60 26.37 23.74 14.24 18.15
CoT 56.92 56.91 17.20 22.25 61.50 47.64 56.51
LtM 60.89 60.89 25.75 21.92 67.90 46.80 56.03
MRPP 55.47 55.43 17.86 20.97 68.08 48.73 58.77

Textual
PopQA

base 17.76 17.74 26.49 22.52 28.24 21.89 25.30
CoT 19.12 19.15 22.59 40.93 20.86 19.84 14.76
LtM 21.59 21.61 31.86 42.11 18.28 18.43 11.04
MRPP 22.19 22.18 30.76 47.66 22.37 20.88 12.72

Semantic
PopQA

base 14.19 14.15 18.56 22.49 25.23 15.83 18.74
CoT 55.14 55.15 17.28 23.01 60.14 44.88 53.89
LtM 56.82 56.83 26.16 22.47 62.59 47.89 60.39
MRPP 51.42 51.44 15.97 21.37 65.40 49.18 60.06

Textual
TriviaQA

base 31.75 31.82 13.52 6.04 30.41 25.51 22.26
CoT 29.45 29.37 19.38 12.32 32.03 30.01 32.30
LtM 33.90 33.42 28.24 13.69 31.64 26.12 33.15
MRPP 26.24 26.14 23.55 15.48 33.93 21.80 31.19

Semantic
TriviaQA

base 11.45 11.98 23.09 36.09 25.21 14.18 14.59
CoT 21.23 21.51 15.00 27.66 35.64 18.23 24.38
LtM 26.65 26.63 25.76 16.83 40.52 25.51 33.13
MRPP 23.87 24.06 21.50 19.57 37.18 21.20 31.04
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Table 19: ECE results of DeepSeek-R1-Distill-Llama-8B across different datasets. The bolded values indicate
cases with reduced calibration.

PPL Sharpness Eigen
Score

SelfCk
-Prompt

SelfCk
-NLI

Verbalized
Certainty

Hidden
Score

Textual
HaluEval

base 0.2133 0.2098 0.4199 0.5159 0.3615 0.3567 0.4295
CoT 0.2088 0.2060 0.4256 0.6087 0.1700 0.3016 0.4706
LtM 0.1774 0.1789 0.4124 0.6148 0.1575 0.3186 0.4798

MRPP 0.2133 0.2053 0.4124 0.6052 0.1911 0.3225 0.4860

Semantic
HaluEval

base 0.2590 0.2607 0.1069 0.1943 0.2234 0.1299 0.1212
CoT 0.4416 0.4446 0.2364 0.0880 0.7213 0.2962 0.1452
LtM 0.4757 0.4789 0.2534 0.0805 0.7346 0.3158 0.1396

MRPP 0.4711 0.4763 0.2551 0.0817 0.7330 0.2981 0.1345

Textual
PopQA

base 0.2064 0.2054 0.4866 0.3780 0.4322 0.3659 0.5111
CoT 0.2726 0.2647 0.4598 0.6850 0.1289 0.3245 0.4400
LtM 0.3204 0.3138 0.5445 0.7279 0.1579 0.3846 0.4601

MRPP 0.3286 0.3196 0.5573 0.7268 0.1879 0.3744 0.4461

Semantic
PopQA

base 0.2273 0.2270 0.2293 0.2563 0.3350 0.2059 0.1713
CoT 0.1942 0.2071 0.1469 0.2231 0.4832 0.1389 0.1533
LtM 0.2247 0.2355 0.1348 0.2221 0.5359 0.1425 0.1501

MRPP 0.2445 0.2472 0.1421 0.2138 0.5690 0.1619 0.1721

Textual
TriviaQA

base 0.1205 0.1216 0.1923 0.2668 0.1416 0.1565 0.2142
CoT 0.2509 0.2548 0.2249 0.2752 0.4003 0.1632 0.1546
LtM 0.2644 0.2795 0.2367 0.2925 0.3937 0.1656 0.1626

MRPP 0.2697 0.2745 0.2267 0.2866 0.4178 0.1607 0.1509

Semantic
TriviaQA

base 0.2113 0.2074 0.2000 0.2514 0.2351 0.1268 0.1734
CoT 0.3014 0.3050 0.1707 0.1635 0.6069 0.2051 0.1071
LtM 0.3645 0.3699 0.2390 0.1186 0.6572 0.2456 0.0904

MRPP 0.3463 0.3470 0.2176 0.1219 0.6215 0.2232 0.0784

Textual
CNN/Daily Mail

base 0.1048 0.1093 0.3753 0.4203 0.3140 0.1259 0.2378
CoT 0.1534 0.1503 0.2742 0.2709 0.4309 0.1850 0.1279
LtM 0.1149 0.1144 0.2721 0.3257 0.3285 0.1443 0.1390

MRPP 0.1232 0.1176 0.3332 0.3311 0.3695 0.1538 0.1513

Semantic
CNN/Daily Mail

base 0.0950 0.0969 0.2595 0.3013 0.4183 0.1774 0.1289
CoT 0.1321 0.1298 0.4058 0.3618 0.3593 0.1851 0.1649
LtM 0.1184 0.1227 0.4462 0.3650 0.3173 0.1869 0.1987

MRPP 0.1179 0.1286 0.3661 0.4099 0.3243 0.1781 0.1988
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Table 20: ECE results of Llama-3.1-70B-Instruct across different datasets. The bolded values indicate cases
with reduced calibration.

PPL Sharpness Eigen
Score

SelfCk
-Prompt

SelfCk
-NLI

Hidden
Score

Attn
Score

Textual
HaluEval

base 0.1653 0.1650 0.1446 0.0923 0.1761 0.3062 0.3536
CoT 0.2211 0.2218 0.3481 0.2309 0.2143 0.4463 0.3715
LtM 0.1930 0.1918 0.2600 0.2045 0.1752 0.4767 0.3642

MRPP 0.2225 0.2228 0.3641 0.2463 0.2109 0.4350 0.4757

Semantic
HaluEval

base 0.1075 0.0977 0.1295 0.2224 0.2170 0.1082 0.2587
CoT 0.1507 0.1493 0.1218 0.2018 0.2384 0.1038 0.1468
LtM 0.1828 0.1989 0.1495 0.2231 0.3455 0.1234 0.1492

MRPP 0.1292 0.1329 0.1269 0.2217 0.2551 0.1276 0.1764

Textual
PopQA

base 0.1507 0.1508 0.1232 0.0992 0.1803 0.2715 0.4548
CoT 0.1342 0.1329 0.1616 0.2019 0.2204 0.1043 0.1204
LtM 0.1718 0.1710 0.2060 0.1233 0.1286 0.2858 0.2076

MRPP 0.1417 0.1391 0.1390 0.2024 0.1834 0.1152 0.1195

Semantic
PopQA

base 0.1322 0.1274 0.0769 0.1423 0.2190 0.1820 0.4065
CoT 0.1677 0.1657 0.1330 0.0841 0.2075 0.2371 0.1435
LtM 0.1389 0.1363 0.1644 0.1382 0.2567 0.2177 0.1499

MRPP 0.1756 0.1760 0.0848 0.0791 0.2172 0.2429 0.1858

Textual
TriviaQA

base 0.4652 0.4484 0.4546 0.4893 0.4617 0.2768 0.1262
CoT 0.4976 0.4997 0.3119 0.3898 0.4924 0.3038 0.3421
LtM 0.4427 0.4564 0.3899 0.4210 0.5202 0.2436 0.3003

MRPP 0.4802 0.4802 0.3111 0.3881 0.4868 0.2489 0.3546

Semantic
TriviaQA

base 0.1657 0.1853 0.0907 0.2557 0.2150 0.1129 0.1556
CoT 0.1598 0.1565 0.1015 0.1674 0.2228 0.1809 0.1515
LtM 0.1060 0.1112 0.0739 0.1364 0.1678 0.1883 0.1406

MRPP 0.1373 0.1384 0.1181 0.1707 0.1564 0.2441 0.1867

1303



Table 21: ECE results of CNN/Daily Mail dataset across different LLMs. The bolded values indicate cases with
reduced calibration.

PPL Sharpness Eigen
Score

SelfCk
-Prompt

SelfCk
-NLI

Hidden
Score

Attn
Score

Llama-3.1-8B-Instruct

Textual

base 0.1529 0.1487 0.1974 0.1831 0.1882 0.1557 0.2329
CoT 0.1209 0.1227 0.1929 0.2008 0.2377 0.1553 0.1951
LtM 0.1321 0.1198 0.1484 0.1952 0.2605 0.1896 0.1880

MRPP 0.1237 0.1319 0.2409 0.1903 0.2169 0.1658 0.2272

Semantic

base 0.1805 0.1753 0.1629 0.1897 0.2506 0.1750 0.1284
CoT 0.1570 0.1568 0.3774 0.1668 0.2370 0.2014 0.2173
LtM 0.1534 0.1510 0.1433 0.1677 0.2636 0.1693 0.2079

MRPP 0.1611 0.1584 0.2984 0.2091 0.2377 0.1626 0.2358

Mistral-7B-Instruct-v0.3

Textual

base 0.0995 0.0995 0.1709 0.4466 0.2365 0.1166 0.2240
CoT 0.1536 0.1536 0.2428 0.3138 0.3571 0.1816 0.1310
LtM 0.1850 0.1853 0.2722 0.3012 0.3653 0.1694 0.1188

MRPP 0.1553 0.1553 0.2503 0.3414 0.3042 0.1868 0.1393

Semantic

base 0.1391 0.1396 0.1576 0.3481 0.3139 0.1721 0.1273
CoT 0.1646 0.1649 0.3353 0.5001 0.1607 0.1898 0.2619
LtM 0.1757 0.1750 0.4340 0.4852 0.2088 0.1857 0.2578

MRPP 0.1786 0.1780 0.3517 0.5160 0.2510 0.1709 0.2737

Llama-3.1-70B-Instruct

Textual

base 0.2342 0.2350 0.2560 0.2136 0.2281 0.1680 0.2037
CoT 0.1495 0.1525 0.2559 0.2533 0.2014 0.2092 0.2457
LtM 0.1484 0.1494 0.2571 0.2168 0.1717 0.1676 0.2456

MRPP 0.1775 0.1754 0.2691 0.2010 0.2011 0.1471 0.2139

Semantic

base 0.2467 0.2452 0.2649 0.2374 0.2475 0.1620 0.1010
CoT 0.2011 0.1982 0.2588 0.2665 0.2052 0.1829 0.1847
LtM 0.2005 0.2002 0.2358 0.2731 0.1759 0.1925 0.1757

MRPP 0.2190 0.2138 0.3725 0.2204 0.2160 0.2248 0.1947

Table 22: AUROC results of TruthfulQA. The bolded values indicate cases with reduced performance.

PPL Sharpness Eigen
Score

SelfCk
-Prompt

SelfCk
-NLI

Verbalized
Certainty

Hidden
Score

Attn
Score

Llama-3.1-8B-Instruct

Info.

base 65.37 65.74 62.61 55.57 56.28 61.70 57.74 52.13
CoT 54.87 54.61 54.08 50.22 56.55 53.64 50.82 57.46
LtM 53.69 53.49 66.49 56.37 55.95 57.03 61.21 60.56

MRPP 56.15 55.81 55.76 55.62 63.02 70.01 51.33 80.12

Truth.

base 50.35 50.36 54.34 59.17 60.31 54.69 52.43 50.78
CoT 53.06 53.61 51.67 54.79 58.23 53.23 54.84 50.14
LtM 53.16 53.63 53.18 56.15 62.80 52.35 57.10 52.53

MRPP 54.32 54.65 51.22 52.42 55.40 57.67 53.73 50.72

Mistral-7B-Instruct-v0.3

Info.

base 51.94 51.91 75.43 63.71 66.54 69.46 62.21 70.23
CoT 76.82 76.82 75.77 62.05 70.74 76.79 52.47 55.91
LtM 74.63 74.63 78.59 69.66 68.55 79.66 59.51 58.12

MRPP 74.23 74.22 69.51 67.95 66.66 80.82 56.80 62.11

Truth.

base 54.27 54.26 57.79 56.59 62.20 58.73 55.92 56.20
CoT 53.07 53.06 59.79 59.85 57.53 62.39 51.40 54.98
LtM 55.42 55.41 63.16 59.98 56.10 56.83 50.57 53.26

MRPP 50.43 50.43 57.25 59.71 56.19 55.64 52.88 51.13
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Table 23: To mitigate potential biases introduced by the LLaMA-based judge model, we also fine-tune the evaluation
model using Qwen. The evaluation results based on the Qwen judge model are consistent with our previous findings,
confirming the robustness of our conclusions.

PPL Sharpness Eigen
Score

SelfCk
-Prompt

SelfCk
-NLI

Verbalized
Certainty

Hidden
Score

Attn
Score

Llama-3.1-8B-Instruct

Info.

base 56.02 56.52 61.56 54.35 65.94 67.57 72.12 71.36
CoT 54.04 55.31 72.77 53.61 61.02 66.32 51.55 74.78
LtM 59.23 58.75 65.92 50.21 57.74 59.63 64.98 58.63
MRPP 58.6 62.07 67.38 82.95 55.03 52.00 70.88 69.74

Truth.

base 56.31 57.33 67.49 56.06 53.19 52.64 75.18 77.3
CoT 56.76 55.54 64.28 52.61 50.32 52.31 60.81 63.94
LtM 58.73 58.66 59.91 53.21 54.24 52.81 56.31 59.4
MRPP 57.75 57.11 66.35 52.55 56.59 52.07 64.59 68.54

Mistral-7B-Instruct-v0.3

Info.

base 56.03 56.07 53.91 69.34 78.91 74.14 89.07 85.9
CoT 69.61 69.67 60.44 80.17 74.66 67.95 82.08 53.69
LtM 81.03 80.99 80.95 69.88 63.72 61.17 52.1 64.38

MRPP 75.29 75.29 68.44 81.81 65.99 51.71 74.69 77.45

Truth.

base 58.76 58.73 52.31 54.12 62.17 62.23 75.86 75.73
CoT 59.41 59.42 51.59 59.68 64.38 58.91 67.59 65.51
LtM 58.47 58.47 50.22 54.89 59.5 66.14 66.21 68.41

MRPP 58.58 58.58 52.12 59.02 62.68 61.36 64.21 71.65
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