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Abstract

Advancements in Large Language Models
(LLMs) have opened new opportunities for
scientific discovery by assisting researchers
in generating novel hypotheses and ideas. In
this process, a major challenge is how to opti-
mally and efficiently utilize LLMs’ parametric
knowledge obtained from their pretraining pro-
cess. Inspired by Generative Adversarial Net-
works (GANs), we propose inference time ad-
versarial learning (termed InfAL), implemented
through multi-LLM-agent interactions, to en-
hance research ideation. This approach op-
timizes the utilization of LLMs’ parametric
knowledge without requiring additional model
training, making adversarial learning efficient
and context-driven. To evaluate the quality of
generated ideas, we propose a relative quality
ranking metric as a scalable alternative to hu-
man evaluation. Our results show that InfAL
significantly improves idea generation, with
GPT-40 achieving a 21% increase in novelty
and a 322% increase in feasibility, demonstrat-
ing its transformative potential for driving in-
novation in scientific research.

1 Introduction

Recent breakthroughs in large language models
(LLMs) have revealed their remarkable potential
to advance scientific research, particularly through
automated hypothesis generation. Studies like Si
et al. (2024); Guo et al. (2025a, 2024) demon-
strate that LLM-generated research ideas can ap-
proach human-level creativity, fueling significant
academic interest. However, despite extensive ex-
ploration into leveraging LL.Ms—such as prompt
engineering, supervised fine-tuning, and retrieval-
augmented generation (Wang et al., 2023d; Baek
et al., 2024; Yang et al., 2023; Zhou et al., 2024;
Boiko et al., 2023; Guo et al., 2025b; Xiong et al.,
2025; Hu et al., 2024)—a critical challenge re-
mains: effectively optimizing the immense but un-
derutilized parametric knowledge within LLMs at

inference time without costly retraining.

The parametric knowledge of an LLM refers to
internal representations and information implicitly
encoded in its learned parameters during pretrain-
ing. For example, parametric knowledge allows
an LLM to implicitly understand fundamental con-
cepts like gravity or biological evolution. However,
tapping into precisely the right portion of this vast
parametric knowledge to generate optimal answers
for user queries is inherently challenging due to its
implicit, distributed nature. Current methods often
rely heavily on extensive external knowledge bases
or costly retraining, rendering them inefficient or
infeasible for on-the-fly optimization.

To address this gap, we propose Inference
Time Adversarial Learning (InfAL), a novel frame-
work inspired by Generative Adversarial Networks
(GANSs) (Goodfellow et al., 2020). InfAL directly
optimizes parametric knowledge utilization during
inference, enabling LL.Ms to produce high-quality
outputs without additional training or labeled data.
Unlike prompt optimization methods such as adv-
ICL (Do et al., 2023), which narrowly focus on
prompts for in-context learning, InfAL represents
a universal, more powerful paradigm capable of
enhancing end-to-end performance across diverse
downstream tasks.

We implement InfAL via a lightweight multi-
LLM-agent system comprising generator, opti-
mizer, and discriminator agents that iteratively re-
fine generated ideas. To facilitate scalable and fair
evaluation of open-ended ideas, we introduce a rel-
ative quality ranking metric (denoted as () that
closely aligns with human judgment. Experiments
demonstrate InfAL’s substantial impact: integrat-
ing InfAL with GPT-40 improves the novelty and
feasibility of generated ideas by 21% and 322%,
respectively.

In summary, our contributions are twofold:

* We formulate a novel inference-time adver-

sarial learning framework, InfAL, leverag-
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ing GAN principles to efficiently optimize
parametric knowledge utilization of LLMs at
inference-time, significantly enhancing their
generative capabilities.

* We develop a customizable, scalable relative
quality ranking metric (Q)) to evaluate open-
ended generation tasks, strongly correlating
with human evaluation and serving as an ef-
fective, practical proxy to human evaluation.

2 Related Work

Inference-Time In-context Learning. Recent
studies explored LLM inference-time learning via
implicit Bayesian inference (Xie et al., 2021), "in-
duction heads" in transformers (Olsson et al., 2022),
and attention-based implicit meta-optimization
(Dai et al., 2022). TextGrad (Yuksekgonul et al.,
2024) introduced textual gradients for inference-
time optimization.

Scientific Hypothesis Generation. LILMs have
advanced scientific ideation beyond traditional
methods (Wang et al., 2023c). SciMON (Wang
et al., 2023d) employs retrieval-augmented genera-
tion; MOOSE (Yang et al., 2023) uses multi-level
self-feedback. ResearchAgent (Baek et al., 2024)
and Al Scientist (Lu et al., 2024a) automate entire
research cycles, integrating knowledge graphs and
agentic tree search. Iterative prompting methods
(Zhou et al., 2024) and tool-equipped models like
Coscientist (Boiko et al., 2023) further enhance
scientific workflows.

Multi-LLM-Agent Interactions. Multi-agent
frameworks address single-LLM limitations
through structured discussions (Lu et al., 2024b),
collaborations (Chih-Yao Chen et al., 2024,
Zhang et al., 2023), and debates (Du et al., 2023;
Liang et al., 2023). These interactions improve
task consistency (Xiong et al., 2023), evaluation
(Chan et al., 2023; Wang et al., 2023a), and
supervision (Khan et al., 2024). Such frameworks
effectively enhance tasks including narrative
generation (Huot et al., 2024), translation (Liang
et al.,, 2023), and knowledge reasoning (Wang
et al., 2023b; Ma et al., 2024). Our work extends
these frameworks to theoretically and empirically
explore inference-time adversarial learning for
research ideation.

3 Method

In this section, we first present the theoretical
framework for inference time adversarial learning,
aiming at optimizing the utilization of LLMs’ para-
metric knowledge to perform user-specified tasks.
In addition, we describe how this can be imple-
mented through LLM-based agent interactions to
enhance the generation of research ideas. Follow-
ing this, we introduce a relative quality ranking-
based metric designed to approximate human eval-
uation of the generated ideas.

3.1 Formulation of Inference Time
Adpversarial Learning

The goal of inference-time adversarial learning is
to optimize the utilization of LLMs’ parametric
knowledge, enabling them to generate the best pos-
sible response given the limited context provided
by the user’s query. To achieve this, we represent
the parametric knowledge as 6, denote the LLM’s
parametric knowledge base as {0}, which includes
all possible parametric knowledge, and begin our
formulation with Assumption 1:

Assumption 1. We assume that given any user
query x, there exists a static optimal answer 7,
although the LLM may not explicitly generate 1 due
to the discrete nature of its parametric knowledge
base {0}.

The parametric knowledge base {6} of an LLM
is obtained during the pre-training process of the
given LLM and plays a crucial role in answering
any user’s query x. LLMs utilize parametric knowl-
edge 6 in their parametric knowledge base {6} in
responding to user queries.

Definition 1 (Parametric Knowledge Utilization).
We define parametric knowledge utilization as a
mapping function U that transforms the paramet-
ric knowledge base {0} of the given LLM into the
utilized parametric knowledge u given user query
x:

u=U({0},x) (D

where U encapsulates the mechanism through
which the LLM retrieves and applies its parametric
knowledge according to the user query.

As the oracle answer § may not be directly
achievable, the objective shifts to generating an
approximation answer g which is sufficiently close
to . Thus, we have Assumption 2:

Assumption 2. Given a user query z, if an LLM
generates a Y from its parametric knowledge base
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{0} with utilization u, and g lies in the neighbor-
hood B of § with radius €, that is, § € B(7), we
posit that the LLM has optimized the use of its para-
metric knowledge in response to the user’s query x,
veilding suboptimal answer 7).

To optimize the generation of g, we formulate
the objective inspired by Generative Adversarial
Networks (GANs) (Goodfellow et al., 2020). Sim-
ilar to GANSs, the objective of inference time ad-
versarial learning is framed as a minimax game
between two models: a Generator G and a Discrim-
inator D. The Generator’s goal is to generate an
answer J to approach B.(y), while the Discrimina-
tor is tasked with determining whether ¢ belongs
to B¢(y). Therefore, the objective function can be
defined as follows:

V(G,D) = mGin mgx [EyeBe(y) [log D(9)]
+ By (v log(1 = D(G(@)))]

up, = argmax, [EyeBé (5 [log D(9)]
X3 +E e () [log(1 — D(G(x)))]} )

ug;, = argmin, , Eyep, () [log(1 — D(G(x)))].

2
where:

* Eyep. (9 llog D(y)] represents the expected
log-probability that the Discriminator assigns
to the optimal answer g, with the goal of maxi-
mizing this term so that the Discriminator can
correctly reject any approximation ¢ in the

* Eyop, (2)[log(l — D(G(x)))] represents the
expected log-probability that the Discrimina-
tor assigns to generated answer G(x), where
G(x) = y, and z is a user query sampled from
the user query distribution p,(x). The Gener-
ator aims to minimize this term, trying to con-
vince the Discriminator to accept § € B(y).

During this adversarial process, the Generator

aims to minimize log(1 — D(G(x))), meaning
it tries to convince the Discriminator to accept
g € Be(y). Conversely, the Discriminator aims
to maximize both log D(7) for the optimal answer
y and log(1 — D(G(x))) for the generated answer
7. According to Proposition 2 in GANs (Goodfel-
low et al., 2020), if G and D have enough capacity,
during the optimization process, ¢ converges to .
According to Theorem 1 in GANs (Goodfellow
et al., 2020), the global minimum of the objective
function is reached if and only if § = y. Though

in open-ended generation tasks for LLMs it’s chal-
lenging to generate § = y, achieving § € B.(9)
remains plausible and practical. Note that € is likely
to vary from model to model.

The objective function defined in Formula (2) is
designed to be optimized at inference time, elim-
inating the need for any updates to the model pa-
rameters during the process. This optimization is
achieved by forcing D and G to search in their para-
metric knowledge base {fp} and {0} to obtain
the best utilization u7, and ug,, respectively.

3.2 Inference Time Adversarial Learning
Through Multi-LLM Agents’ Interactions

To implement inference time adversarial learning
for research idea generation and refinement, we em-
ploy a multi-agent interaction system using LLM:s.
There are three agents in the system, each agent
plays a unique role in the objective function and
will be introduced in the following subsections.
The overview of this system for research idea re-
finement is shown in Figure 1. In general, once the
user provides a context x, the generator agent acts
as the GG to generate and refine idea g, the optimizer
agent serves as the optimizer by providing the gra-
dient r, and the discriminator agent functions as the
D in the objective function, continuing this process
until the minimax game converges to equilibrium.
For simplicity, the minimax game is shown to con-
verge at the 4th iteration in Figure 1; however, in
practice, the steps illustrated in iterations 2 and
3 may repeat multiple times, and additional iter-
ations may be required for the minimax game to
fully converge.

3.2.1 Research Idea Generator

The research idea generator agent acts as the G in
the objective function. Its role is to generate and
iteratively refine the research idea g, striving to ap-
proach the optimal idea y. At the beginning of the
minimax game, the generator agent is profiled as a
domain expert researcher and generates an initial
idea o based on the user query x. In subsequent
iterations of the minimax game, the generator agent
is tasked with refining the idea based on feedback
from the optimizer agent. Therefore, at the i-th
iteration, the generator agent updates ¢ via:

3)

Ui, G = Wi—1,G — NGTi
Ui = G(Ji-1:ui,G)

where r; = V,V(G, D;u;) is the “textual gra-
dient" for updating the parametric knowledge uti-
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Figure 1: The overview of inference time adversarial learning via LLM-based agent interactions for enhancing

research ideation.

lization to refine ¢, which is provided by the re-
search idea optimizer agent through its feedback
and will be introduced in 3.2.2 with more details.
The learning rate g is dynamically and implicitly
determined by the generator G. We demonstrate all
the prompt templates for research idea generator
agent in Fig. 6, Fig. 9, and Fig. 10 in the Appendix.

3.2.2 Research Idea Optimizer

The research idea optimizer agent provides feed-
back r on the generator’s idea ¢ in the form of
a “textual gradient" V,,V (G, D;u;), which guides
both the generator agent in refining its uq to pro-
duce better ideas and the discriminator agent in
updating its up to assess whether significant im-
provements have been made. Unlike traditional nu-
merical gradients, textual gradients are expressed in
natural language, making them more interpretable
while still serving a similar optimization function
in downstream tasks (Yuksekgonul et al., 2024). At
the beginning of the minimax game, the optimizer
agent is also profiled as a domain expert researcher,
but its primary role is to critique ideas rather than
generate them. At each iteration ¢, the optimizer
evaluates the current idea based on user-specified
quality indicators, such as novelty or feasibility,
and provides constructive feedback. This feedback
not only helps the generator refine its ideas but
also aids the discriminator in determining whether
meaningful improvements have been achieved. The
prompt templates for the research idea optimizer
agent are provided in Figures 7 and 11 in the Ap-
pendix.

3.2.3 Research Idea Discriminator

The discriminator agent functions as D in the min-
imax game and is initially profiled as a domain

expert researcher. At each iteration i, it evaluates
the improvement between the current idea g; and
the previous idea ;1 based on the optimizer’s
feedback r;. The discriminator updates its evalua-
tion e; as follows:

Ui, D = UAzfl,DAJr D74 (4)
e; = D(§i—1;9i;ui,p)
where e; represents the discriminator’s evaluation.
The feedback r; provides directional guidance for
idea refinement, helping the discriminator agent
update its parametric utilization u; p by incorpo-
rating information on how the idea has possibly
improved. This enables the discriminator to more
effectively assess whether g; exhibits meaningful
progress over ;1.
There are two pos-

. P T St
sible outcomes for e;: PR AN

N A~ / 7 \\\\\ :\

Logia < 9, S RO/
. / .
meaning  the |/ /B 0

. . . . \ |

discrimina- Lo ye £
. . Al 1
tor  identifies N o s o)

. . N // /
significant A \\&\:j‘:/%/ /
improvements. e o

2. i1 ~ Ui Figure 2: Idea evolution dy-
meaning no  Namics.
substantial

improvement is detected.

As illustrated in Figure 1, if 9,1 < ¢;, fur-
ther refinement may still be possible. However,
if the discriminator repeatedly determines no fur-
ther improvements (¢;_2 =~ ¢;—1 =~ ;), We con-
clude that the process has converged, implying
Ui—2,Ui—1, Ui € Be(y), where € represents the im-
plicit distance to . In this case, §; is selected as
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the final suboptimal research idea. The prompt tem-
plates for the discriminator agent are provided in
Figures 8 and 12 in Appendix A.2.1.

Figure 2 illustrates the evolution of the gener-
ated research idea g. Initially, the discriminator
detects significant improvements between g; and
72, prompting further refinements. From g5 to 94,
no further improvements are identified, leading to
convergence. While Figure 2 shows convergence
at the 4th iteration for illustration, in practice, more
iterations may be required.

3.3 Relative Quality Ranking

Although human judgment remains the gold stan-
dard for evaluating open-ended text generation, the
Natural Language Processing community has been
actively developing scalable alternatives to approx-
imate human evaluation, as the labor involved in
human evaluation is often costly and impractical
in many cases. Recent studies have explored the
use of LLMs as autoraters (Chiang and Lee, 2023;
Liu et al., 2023; Bubeck et al., 2023; Fu et al.,
2024; Vu et al., 2024; Gu and Krenn, 2024). These
studies show that the correlation between human
evaluators and LLLM autoraters positions LL.Ms as
a promising alternative for large-scale assessments
for open-ended generation. To automate the evalu-
ation of the generated ideas, we develop a relative
ranking-based metric designed to assess idea qual-
ity in a fair and customizable manner. This metric
can be customized to accommodate various quality
indicators, such as novelty, feasibility, or any other
criteria specified by the user, as long as a target
research idea and the context used to generate this
target idea are available. The target idea can either
be generated by the user or selected from existing
literature. Compared to the winrate (Zheng et al.,
2023), our metric offers a more granular measure-
ment. Please refer to Section A.3.1 in the Appendix
for more discussions.

For a given context used to generate a set of re-
search ideas, any high-capcity LLM can be used
to rank the quality of all the ideas (both generated
ideas and the target idea) based on user-specified
quality indicators, without revealing which idea is
the target research idea (Gu and Krenn, 2024). The
used LLM is prompted to assess the ideas based
on its understanding of quality indicators such as
novelty and feasibility, and then rank them accord-
ingly.

The prompt template used to achieve this is
shown in Figure 13 in the Appendix. The posi-

tion of the target research idea within the ranked
list of ideas reflects the quality of the generated
ideas with respect to the specified quality indica-
tors. Intuitively, if the target idea ranks higher on
the list, this suggests that the generated ideas are
of lower quality compared to the target idea. Con-
versely, if the generated ideas rank higher than the
target idea, it indicates that the generated ideas
may be of better quality. Given a target idea ¢ and
n generated ideas based on the given context, let
n; denote the rank of £ among the target idea and
the generated ideas. The relative quality ranking ()
of the generated ideas is computed as follows:

g="t"1 5)

n

Intuitively, ) € [0, 1]. If the target idea ranks first
on the list, then n; = 1, yielding Q = 0, which
indicates that all generated ideas are worse than
the target idea. Conversely, if the target idea ranks
below all the generated ideas, that is, ny = n + 1,
then @) = 1, indicating that all generated ideas are
superior to the target idea. To ensure fair compari-
son across different idea generation strategies, it is
important to generate the same number of research
ideas n for all compared strategies.

4 Experiments

The primary objective of our experiments is four-
fold: (1) to assess whether InfAL enhances the
quality of research ideas generated by LLMs, (2) to
examine how research ideas evolve and converge
during the process of InfAL, (3) To assess InfAL’s
each component’s contribution to overall perfor-
mance, and (4) whether relative quality ranking
given by GPT-40 aligns with human judgment.

4.1 Datasets

To evaluate the effectiveness of InfAL in enhanc-
ing research idea generation, we constructed five
datasets. The five datasets collectively include 500
target papers, representing high-quality research
published in 2024 across the following five do-
mains: Health and Medicine (354 papers), Genet-
ics and Molecular Biology (153 papers), Environ-
mental Sciences (131 papers), Neuroscience and
Cognitive Sciences (127 papers), and Technology
and Engineering (135 papers). Each target paper’s
research idea, denoted as ¢;, serves as the “gold
standard" for comparing generated ideas. For each
target paper, we collected background information,
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consisting of abstracts from its reference papers, de-
noted as x;, which provides LLMs with the founda-
tional context necessary to generate research ideas
inspired by the same background information as
the target papers.

4.2 Experimental Setup

Agent Initialization. We initialize the agents
with meta prompts to make sure each agent un-
derstands its role and which field it specializes in
(Liang et al., 2023). All the prompt templates along
with the algorithm for agent interactions are pro-
vided in Appendix A.2.1.

Baselines. We consider the following two base-
line methods to demonstrate the effectiveness of
InfAL. @ Initial idea: This naive baseline is the ini-
tial idea g generated by the generator agent when
given a set of background information z; for a tar-
get idea t;. GPT-40 serves as the backbone LLM
for this method. @ Self-reflection: Self-reflection
method is used as the strong baseline. The same
initial ideas gy are iteratively improved through
self-evaluation (Madaan et al., 2024; Liang et al.,
2023), where the generator agent reflects on its own
generated research ideas and modifies them without
external interaction. The process terminates once
the agent determines that further improvements are
no longer being made. GPT-4o0 is also used as the
backbone LLM for this approach.

We choose these two baselines as they repre-
sent intuitive benchmarks—initial idea serves as
the simplest baseline, and self-reflection embodies
a strong iterative improvement method that is used
by other works like MOOSE (Yang et al., 2023).
These two approaches sufficiently capture the spec-
trum of existing practical methods, eliminating the
need for comparisons with orthogonal techniques
like retrieval-augmented generation method like
SciMON (Wang et al., 2023d).

We measure improvement based on two key qual-
ity indicators, novelty and feasibility, using the
relative ranking quality score () described in Sec-
tion 3.3. In the main experiment, we compare our
method with baselines and evaluate performance
using GPT-40, GPT-40 Mini, GPT-3.5 Turbo, and
Llama 3.1 model families as backbone models. For
both baselines and our method, we generate results
in two cases: one focusing on improving novelty
and the other on feasibility. In each case, three
research ideas are generated for each target idea.
These ideas, along with the target paper’s idea, are

ranked based on novelty and feasibility, and the pro-
posed relative ranking score () is computed using
Equation (5). () is computed separately for nov-
elty and feasibility, allowing us to evaluate each
dimension independently. A prompt template is
used to rank research ideas for novelty or feasibil-
ity without knowing whether the ideas are human
or LLM generated, ensuring fairness (see Figure 13
and the Appendix for more details). All rankings
are computed using GPT-4o, the highest-capacity
model, regardless of the backbone model used for
generation. Finally, () is averaged across all target
papers in the five datasets. Additionally, we com-
pute the rankings using LLama 3.1 70B-Instruct
and report similar results in the Appendix.

4.3 Main Results

Method Base Model Average () Average ()

(Novelty) (Feasibility)
Initial GPT-4o 0.808 0.171
SR GPT-40 0.952 0.342
GPT-3.5 Turbo 0.963 0.589
Ours GPT-40 Mini 0.960 0.762
GPT-4o 0.981 0.550
Llama 3.1 8B-Instruct 0.953 0.451
Ours Llama 3.1 70B-Instruct 0.971 0.423
Llama 3.1 405B-Instruct 0.988 0.363

Table 1: Main experimental results. The performance of
different methods with GPT-based models (top) and the
results of Llama 3.1 family of models (bottom). “Intial"
and “SR" refers to the initial idea baseline and self-
reflection baseline, respectively. We report the average
relative quality ranking scores, denoted as Average @),
for novelty and feasibility.

The results presented in Table 1 highlight the ef-
fectiveness of InfAL in enhancing research idea
generation, with substantial improvements ob-
served in both novelty and feasibility. Notably,
feasibility exhibits the most significant gains, un-
derscoring InfAL’s unique ability to generate re-
search ideas that are not only creative but also prac-
tical. To summarize, InfAL carries strengths from
four aspects:

(1) Model-agnostic effectiveness: The results
in Table 1 show that both GPT-based models and
the Llama 3.1 family benefit significantly from In-
fAL. For instance, with GPT-40, InfAL achieved a
novelty score of 0.981, while with Llama 3.1 405B-
Instruct, it achieved the highest novelty score of
0.988. These results confirm InfAL’s effectiveness
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across various model families, making it a versa-
tile and broadly applicable method for enhancing
research ideation.

(2) Domain-agnostic improvements: The five
datasets used in our experiments—covering Health
and Medicine, Genetics and Molecular Biology, En-
vironmental Sciences, Neuroscience and Cognitive
Sciences, and Technology and Engineering—all
exhibit performance gains in both novelty and fea-
sibility. Please refer to Section ?? of the Appendix
for detailed results. This indicates that InfAL can
enhance research ideation regardless of the domain,
making it a valuable tool for diverse scientific dis-
ciplines.

(3) Boosting lower-capacity models to outper-
form the baseline results of their higher-capacity
counterparts. For example, GPT-3.5 Turbo, de-
spite being a smaller model than GPT-40, achieved
a feasibility score of 0.589, far surpassing GPT-
40’s initial baseline score. Similarly, Llama 3.1
70B-Instruct and Llama 3.1 8B-Instruct achieved
feasibility scores of 0.423 and 0.451, respectively,
exceeding the baseline results. This suggests that
InfAL unlocks latent capabilities within smaller
models, reducing dependence on the largest and
most computationally expensive models while still
achieving competitive results. Please refer to Sec-
tion ?? of the Appendix for cost for deployment
analysis.

(4) Rapid convergence: This efficiency will be
further analyzed in the convergence analysis and
ablation study in subsections 4.4 and 4.5. The abil-
ity of InfAL to rapidly refine research ideas without
additional model training highlights its practicality
for real-world applications, where computational
resources and efficiency are critical constraints.

4.4 Convergence Analysis

In this subsection, we examine how the quality of
generated research ideas evolves and converges dur-
ing InfAL’s iterative inference-time learning pro-
cess. Figure 3 shows clear improvements in both
novelty and feasibility across iterations, closely
mirroring typical validation or test performance
curves from traditional machine learning. Effec-
tive learning, regardless of whether it occurs during
training or inference, should demonstrate a consis-
tent pattern: initial rapid improvements in perfor-
mance followed by stabilization and convergence.

Initially, the optimizer agent’s feedback
r; provides essential gradient information
V.V (G, D;u;), enabling the generator to enhance

:
i
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Figure 3: Evolution of research ideas’ novelty (top) and
feasibility (bottom) as number of iterations increases.
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its knowledge utilization u;  and thereby improve
generated ideas. These iterative refinements
ultimately lead the discriminator to recognize
when ideas have reached an optimal neighborhood,
stabilizing performance.

Backbone Improvement Median Cvg. <10
Type Iterations
oo L e
GPT-3.5 Turbo Fga‘zgﬁlyty " 0208
GPT-40 Mini Fga(zgﬁlyty }8 giggi

Table 2: Convergence statistics of our method from the
main experimental results when improving novelty and
feasibility. We report the median number of iterations
until convergence, as well as the proportion of runs that
reach convergence within 10 iterations (Cvg. < 10).

The rate at which convergence is recognized
varies by model capacity. With GPT-40, the dis-
criminator detects convergence rapidly, achieving
it within 10 iterations in over 96% of cases, with
median iterations of 6 for novelty and 5 for feasi-
bility (Table 2). This behavior matches Figure 3,
where performance converges swiftly after initial
improvement. Conversely, lower-capacity models
such as GPT-40 Mini and GPT-3.5 Turbo exhibit
slower convergence, frequently requiring the maxi-
mum number of iterations. This delay reflects their
reduced ability to accurately assess incremental per-
formance improvements, further reinforcing that
InfAL indeed facilitates meaningful inference-time
learning.
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4.5 Ablation Study

In this subsection, we focus on how the absence of
the discriminator and optimizer agents affects In-
fAL’s ability to refine research ideas and converge
to the optimal idea neighborhood B.(y). GPT-40
is used as the agents’ backbone LLM in the abla-
tion study, conducted on a smaller dataset with 100
target papers. The results are summarized in Table
3.

Ablation  Qpouerry  Iters.  Qpeasivitity  Iters.

w/o Disc.  0.974 7 0.220 7

w/o Opt. 0.967 9 0.505 6
Ours 0.983 6 0.521 5

Table 3: Ablation study results showing the impact of
our system without (w/0) the discriminator (Disc.) or
optimizer (Opt.) agent on the novelty and feasibility of
generated research ideas. We report the average relative
quality ranking scores ( ()) and median iterations (iters.)
until convergence.

Without the discriminator agent, the system
lacks the component responsible for determining
whether the generated idea g falls within the neigh-
borhood B (y) of the optimal idea. Without this
key component, we fix the number of iterations
to seven, since the median iterations needed for
our method to converge is below seven (Table 2).
The results show a drop in the novelty and a ma-
jor decline in the feasibility for the research ideas,
indicating that the discriminator plays a crucial
role in ensuring whether the generated ideas fall
within B¢(y). Without the discriminator to stop
the process when an idea is within the optimal
neighborhood, many ideas fail to reach the optimal
idea neighborhood, especially in terms of feasibil-
ity. This supports our theoretical framework that
convergence depends on the discriminator’s ability
to assess when further refinement is unnecessary.

The optimizer agent provides the essential gradi-
entr; = V.,V (G, D;u;), enabling the generator to
refine the idea iteratively. Removing the optimizer
increases the number of iterations required to reach
convergence since the generator agent lacks effec-
tive feedback to get ug,. Without the optimizer,
both novelty and feasibility suffer. This aligns with
the theoretical formulation that optimizer’s feed-
back is essential for approximating the gradient
necessary to update u; ¢ and w; p for moving ¥
toward the optimal neighborhood B, (7).

The ablation study highlights the critical roles of
the discriminator and optimizer agents in the InfAL
framework. Without these agents, the system ei-

ther converges more slowly or fails to consistently
produce ideas that approach B, (7). Please refer to
Section A.3 the Appendix for more experiments
and discussions.

4.6 Human Study

To evaluate the alignment between GPT-40 and
humans in assessing research ideas with relative
quality ranking, we conducted a human study. We
selected 10 sets of research ideas focused on nov-
elty and 10 sets focused on feasibility, generated
using our proposed InfAL. Each set included three
generated ideas and their respective target paper
idea.

We recruited 10 volunteer PhD students to rank
the ideas in each set based on either novelty or fea-
sibility, depending on the focus. The researchers
were unaware of which ideas were generated and
which originated from the target paper. We then
compared the agreement (denoted as A(Q)) be-
tween relative quality ranking given by human re-
searchers and GPT-40:

A(Q) =1 — |QHuman — QGPT-40| (6)

where (Qruman 1S the relative quality ranking from
human researchers calculated using Formula (5)
and QQGpr1.40, similarly, is the relative quality rank-
ing from GPT-4o.

The results indicate that human researchers and
GPT-40 exhibit a high degree of agreement in rank-
ing the target research ideas relative to the gener-
ated ones. From the average A(Q) we see 90%
agreement between GPT-40 and humans for rank-
ing the target papers for novelty, and 70% agree-
ment for feasibility. These findings highlight the
effectiveness of GPT-40 in aligning with human
judgment when assessing research ideas using our
proposed relative quality ranking.

5 Conclusion

In this work, we formulated inference time adver-
sarial learning and implemented it through a multi-
LLM-agent interaction system to enhance the sci-
entific research ideation process. Additionally, we
developed a relative quality ranking metric to eval-
uate the generated ideas in a customizable and fair
manner, serving as a proxy for human evaluation.
Our promising results demonstrate that inference
time adversarial learning not only improves scien-
tific ideation but also holds potential for enhancing
other tasks involving user interaction with LLMs.
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Limitations

A potential limitation of InfAL is its reliance on
user-provided context at inference time. While
InfAL effectively leverages LLMs to refine ideas
based on given contexts, it does not explicitly as-
sess the adequacy or relevance of the provided
context itself. Consequently, if users supply in-
complete, biased, or irrelevant information, In-
fAL’s ability to generate high-quality and gen-
uinely insightful research ideas may be constrained.
Future enhancements might incorporate context-
assessment mechanisms to ensure provided inputs
meaningfully support the targeted research ideation
tasks.
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A Appendix

The appendix is organized as follows:

* Implementation Details

— Code and Data Availability

— Details on Dataset Preparation

— Multi-LLM-Agent System Implementa-
tion Details

— Relative Quality Ranking Implementa-
tion Details

¢ Additional Experiments and Discussion

— Relative Quality Ranking
— Categorized Main Results

— P-values between InfAL and Self-
reflection

— Cost for Deployment
— Computation Efficiency

¢ Case Studies

A.1 Implementation Details

A.1.1 Code and Data Availability

The code used to implement InfAL along with
the data used for our experiments are available
here: https://github.com/amir-hassan25/
InfAL.git.

A.2 Details on Dataset Preparation

For our evaluation benchmark, we curated 500
high-quality scientific articles published in 2024
across five domains: Health & Medicine, Genet-
ics & Molecular Biology, Environmental Sciences,
Neuroscience & Cognitive Sciences, and Technol-
ogy & Engineering. Articles were selected based
on specific criteria to guarantee recentness, qual-
ity, and no overlap with the training datasets of the
evaluated LLMs.

A paper qualified as a target article if it satisfied
either of these criteria: it was published in a lead-
ing venue as per Google Scholar’s domain-specific
rankings and received at least one citation, or it had
garnered at least 20 citations regardless of venue.

All selected papers were published exclusively in
2024. This approach ensured we included influ-
ential, recent works recognized by the scholarly
community but excluded from the training data
timeframe of the LLMs. To identify qualifying
papers and retrieve associated cited references for
context, we utilized the Semantic Scholar API (Kin-
ney et al., 2023).

For each target paper, we derived a reference re-
search idea (g;) directly from its abstract. This ex-
traction was performed using GPT-4-mini, guided
by the prompt template depicted in Figure 14.

Algorithm 1 Algorithm for inference time adver-
sarial learning for research idea generation via
multi-LLM-agent interactions.

Input: User defined {quality_indicator},
{quality_indicator_traits},

{research_area}, background context
{b1, ..., bk, }, maximum iterations max_iters
Output: Final research idea
Yit1

1: Step 1: Initialization

2: Initialize generator, optimizer, and discrimina-
tor agents based on {quality_indicator},
{quality_indicator_traits}, and
{research_area}

31+ 0

: Generate initial research
generator({b1, ..., b, })

: 1o — optimizer(go)

: Step 2: Iterative Improvement Process

: while 7 < max_iters do

Generate new research idea ¢;41 ¢

generator(g;, 7;)

9:  stop « discriminator(g;, r;, Ji+1)

10:  Review new idea r; 1 <— optimizer(g;+1)

11:  if stop is True then

12: break

13:  endif

14:  Review new idea r; 1 <— optimizer(g;+1)

15 14 1+1

16: end while

17: Step 3: Return Final Idea

18: Return final research idea ;1

A~

idea g9 <

0 N N W

A.2.1 Multi-LLM-Agent System

Implementation Details
This section provides further details on the imple-
mentation of inference time adversarial learning
via multi-LLM-agent interaction.
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The generator, optimizer, and discriminator
agents interact iteratively following Algorithm 1.

Each agent has a meta prompt defining its
role and task. Figures 6, 7, and 8 illustrate
the meta prompts for the generator, optimizer,
and discriminator, respectively. These prompts
take in user-defined {research_area} and
{quality_indicator} hyperparameters, which
specify the research field and the aspect of
research ideas to improve. Additionally,
the generator and optimizer agents’ prompts
take a {quality_indicator_traits} hyper-
parameter, listing the traits relevant to the
{quality_indicator}.

Each agent also uses task-specific prompt
templates.  The generator generates an ini-
tial idea ¢ using the template in Figure
9, inputting the {research_area} and a
given target paper’s reference paper abstracts
{b1,...,bx,} with the prompt template param-
eters {background_paper_1_abstract}, ...,
{background_paper_k_abstract}. After receiv-
ing feedback from the optimizer, the generator re-
vises the idea using the template in Figure 10 to im-
prove the {quality_indicator}. The optimizer
provides feedback with the template in Figure 11,
considering both the {quality_indicator} and
{quality_indicator_traits}. The discrimina-
tor then assesses whether the generator successfully
improved its idea’s {quality_indicator?} using
the template in Figure 12.

In our experiments, we set {research_area}
to Health & Medicine, Genetics & Molecu-
lar Biology, Environmental Sciences, Neuro-
science & Cognitive Sciences, and Technology
& Engineering accordingly, and evaluate the
system on two {quality_indicator} values:
novelty and feasibility. For novelty, we set
{quality_indicator_traits} to be ‘“creativity
of the hypothesis, innovation of the approach, dis-
ruptiveness, originality, conceptual shift, and ad-
dressing a research gap.” For feasibility we set
{quality_indicator_traits} to be “accessibil-
ity of resources, simplicity of method, data avail-
ability, time and cost efficiency, scalability, and
practicality.” Additionally, in Algorithm 1, we set
the maximum number of iterations, max_iters to
10 for all experiments.

A.2.2 Relative Quality Ranking
Implementation Details

In Section 3.3, we introduce the relative qual-
ity ranking metric, which evaluates LLM-
generated research ideas based on a specified
{quality_indicator}. The term n; in Equation
5 represents the rank of a human-generated target
idea t when compared to n other LLM-generated
ideas.

To compute n;, we use GPT-40 with the
prompt template shown in Figure 13. This
template takes the {quality_indicator},
the {target_paper_idea}, and the n LLM-
generated ideas ({generated_idea_1}, ...,
{generated_idea_n}) as inputs.

To ensure a fair comparison between the LLM-
generated ideas and the target paper’s idea, we ex-
tract the core research idea from the target paper’s
abstract using GPT-40 with a customized prompt.
Abstracts often include extraneous details, such
as results or technical specifics, which may not
reflect the central idea. To avoid bias in the rank-
ing, we use a prompt that summarizes the main
research idea, aligning with the style in which the
LLM generates ideas. The prompt template for
this extraction is shown in Figure 14. This process
ensures an equitable ranking of the target paper’s
idea alongside the LLM-generated ideas.

A.3 Additional Experiments and Discussion

In this section, we offer further experiments and
noteworthy discussions. We evaluate and discuss
the validity of our automatic evaluation of research
ideas using the proposed relative quality ranking
metric with GPT-4o0. In particular, we address po-
tential concerns regarding bias of leveraging LLM-
as-a-Judge to score and rank research ideas gener-
ated by LLM itself (Wataoka et al., 2024). At last,
we discuss the cost of generating research ideas
using our method.

A.3.1 Relative Quality Ranking

Alignment with Human Judgment

Our results in the human study section in the
main text suggest a high agreement between hu-
man judgment and LLM judgment. Similarly, in
SCIMUSE, the authors collaborated with over 100
research group leaders across diverse domains to
rank more than 4,400 research ideas generated
by their SCIMUSE system(Gu and Krenn, 2024).
Their findings revealed that LLM-based ranking,
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specifically using GPT-4o, aligns closely with hu-
man expert evaluations, achieving a top-1 precision
of 51% and a top-5 precision of 46.7%. These re-
sults highlight the feasibility of using LLM-driven
ranking as a scalable proxy for human evaluation,
particularly when assessing large volumes of re-
search ideas across various fields.

Handling Potential Bias from GPT-40 as an Au-
torater.

Google researchers show that LLMs can be used
as reliable autoraters, and GPT-4o is overall the
best off-the-shelf model in handling bias ((Vu et al.,
2024)). That’s why we use GPT-40 as the autorater
when evaluating research ideas. Furthermore, our
relative quality metric does not prompt GPT-40 to
give an absolute score for the quality of the ideas,
because it may be biased. Rather, we provide a
target idea to force GPT-4o to rank ideas based
on a quality indicator specified by users, such as
novelty and feasibility. This enables GPT-40 to
provide a more objective evaluation than asking for
an absolute score.

Confidence Interval for Relative Quality Ranking.

To ensure the robustness and consistency of our
automatic evaluation, we calculated confidence in-
tervals (Cls) for GPT-40’s relative quality rankings,
which provide a clearer representation of the met-
ric’s reliability and variability. Using a dataset of
100 target papers, we generated novel and feasi-
ble research ideas with our method and computed
the average relative quality rankings (Average ()
) across five iterations. This allowed us to obtain
95% confidence intervals for both novelty and fea-
sibility, along with the standard deviation and vari-
ance.

The results, presented in Table 4, demonstrate
that GPT-40’s rankings are highly consistent, with
minimal variation in computed relative quality
rankings, further supporting the validity of the met-
ric.

Q CI STD Variance
Novelty 0.983+0.003 0.003 1.216 x 107°

Feasibility 0.484 4+0.026 0.028 8.0464 x 1074

Table 4: Experiment assessing the consistency of GPT-
40’s relative quality rankings. The table reports the 95%
confidence intervals (CI), standard deviations (STD),
and variances of the Average () scores for novelty and
feasibility, calculated five times.

Comparison with Other Metrics.

In open-ended generation tasks, winrate is a met-
ric commonly used to assess quality by determining
the proportion of instances in which one model’s
output is preferred over another’s in a binary com-
parison (Zheng et al., 2023). However, this ap-
proach reduces nuanced evaluations to binary out-
comes, which can lead to significant information
loss in capturing the diversity and subtle differences
between outputs. Our relative quality ranking of-
fers a more granular approach by allowing for a
graded comparison across multiple dimensions of
quality. Instead of a binary decision boundary, this
metric ranks outputs on a continuum, capturing
more nuanced differences in quality. This fine-
grained assessment provides richer insights into
the strengths and weaknesses of each model output,
enhancing the accuracy of quality evaluations in
open-ended generation tasks.

Comparison of Relative Quality Ranking Provided
by Different LLMs.

To assess the consistency of relative quality rank-
ings generated by different LLMs, we compare the
rankings generated by GPT-40 and LLama 3.1 70B-
Instruct on the research ideas produced by GPT-40
using our proposed method from the main experi-
ment. The results are shown in Table 5 and indicate
that both models generate similar relative quality
rankings for both novelty and feasibility.

Base Model Q (Novelty) (@ (Feasibility)
GPT-4o 0.981 0.550
Llamma 3.1 70B-Instruct 0.991 0.459

Table 5: Comparison of relative quality rankings gener-
ated by different LLMs. The table reports the relative
quality rankings (denoted as Average () for novelty
and feasibility given by GPT-40 and LLama 3.1 70B-
Instruct on research ideas generated by GPT-40 using
our proposed method in the main experiment.

A.3.2 Categorized Main Results

We further downsampled each research domain to
65 papers, ensuring no overlap of papers across
domains. We summarize the results for relative
quality ranking—covering initial idea generation,
self-reflection (SR), and InfAL—in Tables 9 to 14.
These results consistently show InfAL’s superior
performance across all models and domains.
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A.3.3 P-values between InfAL and
Self-reflection

We recognize that comparing to self-reflection
baseline, InfAL “appears to be" only delivering
marginal improvements. To make sure that the im-
provements of InfAL is statically significant, we
perform the p test between the two methods. Statis-
tical significance tests (p-values below in Figure 6)
confirm the consistency and significance of InfAL’s
improvements.

Model p-value Novelty p-value Feasibility
GPT-40 4.28 x 1074 3.28 x 10716
Llama3.1 70B  6.62 x 1078 251 x 10784

Table 6: p-value Analysis for Baseline Comparisons
(Self-reflection vs. InfAL)

A.3.4 Cost for Deployment

We calculated the average cost of generating a re-
search idea for each model using our method and
report the costs in 7. The cost were calculated with
OpenAl ! and Deeplnfra 2 (API service for Llamma
3.1 models) cost per million tokens. We see that
GPT-4o is the most expensive model to generate
research ideas with, while Llamma 3.1 8B-Instruct
is the cheapest.

Base Model Average Cost Per Idea
GPT-4o0 $1.27
GPT-40 Mini $0.21
GPT-3.5 Turbo $0.88
Llama 3.1 405B-Instruct $0.27
Llama 3.1 70B-Instruct $0.04
Llama 3.1 8B-Instruct $0.02

Table 7: Average cost of generating a research idea
using our method with different backbone LLMs.

A.3.5 Computation Efficiency

We quantitatively compare our InfAL approach
against the self-reflection baseline, specifically
evaluating convergence speed (runtime efficiency)
using GPT-40 and Llama 3.1 70B:

As shown in Table 8, InfAL demonstrates com-
parable or superior efficiency relative to the self-

"More details about the OpenAlI API service can be found
here: https://platform.openai.com/docs/overview

*More details about the Deeplnfra’s API service can be
found here: https://deepinfra.com/

Model Quality SR InfAL
GPT-4o0 Novelty 9 6
GPT-40 Feasibility 4 5

Llama 3.1 70B  Novelty 10 10
Llama 3.1 70B  Feasibility 10 10

Table 8: Runtime Efficiency Comparison (Median itera-
tions, fewer is better)

reflection baseline. Notably, for GPT-40 (Novelty),
InfAL converges significantly faster, reducing me-
dian iterations from 9 to 6, highlighting that our
multi-agent framework achieves substantial perfor-
mance improvements without compromising effi-
ciency.

A.4 Case Studies

To qualitatively evaluate how InfAL improves re-
search ideation, we present a set of case studies
that showcase how multi-agent inference-time op-
timization via InfAL enhances the novelty or fea-
sibility of research ideas over multiple interaction
rounds. These studies highlight the dynamic in-
terplay between generator, optimizer, and discrim-
inator agents, with optimizer feedback acting as
textual gradients that iteratively guide refinement,
and the discriminator determining when conver-
gence is achieved. We include two illustrative
examples—one focused on novelty, the other on
feasibility—as well as four full conversational tra-
jectories annotated with detailed human feedback
across rounds. Together, these case studies vali-
date the practical effectiveness of InfAL in enhanc-
ing research ideas with targeted improvements and
transparent optimization dynamics.

Both illustrative examples begin with the same
initial hypothesis proposed by the generator agent:
that orexin levels may improve sleep quality and
energy levels in adolescent athletes. From this
shared starting point, the optimizer agent offers
feedback aligned with the target quality indicator
(novelty or feasibility), prompting the generator to
revise its ideas accordingly.

Novelty Improvement (Figure 4) To improve nov-
elty, the optimizer agent critiques the idea’s orig-
inality and proposes directions to enhance con-
ceptual disruption and scientific innovation. Over
seven rounds, the idea evolves significantly. By the
final round, the hypothesis explores the modulation
of orexin levels not only for sleep quality but also
for cognitive function and emotional resilience. It
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proposes investigating the effects of orexin in re-
lation to social jetlag, using advanced statistical
modeling to uncover novel associations. Human
evaluation noted that the final iteration reflects a no-
table conceptual shift and deeper interdisciplinary
integration.

Feasibility Improvement (Figure 5) In contrast,
the feasibility refinement path focuses on ground-
ing the idea in practical experimental design with-
out radically altering the core hypothesis. The op-
timizer emphasizes methodological simplicity, re-
source availability, and realistic implementation.
The final iteration frames a study testing whether
dietary guidelines and sleep hygiene education im-
prove sleep and energy in adolescent athletes. It
details a feasible study plan involving 15 partici-
pants, activity monitors, and parental involvement
to ensure adherence—elements that enhance the
idea’s implementability without compromising sci-
entific relevance.

Human Evaluation at Each Round. To further
substantiate InfAL’s effectiveness, we conducted
detailed human evaluations for each round of InfAL
on four randomly selected examples (two novelty,
two feasibility). Due to space constraints, we in-
clude links to the full annotated conversations:

* Novelty Example 1
* Novelty Example 2
* Feasibility Example 1
* Feasibility Example 2

In each figure, the center panel illustrates the
round-by-round InfAL trajectory. The left panel
shows human feedback on generator outputs, and
the right panel shows feedback on optimizer re-
sponses. These evaluations confirm that InfAL’s
textual gradients lead to measurable improvements
across iterations. Reviewers consistently observed
sharper, more targeted optimizer feedback over
time, with generator outputs evolving accordingly.
The discriminator’s convergence decisions also
align with human-perceived saturation, validating
its role in terminating the optimization process once
meaningful improvements plateau.
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Category GPT-40 GPT-3.5 GPT-40_mini Llama_3.1_8b Llama_3.1_70b Llama_3.1_450b

Health and Medicine 0.856 0.229 0.564 0.307 0.622 0.854
Genetics and Molecular Biology  0.813 0.193 0.417 0.288 0.546 0.813
Environmental Sciences 0.812 0.282 0.556 0.199 0.576 0.825
Neuroscience and Cognitive Sci ~ 0.818 0.185 0.469 0.265 0.586 0.812
Technology and Engineering 0.749 0.180 0.544 0.261 0.582 0.745

Table 9: Categorized Relative Quality Ranking for Novelty—Initial Idea Generation

Category GPT-40 (SR) GPT-3.5(SR) GPT-40_mini (SR) Llama_3.1_8b (SR) Llama_3.1_70b (SR) Llama_3.1_450b (SR)
Health and Medicine 0911 0.935 0.879 0.756 0.951 0.961
Genetics and Molecular Biology 0.963 0911 0.871 0.713 0.963 0.973
Environmental Sciences 0.935 0.942 0.901 0.692 0.946 0.951
Neuroscience and Cognitive Sci 0.941 0.909 0.903 0.717 0.959 0.972
Technology and Engineering 0.902 0.891 0.867 0.726 0.949 0.965

Table 10: Categorized Relative Quality Ranking for Novelty—Self-reflection (SR)

Category GPT-40 (InfAL) GPT-3.5 (InfAL) GPT-40_mini (InfAL) Llama_3.1_8b (InfAL) Llama_3.1_70b (InfAL) Llama_3.1_450b (InfAL)
Health and Medicine 0.969 0.958 0.897 0.910 0.974 0.979
Genetics and Molecular Biology 0.984 0.954 0.892 0.934 0.967 0.974
Environmental Sciences 0.974 0.979 0.910 0.908 0.969 0.995
Neuroscience and Cognitive Sci 0.958 0.959 0918 0.939 0.957 0.984
Technology and Engineering 0.981 0.979 0.887 0.938 0.968 0.984

Table 11: Categorized Relative Quality Ranking for Novelty—InfAL

Category GPT-40 GPT-3.5 GPT-40o_mini Llama_3.1_8b Llama_3.1_70b Llama_3.1_450b
Health and Medicine 0.192 0.295 0.212 0.187 0.212 0.120
Genetics and Molecular Biology ~ 0.142 0.408 0.199 0.134 0.136 0.134
Environmental Sciences 0.192 0.295 0.212 0.153 0.212 0.120
Neuroscience and Cognitive Sci ~ 0.166 0.484 0.223 0.162 0.169 0.162
Technology and Engineering 0.202 0.314 0.228 0.136 0.184 0.192

Table 12: Categorized Relative Quality Ranking for Feasibility—Initial Idea Generation

Category GPT-40 (SR) GPT-3.5(SR) GPT-40_mini (SR) Llama_3.1_8b (SR) Llama_3.1_70b (SR) Llama_3.1_450b (SR)
Health and Medicine 0.331 0.487 0.496 0.378 0.356 0.337
Genetics and Molecular Biology 0.312 0.504 0.508 0.365 0.367 0.351
Environmental Sciences 0.314 0.476 0.467 0.344 0.340 0.324
Neuroscience and Cognitive Sci 0.347 0.512 0.496 0.356 0.347 0.347
Technology and Engineering 0.352 0.494 0.512 0.312 0.351 0.353

Table 13: Categorized Relative Quality Ranking for Feasibility—Self-reflection (SR)

Category GPT-40 (InfAL) GPT-3.5 (InfAL) GPT-40_mini (InfAL) Llama_3.1_8b (InfAL) Llama_3.1_70b (InfAL) Llama_3.1_450b (InfAL)
Health and Medicine 0.555 0.582 0.762 0.457 0.421 0.351
Genetics and Molecular Biology 0.542 0.593 0.735 0.412 0413 0.387
Environmental Sciences 0.591 0.578 0.756 0.395 0.467 0413
Neuroscience and Cognitive Sci 0.542 0.614 0.779 0.412 0.441 0413
Technology and Engineering 0.575 0.582 0.753 0.429 0.453 0.420

Table 14: Categorized Relative Quality Ranking for Feasibility—InfAL
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Example: Improving Novelty

Iteration 1

Hypothesis: The Impact of Orexin Modulation on Sleep Quality and
Energy Availability in Adolescent Athletes** ... we hypothesize that
modulation of arexin levels may improve sleep quality and energy
availability in this population. Specifically, we propose that targeted
interventions to stabilize orexin signaling can reduce sleep
disturbances and mitigate the effects of LEA, thereby enhancing
overall athletic performance and well-being. This hypothesis
integrates the neuroendocrine insights regarding orexin's role with
practical abservations in adolescent athletes, offering a patential
therapeutic avenue that addresses bath metabolic and sleep-related

challenges.

.... To improve the novelty of your research idea, consider the
following: Explore less-studied aspects of orexin’s role, such as its
impact on cagnitive functions or emational well-being. ... Utilize
cutting-edge techniques like optogenetics or CRISPR, or combine
arexin modulation with other interventions. ... Propose a novel
mechanism ar interaction invalving orexin that challenges existing
paradigms. ... Identify unique population subsets or novel
environmental factors to study. ...Redefine orexin's role in a broader
context, such as its interaction with circadian rhythms.... Focus on
long-term effects, gender differences, or other nuanced aspects of

orexin modulation in adolescent athletes, ...

Iteration 2

... Hypothesis: Modulating orexin levels will improve cognitive
function and emational well-being in adolescent athletes, leading to
enhanced athletic performance and better energy management...
Use advanced statistical methods to analyze the data, focusing on the
interaction between orexin madulation, cognitive/emational cutcomes,
and athletic performance. Expected Impact/Findings: .... Improved
cognitive functions and emotional well-being in adolescent athletes.
.... Enhanced athletic performance and better energy management ....
New understanding of orexin’s role in cognitive and emational
domains ....Insights into how orexin modulation differentially impacts
male and female athletes...

The role of orexin in cognitive and emotional domains has been
suggested in other contexts. To increase creativity, consider a more
specific or novel angle. For example, hypothesize that orexin
modulation could differentially affect specific cognitive domains (e.g.,
executive function vs. memory) or emotional states (e.g., anxiety vs
depression) in adolescent athletes. ... Innovate by incorporating
emerging technologies or methodologies. For instance, use real-time
monitoring of orexin levels through wearable biosensors or employ
machine learning algorithms to personalize intervention strategies
based on individual responses. ... To be more disruptive, propose a

novel mechanism by which orexin influences cognitive and emotional
outcomes. .

{\"Is there a significant improvement?\": \"Yes\"}

Iteration 7

... Hypothesis: Modulating orexin levels will enhance cognitive function
and emotional resilience in adolescent athletes by mitigating social
jetlag and promoting synaptic plasticity, leading to improved
performance and well-being.... Use advanced statistical methods and
machine leamning to analyze the data, focusing on the interaction
between orexin modulation, social jetlag, synaptic plasticity, and
cognitive/emotional outcomes.... Expected Impact/Findings: ....
Enhanced cognitive function and emotional resilience in adolescent
athletes.... Improved athletic performance and better energy
management.... New understanding of arexin’'s role in mitigating social
jetlag and promoting synaptic plasticity.... Development of personalized
intervention strategies.... Insights into the long-term effects of orexin
madulation.... Redefinition of arexin's role as a central integrator of
social jetlag, synaptic plasticity, and mental health in adolescent
athletes...

... Explore how orexin modulation might influence less-studied factors
like social interactions and team dynamics or the impact of different
types of physical training.
... Innovate by integrating novel technologies like nan-invasive brain
stimulation or using digital twin models to simulate individual responses.
... Propose a novel mechanism by which orexin influences outcomes,
such as its impact on the gut-brain axis or neurogenesis,
.. Focus on unigue aspects of adolescent athletes, such as orexin's
role in social hierarchies within teams or injury recovery.
... Propose a new conceptual framework where orexin serves as a
central integrator of physical activity, sleep, and mental health
... Focus on a more specific gap, like orexin’s differential impact
based on social support or its rale in mitigating chronic stress and
burnout in high-performing athletes.

{\"ls there a significant improvement?\": \"No"}

Generator Agent Optimizer Agent Discriminator Agent

Figure 4: An example of how the inference time adversarial learning helps to improve the novelty of one generated
research idea.
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Example: Improving Feasibility

Iteration 1

Hypothesis: The Impact of Orexin Modulation on Sleep Quality and
Energy Availahility in Adolescent Athletes* ... we hypothesize that
modulation of orexin levels may improve sleep quality and energy
availability in this population. Specifically, we propose that targeted
interventions to stabilize orexin signaling can reduce sleep
disturbances and mitigate the effects of LEA, thereby enhancing
overall athletic performance and well-being. This hypothesis
integrates the neuroendocrine insights regarding orexin's rale with
practical observations in adolescent athletes, offering a potential
therapeutic avenue that addresses hoth metabolic and sleep-related
challenges.

...However, there are several aspects where the feasibility could be
improved.... measuring orexin levels and sleep quality may require
specialized equipment, so it's important to ensure these resources are
accessible. ... Simplifying the methods for assessing sleep quality, using
validated questionnaires and non-invasive tools, would also be
beneficial. ... sufficient baseline data on orexin levels, sleep quality, and
energy availability in adolescent athletes, and confirm the availability of
appropriate control groups for comparative analysis. ... consider
whether a sharter, focused study could provide preliminary insights. ...
Caonsider whether the findings can be generalized to other populations,

or if the study scope should be clearly defined. ...

Iteration 2

... Hypothesis: Non-invasive interventions, including dietary
ations and sleep hygiene education, can improve sleep quality
and energy availability in adolescent athletes... Method: Recruit 100
adolescent athletes experiencing LEA and sleep disturbances....
Implement a nutrition plan focused on balanced macronutrient intake
and regular meal timing... Provide education on sleep hygiene
practices, including consistent sleep schedules, reducing screen time
before bed, and creating a conducive sleep environment.... Use
validated questionnaires (e.g., Pittsburgh Sleep Quality Index) and
wearable activity monitors to assess sleep patterns and quality...
Monitor dietary intake through food logs and use activity monitors to
estimate energy expenditure... Conduct a 12-week intervention with
pre- and post-intervention assessments...

mod

"y

...several areas where feasibility could be improved. ...Consider
collaborating with schools, sports clubs, and athletic organizations to
facilitate recruitment. Implementing a nutrition plan will also require
access to dietitians or nutritionists for personalized advice, so ensure
you have the necessary expertise and resources. .... Additionally, while
using questionnaires and wearable activity manitors is a good
approach, ensure the data collection process is straightforward and not
burdensome for participants. ... consider whether a shorter pilot study
could provide preliminary data and help identify potential issues early
on. .... 100 participants is a good target, but ensure the sample size is
manageable. Adolescents may have varying levels of adherence to the

interventions, so develop strategies to monitor and encourage
adherence, such as regular check-ins or incentives....

{\"Is there a significant improvement?\": \"Yes\"}

A

Iteration 7

... Hypothesis: Simplified dietary guidelines and sleep hygiene
education can improve sleep guality and energy availability in
adolescent athletes... Method: Recruit 15 adolescent athletes through
partnerships with schools, sports clubs, and athletic organizations ...
Offer education on impactful sleep hygiene practices using visual aids,
checklists, and digital platforms... Use validated questionnaires (e.g.,
Pittsburgh Sleep Quality Index) and user-friendly wearable activity
monitars to assess sleep quality... Manitor dietary intake thraugh
simplified food logs and use activity monitors to estimate energy
expenditure... Involve parents to support adherence to dietary and
sleep hygiene practices... Implement a system for monitaring
adherence using digital tools... Expected Impact/Findings: Simplified
dietary guidelines and sleep hygiene education can significantly
improve sleep quality and energy availability, providing a practical and

scalable approach to addressing LEA and sleep disturbances.

...Recruiting 15 adolescent athletes with both LEA and sleep
disturbances may be challenging. ... Offering incentives is a good
strategy, but ensure they are sufficient... Involving parents is helpful, but
adds complexity, so ensure you have a clear plan for engaging them,
including consent farms and regular communication.

Providing culturally appropriate dietary guidelines is a good approach,
but ensure they are specific and easy to follow ... Simplify sleep
hygiene education ta focus on key practices, ensuring digital tools are
user-friendly for adolescents and parents. Ensure access to baseline

data on participants’ sleep quality and energy availability... control
group should be well-matched and recruited with a clear plan,
idering ethical impli extending the intervention to provide
more robust data. Ensure a clear budget and seek sponsorships or
grants for covering costs. ...

Figure 5: An example of how the inference time adversarial learning helps to improve the feasibility of one generated

research idea.

Generator Agent
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Generator Meta Prompt Template.

You are a {research_area} researcher proposing research ideas. Your role is to create a research
idea and refine the idea if you receive feedback. A reviewer will review your research idea based
on its {quality_indicator?} and give you feedback. You should try your best to improve the
idea based on the reviewer’s feedback and your expertise, especially paying attention to the idea’s
{quality_indicator_traits}.

Figure 6: Meta prompt template for the generator agent to inform the agent of its role and responsibility.

Optimizer Meta Prompt Template.

You are an experienced {research_area} researcher reviewing research ideas. Your role is
to receive a research idea and try your best to give constructive criticism about the idea’s
{quality_indicator} so that the idea proposer can review your feedback and improve the
idea’s {quality_indicator} as much as possible. When reviewing, focus on the idea’s
{quality_indicator_traits}.

Figure 7: Meta prompt template for the optimizer agent to inform the agent of its role and responsibility.

Discriminator Meta Prompt Template.

You are an area chair for a high-impact {research_area} conference. You will receive a pro-
poser’s prior research idea and the proposer’s revised research idea based on a reviewer’s feedback.
Your role is to try your best to identify any improvement in the revised idea and determine whether
the revised idea has a significant improvement in {quality_indicator}.

\

Figure 8: Meta prompt template for the discriminator agent to inform the agent of its role and responsibility.

Generator Agent Prompt Template for Generating Initial Research Ideas

You are a {research_area} researcher. You are tasked with creating a hypothesis or research
idea given some background knowledge. The background knowledge is provided by abstracts
from other papers.

Here are the abstracts:

Abstract 1:{background_paper_1_abstract?}
Abstract 2:{background_paper_2_abstract}

Abstract k:{background_paper_k_abstract?}

Using these abstracts, reason over them and come up with a novel hypothesis. Please avoid copying
ideas directly, rather use the insights to inspire a novel hypothesis in the form of a brief and concise
paragraph.

Figure 9: Prompt template for the generator agent to generate an initial research idea based on research paper
abstracts as background context.
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Generator Agent Prompt Template.

optimizer_agent_feedback}

Based on the reviewer’s feedback regarding the previous research idea’s {quality_indicator},
generate a revised and improved research idea using the following format:

Title: [A brief, focused title]

Problem: [The core issue or gap being addressed]

Objective: [The main goal or research question]

Hypothesis: [The hypothesis being tested or explored]

Method: [The approach or methodology]

Expected Impact/Findings: [The anticipated outcomes or contributions].

Please only respond with the improved research idea returned in the format provided above. Do
not respond with anything irrelevant.

\.

Figure 10: Prompt template for the generator agent to generate a revised research idea based on the optimizer
agent’s feedback.

Optimizer Agent Prompt Template.

You will receive the proposer’s research idea. Try your best to give the best constructive
criticism on the research idea’s {quality_indicator} so that the proposer can improve
the idea’s {quality_indicator} as much as possible. In your response, please explain
why the research idea lacks in {quality_indicator}, specifically considering the idea’s
{quality_indicator_traits}. Here is the proposer’s research idea: {research_idea}.

Figure 11: Prompt template for the optimizer agent to give constructive criticism and feedback to the generator
agent for its generated research idea.
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Discriminator Agent Prompt Template.

Here is the proposer’s prior idea: {prior_research_idea}

Here is the reviewer’s constructive feedback for the proposer’s prior idea:
{optimizer_agent_feedback}

The proposer’s revised idea: {new_research_idea}
Based on the reviewer’s feedback, you will compare the proposer’s prior and revised ideas in
this round. Try your best to determine what improvement has been made in the revised idea and

answer whether the revised idea has significantly improved in {quality_indicator}.

Please answer in a Python Dictionary with the following format:
{"Is there a significant improvement?”: "Yes" or "No"}

Please strictly output in the Python Dictionary format; do not output irrelevant content.

\.

Figure 12: Prompt template for the discriminator agent to determine whether generator’s research ideas have
improved.

Prompt template used to rank research ideas based on user specified quality indicators

You are a reviewer tasked with ranking the quality of a set of research ideas based on their
{quality_indicator}. The idea with the highest {quality_indicator?} should be ranked first.

Please rank the following hypotheses in the format: 1. Hypothesis (insert number):(insert brief
rationale)

2. Hypothesis (insert number):(insert brief rationale)

3. Hypothesis (insert number):(insert brief rationale)

n. Hypothesis (insert number):(insert brief rationale)

Please rank the following hypotheses:
Hypothesis 1: {target_paper_idea}
Hypothesis 2: {generated_idea_1}
Hypothesis 3: {generated_idea_2}

Hypothesis n: {generated_idea_n}

Figure 13: Prompt template used to rank research ideas based on user specified quality indicators.
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Paper Abstract Summary Prompt Template.

Write a concise summary of the following paper abstract, proposing a research idea based on the
abstract’s content. Format the summary using the following structure, and if a field does not exist
in the abstract, write “NONE” for that field:

Title: [A brief, focused title]

Problem: [The core issue or gap being addressed]

Objective: [The main goal or research question]

Hypothesis: [The hypothesis being tested or explored]

Method: [The approach or methodology]

Expected impact / findings: [The anticipated outcomes or contributions]

Abstract: {target_paper_abstract}
Summary:

Figure 14: Prompt template for summarizing a target paper’s abstract into a research idea.
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