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Abstract

Proper initialization is crucial for any sys-
tem, particularly in multi-agent systems (MAS),
where it plays a pivotal role in determining
both the system’s efficiency and effectiveness.
However, existing MAS initialization meth-
ods do not fully account for the collaborative
needs of the generated agents in subsequent
stages. Inspired by the principles of effec-
tive team composition, we propose AgentInit,
which aims to optimize the structure of agent
teams. Specifically, in addition to multi-round
interactions and reflections between agents dur-
ing agent generation, Agentlnit incorporates a
Natural Language to Format mechanism to en-
sure consistency and standardization. Balanced
team selection strategies using Pareto princi-
ples are subsequently applied to jointly con-
sider agent team diversity and task relevance
to promote effective and efficient collabora-
tion and enhance overall system performance.
Experiments show that AgentInit consistently
outperforms state-of-the-art initialization meth-
ods and pre-defined strategies across various
frameworks and tasks, achieving an overall
performance improvement of up to 1.2 and
1.6, respectively, while also significantly reduc-
ing token consumption. Further analysis con-
firms its strong transferability to similar tasks
and verifies the effectiveness of its key compo-
nents, demonstrating its capability and adapt-
ability as a reliable MAS initialization method.
Source code and models are available at https:
//github.com/1737423697/AgentInit.

1 Introduction

Recent advances in Large Language Mod-
els (LLMs) (Team et al., 2024; Grattafiori et al.,
2024; OpenAl et al.,, 2023) have enabled au-
tonomous agents (Yao et al., 2023; Wang et al.,
2024a) capable of complex task solving (Wang
et al.,, 2025b). Extending beyond single-agent
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Figure 1: Overview of Agentlnit compared with predefined
methods and baselines. While the baselines directly generate
all agents, Agentlnit applies an additional selection module
after generation to improve team composition.
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settings, Multi-Agent Systems (MAS) provide
a promising framework for coordinating diverse
agents toward human-like collaboration and im-
proved performance (Hao et al., 2025; Liang et al.,
2024; Du et al., 2024; Zhuge et al., 2024; Wang
et al., 2025a; Song et al., 2025). Initialization plays
a critical role in MAS, as it defines the roles and
responsibilities of each agent, thereby ensuring ef-
ficient task execution and enhancing overall sys-
tem performance (Suzgun and Kalai, 2024). While
many existing MAS frameworks still rely on man-
ual design (Wu et al., 2024; Li et al., 2023; Hong
et al., 2024), recent approaches such as Agent-
Verse (Chen et al., 2024b), AutoAgents (Chen et al.,
2024a), and EvoAgent (Yuan et al., 2025) aim to
automate agent generation. This automation rep-
resents a key step in the initialization process and
contributes to improved scalability and adaptability
of MAS.

While automated MAS initialization has made
progress, existing methods still struggle to ade-
quately consider effective future collaboration be-
tween agents. This leads to teams with irrelevant
and overlapping agents, which can cause task de-
railment and step repetition (Pan et al., 2025), nega-
tively impacting overall system performance. Exist-
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ing initialization methods attempt to optimize team
configuration using LLMs, but these approaches
are often constrained by inherent biases (Zheng
et al., 2023; Wang et al., 2023). For example,
LLMs tend to avoid criticizing their own outputs
due to self-preference bias (Wataoka et al., 2024),
which limits their ability to identify and elimi-
nate redundant or low-quality agents. As a result,
these methods struggle to provide an efficient and
well-coordinated team structure at the initializa-
tion stage, highlighting the need for a more robust
initialization mechanism.

The challenges of initializing MAS suggest the
need for structural optimization. In real-world
organizations, streamlining personnel and refin-
ing team structures improve efficiency (Kozlowski
and Ilgen, 2006). Similarly, recent MAS research
shows that removing redundant agents enhances
system performance (Wang et al., 2025c¢). In light
of these findings, we propose Agentlnit, a frame-
work that optimizes team structure by balancing
diversity and task relevance. As illustrated in Fig-
ure 1, Agentlnit consists of: (1) Standardized
Agent Generation: It decomposes the query into
sub-tasks and generates a set of candidate agents
over multiple iterations, with feedback used to re-
fine them. To enhance agent quality and ensure a
fairer selection process, we apply the NL-to-Format
approach (Tam et al., 2024), which standardizes
agent representations for more consistent evalua-
tion. (2) Balanced Team Selection: This mod-
ule treats team optimization as a multi-objective
problem, considering two main objectives: task
relevance and agent diversity. By constructing a
Pareto optimal set (Coello, 2006; Deb, 2011), the
LLM-powered selector identifies the most effective
team compositions.

A series of experiments is conducted across inter-
active scientific simulations and diverse NLP tasks,
such as reasoning, mathematics, code generation,
and writing, demonstrating that Agentlnit consis-
tently outperforms existing initialization methods
in terms of performance. Additionally, experiments
across various MAS frameworks further validate
its superior adaptability.

In summary, this paper makes the following con-
tributions:

* We propose Agentlnit, an effective and effi-
cient MAS initialization method consisting of
two modules: Standardized Agent Genera-
tion to create capable and standardized agents,

and Balanced Team Selection to optimize
team composition.

* We validate that Agentlnit consistently out-
performs existing methods, achieving signifi-
cant improvements in both performance and
efficiency through experiments across a wide
range of tasks and MAS frameworks.

* We explore evaluation objectives for agent
selection, identifying task relevance and intra-
team diversity as key indicators to guide MAS
initialization.

2 Preliminary

2.1 LLM-Based Multi-Agent Systems

LLM-based MAS have emerged as a key paradigm
for collaborative reasoning in complex tasks. Such
systems can be defined as S = {A, F'}, where
A ={A1,Aq,..., A,} is the set of agents, and F’
is the framework governing their interactions.

The framework F’ can be classified into two main
categories. The Loosely Modeled frameworks,
such as AutoGen (Wu et al., 2024) and CAMEL (Li
et al., 2023), facilitate agent interactions through
dynamic, dialogue-driven processes without impos-
ing strict structural constraints. On the other hand,
the Formally Modeled frameworks define agent in-
teractions through formal structures, such as neural
networks (Liu et al., 2024b), graphs (Zhuge et al.,
2024; Zhang et al., 2025b), and code (Hu et al.,
2025; Zhang et al., 2025c).

2.2 MAS Initialization as Agent Generation

Based on the previous definition, we formalize the
MAS initialization problem as a function fiy; :
q — A, which maps the user query ¢ to an initial
set of agents 4. Existing agent generation meth-
ods like AutoAgents and EvoAgent are specific
implementations of fipi. These methods, which
rely solely on LLM interactions for initialization,
can be denoted as flﬁkM Building on this, Agen-
tlnit introduces an additional module that applies
multi-objective selection to identify a subset from
the results of fLLM (i fASMIN () € fLLM ()

init init

3 Agentlnit

3.1 Motivation

Recent studies have shown that MAS often suf-
fers from task derailment and step repetition (Pan
et al., 2025). These issues are often rooted in the

11871



(K i Ton ) . — ) e
X Standardized Agent Generation uer ($))
S e . Query ¢ ) Inference
] Agents Agents 1} The Rydberg equation v = Ry (1/n? — 1/n3) A
utoGe n
! Feedback (Standardlzed) (Natural Language) ] accurately predicts the UV-visible emission spectrumof | | Lol o ccaaaaa -
v ' the hydrogen atom. User Proxy Agent Al Assistants \
' At A' (AL ' Aform of the Rydberg equation may also be used to | o ?
—l4------ : predict the UV-visible emission for all of the following > :
1 1 EXCEPT
- ]
[} Option A. hydride ion, H-
Formatt Planner | p % b
' Observer ON? 7 % ' Option B. deuterium atom, D :
: G = f » ' Option C. tritium atom, T ]
(Excluded from round K) @ ' Option D. helium cation, He+ '
{ Round ¢ ll '
\ S —--------oeemoo oo ooooo-o =) /2 J ;
/
5 )
(UG T L 7%\ Balanced Team Selectlo
Acandidate 7 / L A /gl Pareto T &
didat ) [ ! ! Optimal Set f-h
- 7 o~ 1w 58] ! o A0
vt A’y J % ! ) Z Selector -
L] . I Encoder£ 1 >
Atomic Physics Analyst /:(Sentence—BERT, ! @ 2l e
) C Minim) ) (IO VI e A o
AR o &
° ) Final Agenls '_Q_. :
| statistical Method Expert e By
Eq.(7) £q.(8) (i g o N
30 Eq.(9) 1 ( Y/ an | aa ®|
---------- ~> Eq. (11) # '
aa / — ) '
1 — Gl
Science Verifier 0 ! 0 g | ‘W 2 &. 7 ¢
! ! = '
A 1 = ol i 2 : ~ ) '
- g | J '
Yolol &3 Vv 7 | ° 2 ]
Information Synthesizer a8 o] K el o ) )4 & ) o {
\_ Gl EF= R ) \ VSR e ey,

Figure 2: The overall process of AgentInit, where the red section involves multi-round iterations to generate standardized agents,
the blue section selects the most suitable agent team based on diversity and relevance, and the green section shows Agentlnit’s

application across different inference frameworks.

initialization phase, where the inclusion of irrele-
vant or redundant agents can hinder collaboration
efficiency and effectiveness. Drawing on insights
from human team collaboration, where task perfor-
mance is influenced by not only individuals’ abil-
ity to handle specific tasks (Devine and Philips,
2001), but also team diversity to solve complex
problems (Nikoleizig et al., 2019; Higgs et al.,
2005), we argue that the effectiveness of MAS
initialization is governed by two critical dimen-
sions: task relevance and agent diversity. To this
end, we propose Agentlnit, a novel initialization
framework that constructs effective and efficient
agent teams by jointly orchestrating task relevance
and agent diversity. This is achieved through two
key components: Standardized Agent Genera-
tion and Balanced Team Selection, as illustrated
in Figure 2.

3.2 Standardized Agent Generation

Just as onboarding aligns new employees with orga-
nizational goals, we standardize agent initialization
to enable consistent evaluation and collaboration.
To this end, we construct a set of candidate agents
Acandidate based on the user query ¢q. Inspired by
AutoAgents (Chen et al., 2024a), we introduce
a Planner Agent G, and an Observer Agent G,,
which interact iteratively to optimize agent genera-
tion. Unlike approaches that enforce rigid format
constraints, which may limit the Planner’s expres-
siveness and reduce agent quality (Tam et al., 2024),
our method avoids such restrictions during genera-

tion. Instead, a Formatter Agent G ¢ is applied after
generation to standardize agents, enabling fairer
evaluation and more effective selection.

Task Decomposition and Agent Construction
Planner G, serves as the core component in this
module. In an MAS, agents typically collaborate
by handling different sub-tasks. Therefore, G, is
designed to perform task decomposition G, and
agent construction G, sequentially, which firstly
divides the query into a few sub-tasks, and then
generates a capable agent role for each sub-task:
Gp = (Gp2 OGP1) M
Specifically, at Round ¢ of the iterative gener-
ation process, G, is provided the query ¢ with
previous round’s feedback ¢!~!, as well as the gen-
erated sub-tasks set {7/ }7"*7" with its correspond-
ing standardized agent set {/1571 bty where gy
denotes the number of sub-tasks determined by G/,
in Round ¢ — 1. Then, G, is asked to produce the
sub-tasks of the current round:

e
o 0 L))

Subsequently, G, designs an agent A for solving
each sub-task 7!, expressed in natural language:

{Af}?;1 = Gp, ({Tf}:iJ (3)
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NL-to-Format Standardization To standardize
the generated agents for format compliance and to
facilitate fair evaluation in the subsequent Balanced
Team Selection module, we use the Formatter G' s
to convert agents represented in natural language
into a standardized format (e.g., JSON):

{a}" = (ant) 4)

The resulting A¢ denotes the standardized agent
representation for sub-task 77. This conversion
ensures both compliance with the required format
and improves the quality of the generated agents.

Evaluation and Feedback At the end of each
round, the standardized agents and sub-tasks are
reviewed by the Observer Agent G,,. The Observer
evaluates the rationality of sub-task decomposition
and agent assignment, providing feedback ¢' as:

sea({a) )

Multi-round Iteration This process is repeated
for K rounds, with the Observer excluded in the
final round. The complete Standardized Agent Gen-
eration module, denoted as G, is given by:

G=(GroGy)o((GooGroGp)™t)  (6)

~ n
The final set of agents {AZK } * forms the refined
=1
candidate set Acandidate for thle subsequential Bal-
anced Team Selection procedure.

3.3 Balanced Team Selection

Expertise of members alongside team diversity
plays a vital role in effective problem-solving in
human teams. Therefore, we design the team se-
lection process to balance two key objectives: task
relevance and team diversity, aiming to assemble
a team that collaborates effectively and achieves
strong overall performance.

Candidate Team Construction We begin by
constructing candidate teams A’ from the full set
of generated agents Acandidate, considering all pos-
sible combinations whose team size falls within the
pre-defined bounds Ny, and Npax:

Nmax

U {A/ - Acandidate : |A,| = T} (7)

7=Nmin

where we represent the set of all candidate teams
as 7. Subsequently, we identify the optimal teams

by jointly optimizing two objectives: the team’s
relevance to the query, Rel(.A’, ¢) and the diversity
among team members, Div(.A’). This problem can
be represented as:
AA €T,
AeT |Rel(A, q) > Rel(A, g)A
Div(A’) > Div(A)

T =

(®)
where 7 represents the Pareto optimal set that bal-
ances task relevance and diversity, which contains
a set of non-dominated agent teams. A detailed
explanation is provided in Appendix A.1.

Definition of Objectives We encode both the
agent descriptions and the query into sentence
embeddings using a pre-trained text encoder £ :
£ — R? such as Sentence-BERT (Reimers and
Gurevych, 2019) or MiniLM (Wang et al., 2020),
where L represents the space of natural language
and d is the dimensionality of the resulting embed-
dings. Given a candidate team A’ C A andidate and
a query g, the relevance score is defined as the
average cosine similarity between the description
of each agent member and the query:

E(q)
; (©)]
\A| 2 Hc‘? HHS q)|l

Aea

Rel (A’

where A € A'isa specific agent member. To quan-
tify the diversity of a candidate team, we employ
the Vendi Score (Friedman and Dieng, 2023), a met-
ric designed to measure diversity in machine learn-
ing applications. We construct a similarity matrix
S IXIAT for each candidate team A’, whose ele-
ment s;; represents the cosine similarity between
the embeddings of the description of Ajand A j

S(Az‘) : 5(4‘)

Sij = (10)
1ECADINIECA
The Vendi Score is then computed as:
A
Div(A") = exp Z)\ log A; (11)

where \; are the eigenvalues of the similarity ma-
trix S for the candidate team A’.

Final Team Selection After acquiring optimal
teams 7 using Equation (8), we use a Selector
Agent G to select the most appropriate agent team
for the query:

A* = Gs(T",q) (12)
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With the initialization finalized, the agent set .A*
is ready to be deployed in different multi-agent
inference frameworks, including graph-based inter-
action structures. This enables a flexible evaluation
of their collaborative performance across a range
of scenarios, as discussed in the subsequent exper-
iments. The algorithmic procedure is provided in
Appendix A.2, and the prompts used are presented
in Appendix A.3.

4 [Experiments

4.1 Experimental Setup

Models and Benchmarks We evaluate Agen-
tInit on Qwen2.5-72B-Instruct (Yang et al., 2024)
and Deepseek-V3-671B-Instruct-1226 (Liu et al.,
2024a). General reasoning is assessed with
MMLU (Hendrycks et al., 2021a); math reasoning
with GSM8k (Cobbe et al., 2021), MultiArith (Roy
and Roth, 2015), AQuA (Patel et al., 2021), and
SVAMP (Ling et al., 2017); and code generation
with HumanEval (Chen et al., 2021). For complex
tasks, we use MATH (Hendrycks et al., 2021b) and
AIME2025 for advanced mathematics problems, as
well as Trivia Creative Writing (Wang et al., 2024b)
and ScienceWorld (Wang et al., 2022), which re-
quire knowledge-grounded storytelling and inter-
active scientific reasoning. Detailed descriptions
and results of all complex datasets are provided in
Appendix A.4.

MAS Frameworks We explored different MAS
frameworks, using AutoGen for Loosely Modeled
Frameworks and graph structures for Formally
Modeled Frameworks. Specifically, we adopted the
graph framework from Agentprune (Zhang et al.,
2025b), including chain, star, layered, and com-
plete graph structures.

Baselines For tasks performed by a single agent,
we compare our method with the direct reasoning
(referred to as Vanilla) and the Chain-of-Thought
approach (CoT, Wei et al., 2022). We also include
the full Agentprune method as an MAS baseline.
Moreover, we compare several MAS initialization
strategies across different frameworks, including a
strategy without any role assignment (denoted as
MAS one) as well as automatic initialization meth-
ods of AutoAgents, EvoAgent, and the pre-defined
agents used in Agentprune.

Implementation Details For experiments with
Qwen2.5 and Deepseek-V3, we perform model in-
ference via API with a temperature of 1, following

AgentDropout (Wang et al., 2025c). We use one
inference round for the graph structure. The num-
ber of iteration rounds is set to X = 3, which is
adopted in Equation (6). The number of generated
agents is set between Npin = 1 and Npaox = 5 in
Equation (7). The text encoder £ is implemented
using all-MiniLM-L6-v2 (Wang et al., 2020).

4.2 Main Result

Agentlnit demonstrates superior performance
and efficiency across benchmarks. As shown
in Table 1, Agentlnit consistently outperforms ex-
isting approaches, including CoT, state-of-the-art
(SOTA) MAS initialization methods like AutoA-
gents and EvoAgent, and pre-defined strategies. Al-
though pre-defined MAS occasionally show better
synergy on related datasets, Agentlnit still outper-
forms SOTA methods by 1.2 and 0.9 points, and
pre-defined approaches by 1.3 and 1.4 points on
Qwen2.5 and Deepseek-V3, respectively, in overall
performance. Agentlnit also achieves the best re-
sults on ScienceWorld and Trivia Creative Writing
tasks (Appendix A.4). Moreover, Table 2 shows
that Agentlnit reduces prompt token and comple-
tion token usage during inference. Furthermore, we
conducted additional experiments with larger maxi-
mum team sizes. The results show that AgentInit’s
efficiency advantage becomes more pronounced as
Nz increases, confirming the scalability of our
approach (Appendix A.5). This efficiency comes
from Balanced Team Selection, which filters out re-
dundant agents and retains only those contributing
to task performance. These results highlight Agen-
tInit’s effectiveness and efficiency across diverse
settings. Case studies showcasing the generated
agents and their reasoning results are provided in
the Appendix A.6.

Agentlnit is robust to MAS frameworks. Agen-
tInit demonstrates strong adaptability across a va-
riety of MAS frameworks, including both graph-
based and AutoGen-style architectures, and consis-
tently achieves superior overall performance, as evi-
denced by Table 1 and Table 3. Notably, within the
Complete Graph framework—which contains the
most comprehensive information and thus offers
the highest performance ceiling—AgentInit further
refines MAS team composition effectively. By min-
imizing the influence of redundant or detrimental
agents, it enables the framework to more fully ex-
ploit its collaborative potential. For more details on
Qwen’s performance across different frameworks,
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Method

[MMLU GSMSK AQUA MultiArith SVAMP HumanEval Avg.

Base model: Qwen2.5-72B-Instruct

Vanilla 81.1 90.4 82.1 97.8 92.7 84.7 88.1
CoT 81.4 92.2 84.2 100.0 934 84.6 89.3
AgentPrune 83.7 92.8 85.0 99.4 932 87.6 90.3
MASsone 82.4 92.8 83.4 100.0 93.2 83.5 89.2
Pre-defined 82.3 934 83.6 100.0 93.7 87.0 90.0
"EvoAgent | 837 934 846 1000 ¢ 29 839 89.8
AutoAgents 853 92.7 83.8 100.0 92.9 86.0 90.1
Agentlnit 87.3 94.1 85.0 100.0 93.5 88.0 91.3
Base model: Deepseek-V3-671B-Instruct
Vanilla 85.6 94.5 84.6 100.0 93.9 88.4 91.2
CoT 84.3 95.0 85.2 100.0 93.6 89.3 91.2
AgentPrune 89.5 95.3 86.7 100.0 93.6 87.2 92.1
MASsone 87.6 95.2 86.7 100.0 92.0 87.6 91.5
Pre-defined 88.2 95.5 87.1 100.0 94.6 88.5 92.3
"EvoAgent | 922 949 875 994 ¢ 925 884 925
AutoAgents 90.2 95.4 86.7 99.4 93.3 91.7 92.8
AgentlInit 92.8 95.7 87.5 100.0 94.3 91.7 93.7

Table 1: Performance comparison between Agentlnit and other baseline techniques on Complete Graph. Best result in each

framework is bolded, second-best is underlined.

Method MMLU GSMSK AQuA MultiArith SVAMP HumanEval Avg.

Ptok. Ctok. Ptok. Ctok. Ptok. Ctok. Ptok. Ctok. Ptok. Ctok. Ptok. Ctok. Ptok. Ctok.
Vanilla 34K 2K 131K 189K 33K 87K 15K 8K 22K 11K 31K 14K 44K 52K
CoT 36K 13K 141K 270K 35K 99K 16K 20K 25K 48K 32K 14K 48K 77K

CAgentPrune | 740K T 70M T1.6M T 12M 478K T805K T 138K T 1AM T 246K T 257K 51K 19MT T T

MAS one 240K 10K 3.7M 854K 202K 382K 86K 150K 454K 272K 1.0M 262K
Pre-defined 7.1M 1.7M 266K 42K 2.0M
EvoAgent 22M 730K I9M 15M 585K 968K 384K 381K 248K 1.O9M 687K
AutoAgents 34M 943K 352K 92K 468K 115K 1.OM 323K
Agentlnit 34M 986K 603K 300K 71K 515K 123K 262K 964K 311K

Table 2: Token cost during inference in the Qwen model on Complete Graph. Ptok. indicates the number of prompt tokens used,
whereas Ctok. refers to the number of completion tokens produced by the agents. Cooler colors indicate lower token cost, and

warmer colors indicate higher cost, within each column.

please refer to Appendix A.7.

5 Analysis

In this section, we conduct experiments using the
Qwen2.5 model, following the same settings out-
lined in Section 4.1, with the framework instanti-
ated under the Complete Graph configuration.

5.1 Ablation Study

Effect of iteration rounds To investigate the im-
pact of the iteration count K during Standardized
Agent Generation on MAS initialization quality,
we conducted experiments across varying K val-
ues (see the Iteration Rounds block in Table 4)'.
The results indicate that the performance at K = 3
and K = 5 is nearly identical, differing by only
0.1%. As the best performance is achieved at
K = 3, we adopt this setting in all main exper-
iments. These findings suggest that iterative refine-
ment, facilitated by incorporating feedback through
G, enhances initialization quality to a certain ex-

'"'When K = 1, the Observer Agent G, is excluded from
the generation process.

tent, but additional interactions offer diminishing
returns. This outcome also reflects the inherent lim-
itations of generating agents exclusively through
LLM-based interactions.

Effect of Agent Standardization To assess the
impact of NL-to-Format standardization, we con-
duct ablation experiments on the Formatter G';.
As shown in the Agent Standardization Method
block of Table 4, omitting this procedure leads
to a 0.4-point drop in overall performance. This
decline highlights the significance of this standard-
ization step in ensuring consistency and fairness
while comparing different candidate teams.

Effect of Selection Objectives To assess the im-
pact of selection objectives in Balanced Team Se-
lection, we conduct ablation studies using single-
objective strategies based on relevance and diver-
sity, denoted as Only Rel and Only Div in the Selec-
tion Objectives block of Table 4. We also evaluate
an alternative diversity metric, Divy,,,, which mini-
mizes the average pairwise similarity in the simi-
larity matrix S. Results show that Div,,,, improves
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Framework Method MMLU GSMS8K AQUA MultiArith SVAMP HumanEval Avg.

MASone 85.6 94.8 85.4 100.0 93.6 88.4 91.3

Pre-defined 90.8 94.9 87.5 100.0 93.9 90.5 929

Chain EvoAgent 915 94.7 87.9 100.0 92.1 86.8 922

AutoAgents 91.2 95.3 86.3 100.0 93.2 88.4 92.4

AgentlInit 92.2 95.1 87.1 100.0 93.6 90.9 93.2
S MASuone | 879 945 846 1000 97 892 91.5

Pre-defined 89.5 95.2 85.0 100.0 93.5 90.1 922

Star EvoAgent 91.9 94.4 85.4 100.0 91.4 87.6 91.8

AutoAgents 89.5 95.1 85.4 100.0 91.8 90.1 92.0

Agentlnit 91.9 95.9 854 100.0 93.2 91.7 93.0
S MASyone | 869 955 879 988 929 868 91,5

Pre-defined 88.9 95.5 85.8 100.0 93.6 89.3 92.2

Layered EvoAgent 90.8 95.3 88.3 100.0 9229 87.6 92.5

AutoAgents 93.5 95.5 87.1 100.0 92.5 88.4 92.8

Agentlnit 93.5 95.7 89.2 100.0 92.9 91.7 93.8
S MAS;one | 883 ¢ 952 863 988 ¢ 91.8 851 90.9

Pre-defined 91.7 94.9 87.1 99.4 93.6 88.4 92.5

AutoGen EvoAgent 90.8 94.0 87.1 100.0 93.2 90.1 92.5

AutoAgents 92.0 95.8 86.7 100.0 92.5 88.4 92.6

AgentlInit 92.2 954 88.3 100.0 93.6 93.0 93.8

Table 3: Performance comparison between Agentlnit and other MAS initialization methods across different MAS frameworks,
evaluated on Deepseek-V3. Best result in each framework is bolded, second-best is underlined.

Setup MMLU GSMS8K AQuA MultiArith SVAMP HumanEval Avg.
AgentInit 87.3 94.1 85.0 100.0 93.5 88.0 91.3
Iteration Rounds (Default: K =3)

TK=1 856 942 838 | 1000 932 876 90.7
K=5 87.3 94.0 84.4 100.0 93.6 88.0 91.2
Agent Standardization Method (Default: NL-to-Format)

"None ¢ 87.6 937 842 ] 1000 918 884 91.0
Selection Objectives (Default: Rel, Div)

" OnlyRel ¢ 857 940 840 | 1000 25 863 90.4
Only Div 86.3 94.0 83.5 100.0 92.9 86.0 90.5
Rel, Divyy, 86.0 94.1 85.0 100.0 93.2 87.6 91.0
Selection Strategy (Default: Pareto Best)

"None ¢ 856 934 842 1000 927 856 90.2
Global Worst 83.7 92.6 83.3 100.0 92.5 81.8 89.0
Pareto Worst 84.4 92.4 83.3 100.0 92.1 85.1 89.6
Random 84.4 94.1 83.8 100.0 92.9 86.4 90.3

Table 4: Comparison results of different setups.

performance by 0.6 points over the relevance-only
setting, but still underperforms compared to the full
Agentlnit. These findings confirm the effectiveness
of the proposed relevance and diversity objectives
for team selection.

Effect of Selection Strategy To verify the effec-
tiveness of each component in the Balanced Team
Selection module, we conduct a series of controlled
experiments, with the results shown in the Selec-
tion Strategy block of Table 4. None indicates
that no agent selection is performed and all candi-
date agents are used directly. This setting results
in a 1.1-point drop in performance compared to
the default configuration, demonstrating the impor-
tance of the selection process in enhancing overall
effectiveness. Pareto Worst denotes intentionally
choosing the worst-performing agent combination
within the Pareto optimal set, leading to a substan-
tial performance degradation, further validating the
necessity of the selector component. Moreover, its

performance surpasses Global Worst, suggesting
that generating a Pareto optimal set already raises
the lower bound of performance. Random corre-
sponds to randomly selecting the same number of
agents used in the Agentlnit setting. Its inferior per-
formance indicates that the observed gains cannot
be attributed merely to reducing team size. Instead,
they result from our selection strategy itself, which
is both reasonable and targeted.

5.2 Transferability

Initializing a dedicated agent set for each query
incurs significant computational overhead. To
alleviate this, we evaluate strategies that con-
struct the MAS from a single query or a small
batch of queries. We denote these strategies as
AgentInit(z, y), where x is the number of queries
used in the Standardized Agent Generation module,
in Equation (2), and y is the number of queries
used in the Balanced Team Selection module,in
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Method MMLU GSM8K AQuA MultiArithh SVAMP HumanEval Avg.
MAS one 82.4 92.8 83.4 100.0 93.2 83.5 89.2
Agentlnit(, ;) 83.4 93.9 84.1 100.0 92.7 86.8 90.2
Agentlnit( 1) 85.0 94.0 84.6 100.0 93.3 83.5 90.1
Agentlnit(;( 0 83.6 94.1 84.8 100.0 93.3 85.1 90.2
Agentlnit 87.3 94.1 85.0 100.0 93.5 88.0 91.3

Table S5: Transferability of AgentInit with single query initialization.

Dataset Total GPU Time (s) Avg per Sample (s) Iterations (Avg) Team Size (Avg)
MMLU 16.2 0.0162 2.19 2.69
HumanEval 10.7 0.0106 2.25 2.28
GSMBK 13.7 0.0107 2.29 2.66
MultiArith 13.0 0.0130 2.08 2.18

Table 6: GPU time, average number of iterations, and average team size for the team selection process with Ny, q. = 5.

Equation (9) and Equation (12).

As shown in Table 5, constructing the MAS us-
ing either a single representative query or a small
batch of queries yields performance comparable to
more complex per-query initialization. Although
slightly lower than full per-query initialization,
these approaches still provide substantial improve-
ments over M AS,,one. These results highlight the
strong transferability of Agentlnit, demonstrating
its ability to generalize across similar tasks while
supporting flexible initialization strategies.

5.3 Scalability and Efficiency of Team
Selection

Enumerating all possible agent combinations in
team selection may seem expensive, but it is
lightweight when the number of candidate agents is
small. In our experiments with NV,,,,, = 5, comput-
ing all role combinations and their objective scores
is efficient. For example, using Qwen2.5-72B-
Instruct and extracting role embeddings with all-
MiniLM-L6-v2 (on a single NVIDIA 3090 GPU),
the average GPU time per sample is negligible.
Detailed efficiency measurements and team sizes
are reported in Table 6, confirming that the selec-
tion process incurs minimal overhead compared to
agent generation and inference.

To evaluate scalability to larger candidate sets,
experiments were conducted with Ny, = 10.
Even in this setting, enumerating all combinations
took only 8.4738 seconds per sample, which is
modest relative to the entire multi-agent inference
pipeline. For larger numbers of agents, heuristic
approaches such as NSGA-II (Deb et al., 2002)
can efficiently approximate the Pareto-optimal
set. NSGA-II has an overall time complexity of
O(GN?), where G is the number of generations
and [V, is the population size. In experiments with

a population size of 100 and 50 generations, NSGA-
IT required only 0.9806 seconds per sample while
achieving 80% coverage of the global Pareto fron-
tier. The Generational Distance (GD) was 0.02,
indicating a high-quality approximation.

5.4 Effects of Objectives on Performance

To further investigate the impact of diversity and
relevance on performance, we measured both met-
rics under different settings described in Section 5.1
using the MMLU dataset. For consistency, we first
focused on configurations with K = 3 and plotted
the Pareto frontier for these settings, as shown in
Figure 3. The results indicate that performance
does not monotonically increase with either diver-
sity or relevance alone, suggesting that optimizing
for a single objective may not reliably improve
overall performance.

From the Pareto frontier score distribution, it is
observed that the highest scores are concentrated
in the middle region, where diversity and relevance
are balanced. In contrast, extreme optimization
towards a single objective corresponds to poorer
performance. Settings outside the Pareto optimal
set also perform worse, supporting the effectiveness
of our selection strategy.

Building on this analysis, we examined how the
number of iterations K affects both objectives and
overall performance. Compared to K = 1, where
no observer is involved, the default setting shows
a significant improvement in relevance, indicating
that the observer optimizes agent quality. As K
increases to K = 5, more agents are generated,
trading some relevance for diversity, yet K = 5
still outperforms K = 1 on both objectives, yield-
ing better overall performance.
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MMLU GSMS8K MultiArith HumanEval Avg.
Unoptimized Max Similarity (%)  67.52 56.98 50.45 59.99 58.73
Optimized Max Similarity (%) 65.00 53.21 45.13 56.49 54.96

Table 7: Maximum pairwise similarity (Max(s;;)) within teams before and after Balanced Team Selection, showing reduced

redundancy across datasets.

=== Pareto Frontier 86.3
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Figure 3: The impact of diversity and relevance on perfor-
mance under different settings on the MMLU dataset.

5.5 Effect of Team Redundancy Reduction

To further evaluate the impact of the selection ob-
jectives on team composition, we measured the
maximum pairwise similarity within each team
(with diagonal set to 0), denoted as Max(s;;),
where s;; 8 the cosine similarity between agent em-
beddings. This metric reflects potential redundancy
among agents. Experiments were conducted on
representative datasets from knowledge-intensive,
mathematical, and programming domains, includ-
ing MMLU, GSMS8K, MultiArith, and HumanEval.

As shown in Table 7, the maximum pairwise sim-
ilarity within teams decreases after optimization,
with an average reduction of 3.5% across datasets.
This demonstrates that the Balanced Team Selec-
tion strategy effectively reduces redundancy, yield-
ing more complementary agent teams and support-
ing improved overall performance.

6 Related Work

6.1 LLM-based MAS

LLM-based MAS have emerged as a promis-
ing framework for solving complex tasks across
domains. Early studies show the potential of
LLM-driven agents in collaborative problem-
solving (Hao et al., 2025; Du et al., 2024; Liang
et al., 2024), paving the way for research in areas
such as collaborative programming (Ishibashi and
Nishimura, 2024; Hong et al., 2024; Qian et al.,
2024), embodied teamwork in virtual or physical
environments (Guo et al., 2024b), and cooperative

reasoning through strategic role allocation (Li et al.,
2023; Chen et al., 2024b; Wang et al., 2024b). How-
ever, manually defined roles still constrain agent
adaptability in dynamic settings. We propose Agen-
tInit, an autonomous MAS initialization method
that lets agents configure roles and behaviors based
on task and environment.

6.2 MAS Initialization

Prior work such as DsPy (Khattab et al., 2024) and
EvoPrompt (Guo et al., 2024a) has explored au-
tomating prompt generation. Further efforts have
aimed at automating agent generation to initial-
ize MAS and overcome the limitations of manual
configurations in collaborative tasks (Deshpande
et al., 2023; Xu et al., 2023). Methods like Agent-
Verse (Chen et al., 2024b), AutoAgents (Chen et al.,
2024a), and EvoAgent (Yuan et al., 2025) aim
to address this by automating agent generation.
However, in existing approaches, agents are of-
ten generated directly through LLM interactions
without further validation, which may hinder MAS
performance (Wang et al., 2025c). While recent
methodologies like AFlow (Zhang et al., 2025c¢)
and EvoFlow (Zhang et al., 2025a) automate the
entire agent workflow, they still rely on additional
training data. In contrast, Agentlnit adopts an ap-
proach that first generates standardized agents and
then applies team selection to enhance efficiency
without requiring extra data.

7 Conclusion

Drawing inspiration from real-world strategies for
optimizing team structures, we introduce Agentlnit,
anovel approach for MAS initialization with strong
transferability across similar tasks. By jointly op-
timizing at both the individual and team levels,
Agentlnit ensures that agents are highly aligned
with task objectives and that the resulting teams
exhibit clear division of labor and effective collab-
oration. Experimental results across a diverse set
of tasks and MAS frameworks show that Agentlnit
consistently enhances system performance and to-
ken consumption. These findings provide practical
insights for future work on MAS initialization.
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Limitations

The experiments conducted so far provide prelim-
inary evidence supporting the potential of Agen-
tlnit. However, the scope of these experiments
remains limited, and further validation is needed
to assess its performance across a wider range of
tasks and more complex domains. While the evalu-
ation objectives used provide an initial indication of
team coordination and overall system effectiveness,
their ability to capture subtle aspects of collabora-
tion and performance requires further refinement.
Moreover, the automated initialization process of
the MAS, though effective in reducing manual in-
tervention, results in significant token overhead
and is heavily reliant on the capabilities of high-
performing language models. This dependency
may present challenges in resource-constrained en-
vironments where computational costs are crucial
considerations.
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A Appendix

A.1 Pareto Criterion Overview

In problems with multiple conflicting objectives,
improving one objective often requires sacrificing
performance on another. Therefore, a single opti-
mal solution balancing all objectives usually does
not exist. The Pareto criterion provides a principled
approach to handle such trade-offs.

Dominance Assuming both objectives (e.g., task
relevance f; and diversity fo) are to be maximized,
given two candidate solutions (teams) A; and As,
we say Ay dominates Ao (denoted Ay = As) if

fi(A1) > fi(A2), f2(A1) > f2(A2),

with at least one strict inequality.

Pareto Optimal Set The set of all solutions not
dominated by any other in the candidate set T is
called the Pareto optimal set:

T*={AcT|BA T, A~ A}

Pareto Front Mapping solutions in the Pareto
optimal set to the objective space forms the Pareto
front, which visually represents the best possible
trade-offs between the objectives.

Application in AgentInit We apply the Pareto
criterion to select teams that achieve a reasonable
trade-off between task relevance and diversity. By
choosing from the Pareto optimal set, we ensure
that the selected teams balance relevance and diver-
sity, avoid arbitrary weighting of objectives, and
support flexible selection strategies.

This approach effectively balances competing
goals, resulting in diverse and high-performing
agent teams for collaborative inference.

A.2 Algorithm of AgentInit
We present the pseudocode of Agentlnit in Algo-
rithm 1.

A.3 Prompt Repository

We list the prompts used for different agents in
the Standardized Agent Generation in Figure 4.
Specifically, prompts for the Planner, Observer,
Formatter, and Selector are provided.
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Method MATH AIME2025
Vanilla 82.6 333
CoT 80.2 36.7
AgentPrune 84.0 36.7
MASnone 79.6 31.5
Pre-defined 83.2 233
EvoAgent 83.8 40.0
AutoAgents 83.3 42.2
Agentlnit 84.8 45.6

Table 8: Performance comparison on advanced mathematics
benchmarks (MATH and AIME2025) using Deepseek.

N=5 N=10

Methods Score (%) A Score (%) A
Vanilla 74.2 0.0% 79.4 0.0%
CoT 754 +1.2% 79.5 +0.1%
Refine 78.8 +4.6% 81.5 +2.1%
SPP 69.0 -5.2% 65.2 -14.2%
EvoAgent(; 3) 76.4 +2.2% 78.3 -1.1%
AutoAgents 78.6 +4.2% 80.0 +0.6%
Agentlnit 79.2 +5.0% 81.8 +2.4%

Table 9: Trivia Creative Writing results on DeepSeek model.
A indicates the score difference compared to the Vanilla base-
line, and N denotes the number of questions associated with
each story.

A.4 Experiments on More Challenging Tasks
A.4.1 Experimental Setup

We conduct experiments on advanced mathematics
problems using MATH (Hendrycks et al., 2021b)
and AIME2025, as well as on Trivia Creative Writ-
ing (Wang et al., 2024b) and ScienceWorld (Wang
et al., 2022), largely following the experimen-
tal setup and inference framework established by
EvoAgent. The backbone model is replaced with
Deepseek V3, and AutoAgents are incorporated
into the baseline methods for comprehensive com-
parison.

A.4.2 Main Result

Advanced Mathematics Tasks As shown in Ta-
ble 8, Agentlnit achieves the best performance on
both datasets. On MATH, it surpasses the baselines,
demonstrating improved reasoning on complex
mathematics problems. On AIME2025, Agentlnit
outperforms the vanilla baseline by 12.3 points and
the previous SOTA by 3.4 points, highlighting its
strong effectiveness on more difficult, competition-
level math tasks. These results supplement our
evaluation on standard benchmarks and further un-
derscore the advantage of Agentlnit in challenging
mathematical reasoning scenarios.

Task Type Vanilla AutoAgents EvoAgent;;) AgentInit
1-1 (L) 4.44 5.11 9.22 9.67
1-2 (L) 8.11 8.67 20.67 8.11
1-3(L) 7.00 3.33 5.89 8.11
1-4 (L) 0.33 8.33 8.33 7.67
2-1 (M) 5.40 14.90 8.20 13.90
2-2 (M) 11.30 15.80 5.30 12.50
2-3(L) 18.70 13.00 20.20 14.70
3-1(S) 44.20 53.40 55.40 54.80
3-2(M) 22.20 24.20 32.80 23.20
3-3(M) 47.50 47.00 56.50 61.00
3-4 (M) 74.80 80.00 76.50 75.10
4-1(S) 22.60 25.90 17.60 19.30
4-2(S) 72.60 65.00 64.20 79.90
4-3(S) 47.50 44.20 40.10 41.00
4-4(S) 24.30 24.20 18.40 23.50
5-1 (L) 8.10 8.40 7.50 8.90
5-2(L) 24.80 33.20 35.00 25.70
6-1 (M) 21.25 23.00 24.00 24.12
6-2 (S) 28.89 27.78 25.56 28.89
6-3 (M) 11.78 15.78 11.00 9.11
7-1(S) 57.50 50.00 52.50 45.00
7-2(S) 55.00 50.00 45.00 47.50
7-3(S) 39.90 39.90 43.10 39.90
8-1 (M) 21.20 21.20 21.20 21.20
8-2(S) 7.00 6.00 7.00 7.00
9-1 (L) 22.50 31.00 29.00 30.00
9-2 (L) 8.89 10.00 11.67 10.56
9-3(L) 12.50 2.50 2.00 2.00
10-1 (L) 3.30 1.60 3.40 11.70
10-2 (L) 25.30 18.60 14.50 33.70
Short 39.95 38.64 36.89 38.68
Medium 26.93 30.23 29.43 30.02
Long 12.00 11.98 13.95 14.23
Overall 25.29 25.73 25.72 26.59

Table 10: Detailed performance comparison across different
task types based on Oracle Trajectory Length (Lin et al., 2023)
on the ScienceWorld.

Trivia Creative Writing The results on the
Trivia Creative Writing task, presented in Table 9,
show that AgentInit outperforms existing methods
under both N = 5 and N = 10 settings, highlight-
ing its strong effectiveness on more open-ended
datasets. Additionally, some existing initialization
methods perform poorly in this setup, possibly due
to limited adaptation to open-source models, while
Agentlnit demonstrates better adaptability.

ScienceWorld The results in Table 10 demon-
strate that Agentlnit can be effectively used to ini-
tialize the multi-agent system (MAS) for solving
scientific problems in dynamic, open-world envi-
ronments. Compared to previous methods, Agen-
tInit achieves significant improvements in over-
all performance as well as in long-horizon tasks.
These results indicate that our method enhances
the capability of the system to tackle complex tasks
with extended trajectories.
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Team Size Method Ptok. Ctok.

AutoAgents 704K 261K
Agentlnit 706K 267K

AutoAgents 1089K 367K
Agentlnit 959K 339K

5

10

Table 11: Token usage comparison between AutoAgents and
Agentlnit under different maximum team sizes (Nynqz) On the
MMLU dataset with Qwen2.5-72B-Instruct.

A.5 Efficiency under Different N,,,, Settings

As shown in Table 2, the input/output token usage
of Agentlnit is comparable to that of AutoAgents
in some cases. One reason for this similarity is that
the maximum number of agents N,,,, is set to a
relatively small value (5) in the main experiments,
leading to team sizes similar to AutoAgents and
thus comparable computational and token costs.
To further examine scalability, we conducted addi-
tional experiments on the MMLU dataset with the
Qwen2.5-72B-Instruct model when N,,,, = 10,
which exceeds the number of generated agents. As
shown in Table 11, Agentlnit improves efficiency
by approximately 10% compared to AutoAgents
under this setting. These results confirm that the
efficiency advantage of Agentlnit becomes more
pronounced as the maximum team size increases.

A.6 Case Study

We select two representative multiple-choice ques-
tions from the MMLU dataset to illustrate the rea-
soning process facilitated by the MAS initialized by
Agentlnit. For each case, we present the generated
agents along with their individual responses, as
well as highlight the agents that were dynamically
dropped out during the interaction. These exam-
ples demonstrate how Agentlnit optimizes team
composition. The results are shown in Figure 5.

A.7 Performance Analysis of Qwen in Various
Frameworks

As shown in Table 12, Agentlnit consistently
achieves the best overall performance across var-
ious frameworks on the Qwen2.5-72B model. In
graph structures such as Chain, Star, and Lay-
ered, as well as the AutoGen framework, Agentlnit
outperforms state-of-the-art methods by up to 1.1
points and predefined methods by up to 1.2 points.

11884



Planner

You are a manager and an expert-level ChatGPT prompt engineer with expertise
in multiple fields. Your goal is to break down tasks by creating exactly
multiple LLM agents, assign them roles, analyze their dependencies, and
provide a detailed execution plan. You should continuously improve the role

list and plan based on the suggestions in the History section.

# Question or Task
{context}

# Existing Expert Roles
{existing_roles}

# History
{history}

# Steps

You will come up with solutions for any task or problem by following these

steps:

1. You should first understand, analyze, and break down the human’s problem/

task.

2. According to the problem and existing expert roles, you will select the
existing expert roles that are needed to solve the problem. You should act
as an expert-level ChatGPT prompt engineer and planner with expertise in
multiple fields, so that you can better develop a problem-solving plan and
provide the best answer. You should follow these principles when selecting
existing expert roles:

.1. Make full use of the existing expert roles to solve the problem.

.2. Follow the requirements of the existing expert roles. Make sure to select

the existing expert roles that have cooperative or dependent relationships

NN

3. According to the problem and existing expert roles, you will create
additional expert roles that are needed to solve the problem. You should
act as an expert-level ChatGPT prompt engineer and planner with expertise
in multiple fields, so that you can better develop a problem-solving plan
and provide the best answer. You should follow these principles when
creating additional expert roles:

3.1. The newly created expert role should not have duplicate functions with
any existing expert role. If there are duplicates, you do not need to
create this role.

3.2. Each new expert role should include a name, a detailed description of
their area of expertise, execution suggestions, and prompt templates.

3.3. Determine the number and domains of expertise of each new expert role
based on the content of the problem. Please make sure each expert has a
clear responsibility and do not let one expert do too many tasks. The
description of their area of expertise should be detailed so that the role
understands what they are capable of doing.

3.4. Determine the names of each new expert role based on their domains of
expertise. The name should express the characteristics of expert roles.

3.5. Determine the goals of each new expert role based on their domains of
expertise. The goal MUST indicate the primary responsibility or objective
that the role aims to achieve.

3.6. Determine the constraints of each new expert role based on their domains
of expertise. The constraints MUST specify limitations or principles that
the role must adhere to when performing actions.

3.7. Provide some suggestions for each agent to execute the task, including
but not limited to a clear output, extraction of historical information,
and suggestions for execution steps.

3.8. Generate the prompt template required for calling each new expert role
according to its name, description, goal, constraints and suggestions. A
good prompt template should first explain the role it needs to play (name),

its area of expertise (description), the primary responsibility or
objective that the role aims to achieve (goal), limitations or principles
that the role must adhere to when performing actions (constraints), and
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# S
{su

# A

=

suggestions for agent to execute the task (suggestions). The prompt MUST
follow the following format "You are [description], named [name]. Your goal

is [goal], and your constraints are [constraints]. You could follow these
execution suggestions: [suggestions].".

You MUST output the details of created new expert roles. Specifically,
The new expert roles should have a ‘name' key (the expert role name), a
description' key (the description of the expert role’s expertise domain), a

‘suggestions' key (some suggestions for each agent to execute the task),
and a ‘prompt‘' key (the prompt template required to call the expert role).
Finally, based on the content of the problem/task and the expert roles,
provide a detailed execution plan with the required steps to solve the
problem.

The execution plan should consist of multiple steps that solve the
problem progressively. Make the plan as detailed as possible to ensure the
accuracy and completeness of the task. You need to make sure that the
summary of all the steps can answer the question or complete the task.

Each step should assign one expert role to carry it out.

The description of each step should provide sufficient details and
explain how the steps are connected to each other.

The description of each step must also include the expected output of
that step and indicate what inputs are needed for the next step. The
expected output of the current step and the required input for the next
step must be consistent with each other. Sometimes, you may need to extract

information or values before using them. Otherwise, the next step will
lack the necessary input.

Output the execution plan as a numbered list of steps. For each step,
please begin with a list of the expert roles that are involved in
performing it.

\

uggestions
ggestions}

ttention

Please adhere to the requirements of the existing expert roles.

DO NOT answer the answer directly. You should focus on generating high-
performance roles and a detailed plan to effectively address it.

If you do not receive any suggestions, you should always consider what
kinds of expert roles are required and what are the essential steps to
complete the tasks. If you do receive some suggestions, you should always
evaluate how to enhance the previous role list and the execution plan
according to these suggestions and what feedback you can give to the
suggesters.

# C
{ra

# F
1.

Formatter

are a formatting expert. I will provide you with an agent planner’s task
execution plan, and you must strictly follow the requirements below.
Extract the corresponding information and present it exactly in the
specified format.

ontent to Format:
w_content}

ormat Requirements

Organize content into these sections:

— Selected Roles List (JSON blobs)

— Created Roles List (JSON blobs)

- Execution Plan (numbered list) For each step, begin with a list of the
expert roles involved in performing it.

- RoleFeedback (feedback on the historical Role suggestions)

- PlanFeedback (feedback on the historical Plan suggestions)
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2. Your final output should ALWAYS in the following format:
{format_example}

3. Use "##’ for section headers

4. Ensure all expert roles are properly formatted. Each JSON blob should only
contain one expert role, and do NOT return a list of multiple expert roles.
Here 1is an example of a valid JSON blob:

{{{{
"name": "ROLE NAME",
"description": "ROLE DESCRIPTONS",
"suggestions": "EXECUTION SUGGESTIONS",
"orompt": "ROLE PROMPT",

i}

5. The prompt field should start with "You are xxx"

## Question or Task:
the input question you must answer / the input task you must finish

## Selected Roles List:
JSON BLOB 1,
JSON BLOB 2,
JSON BLOB 3

AN

## Created Roles List:
JSON BLOB 1,
JSON BLOB 2,
JSON BLOB 3

## Execution Plan:

1. [ROLE 1, ROLE2, ...]: STEP 1
2. [ROLE 1, ROLE2, ...]: STEP 2
2 [ROLE 1, ROLE2, ...]: STEP 3

## RoleFeedback
feedback on the historical Role suggestions

## PlanFeedback
feedback on the historical Plan suggestions

rrr

Observer

You are a ChatGPT executive observer expert skilled in identifying problem-
solving plans and errors in the execution process. Your goal is to check if
the created Expert Roles following the requirements and give your
improvement suggestions. You can refer to historical suggestions in the
History section, but try not to repeat them.

# Question or Task
{question}

# Existing Expert Roles
{existing_roles}
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# Selected Roles List
{selected_roles}

# Created Roles List
{created_roles}

# History
{history}

# Steps

You will check the selected roles list and created roles list by following
these steps:

1. You should first understand, analyze, and break down the human’s problem/
task.

2. According to the problem and existing expert roles, you should check the
selected expert roles.

2.1. You should make sure that the selected expert roles can help you solve
the problem effectively and efficiently.

2.2. You should make sure that the selected expert roles meet the requirements

of the problem and have cooperative or dependent relationships with each
other.

2.3. You should make sure that the JSON blob of each selected expert role
contains its original information, such as name, description, and
requirements.

3. According to the problem and existing expert roles, you should check the
new expert roles that you have created.

3.1. You should avoid creating any new expert role that has duplicate
functions with any existing expert role. If there are duplicates, you
should use the existing expert role instead.

3.2. You should include the following information for each new expert role: a
name, a detailed description of their area of expertise, some suggestions
for executing the task, and a prompt template for calling them.

3.3. You should assign a clear and specific domain of expertise to each new
expert role based on the content of the problem. You should not let one
expert role do too many tasks or have vague responsibilities. The
description of their area of expertise should be detailed enough to let
them know what they are capable of doing.

3.4. You should give a meaningful and expressive name to each new expert role
based on their domain of expertise. The name should reflect the
characteristics and functions of the expert role.

3.5. You should state a clear and concise goal for each new expert role based
on their domain of expertise. The goal must indicate the primary
responsibility or objective that the expert role aims to achieve.

3.6. You should specify any limitations or principles that each new expert
role must adhere to when performing actions. These are called constraints
and they must be consistent with the problem requirements and the domain of

expertise.

3.7. You should provide some helpful suggestions for each new expert role to
execute the task effectively and efficiently. The suggestions should
include but not limited to a clear output format, extraction of relevant
information from previous steps, and guidance for execution steps.

3.8. You should create a prompt template for calling each new expert role
according to its name, description, goal, constraints and suggestions. A
good prompt template should first explain the role it needs to play (name),

its area of expertise (description), the primary responsibility or
objective that it aims to achieve (goal), any limitations or principles
that it must adhere to when performing actions (constraints), and some
helpful suggestions for executing the task (suggestions). The prompt must
follow this format: "You are [description], named [name]. Your goal is [
goal, and your constraints are [constraints]. You could follow these
execution suggestions: [suggestions].".

3.9. You should follow the JSON blob format for creating new expert roles.
Specifically, The JSON of new expert roles should have a ‘name‘ key (the
expert role name), a ‘description' key (the description of the expert role’
s expertise domain), a ‘suggestions‘' key (some suggestions for each agent
to execute the task), and a ‘prompt‘ key (the prompt template required to
call the expert role). Each JSON blob should only contain one expert role,
and do NOT return a list of multiple expert roles. Here is an example of a
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valid JSON blob:
{{{H
"name": "ROLE NAME",
"description": "ROLE DESCRIPTONS",
"suggestions": "EXECUTION SUGGESTIONS",
"prompt": "ROLE PROMPT",
b1}
4. Output a summary of the inspection results above. If you find any errors or
have any suggestions, please state them clearly in the Suggestions section
If there are no errors or suggestions, you MUST write ’'No Suggestions’ in
the Suggestions section.

# Format example
Your final output should ALWAYS in the following format:
{format_example}

# Attention

1. Please adhere to the requirements of the existing expert roles.

2. You can refer to historical suggestions and feedback in the History section
but DO NOT repeat historical suggestions.

3. DO NOT ask any questions to the user or human.

FORMAT_EXAMPLE = '’/

## Thought
you should always think about if there are any errors or suggestions for
selected and created expert roles.

## Suggestions

1. ERROR1/SUGGESTION1
2. ERROR2/SUGGESTION2
2. ERROR3/SUGGESTION3

You are a ChatGPT executive observer expert skilled in identifying problem-
solving plans and errors in the execution process. Your goal is to check if
the Execution Plan following the requirements and give your improvement
suggestions. You can refer to historical suggestions in the History section
, but try not to repeat them.

# Question or Task
{context}

# Role List
{roles}

# Execution Plan
{plan}

# History
{history}

# Steps

You will check the Execution Plan by following these steps:

1. You should first understand, analyze, and disassemble the human’s problem.

2. You should check if the execution plan meets the following requirements:

2.1. The execution plan should consist of multiple steps that solve the
problem progressively. Make the plan as detailed as possible to ensure the
accuracy and completeness of the task. You need to make sure that the
summary of all the steps can answer the question or complete the task.

2.2. Each step should assign at least one expert role to carry it out. If a
step involves multiple expert roles, you need to specify the contributions
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of each expert role and how they collaborate to produce integrated results.

2.3. The description of each step should provide sufficient details and
explain how the steps are connected to each other.

2.4. The description of each step must also include the expected output of
that step and indicate what inputs are needed for the next step. The
expected output of the current step and the required input for the next
step must be consistent with each other. Sometimes, you may need to extract

information or values before using them. Otherwise, the next step will
lack the necessary input.

3. Output a summary of the inspection results above. If you find any errors or

have any suggestions, please state them clearly in the Suggestions section
If there are no errors or suggestions, you MUST write ’'No Suggestions’ in
the Suggestions section.

# Format example
Your final output should ALWAYS in the following format:
{format_example}

# Attention

1. You can refer to historical suggestions and feedback in the History section
but DO NOT repeat historical suggestions.

2. DO NOT ask any questions to the user or human.

FORMAT_EXAMPLE = ’''

## Thought
you should always think about if there are any errors or suggestions for the
Execution Plan.

## Suggestions

1. ERROR1/SUGGESTION1
2. ERROR2/SUGGESTION2
2. ERROR3/SUGGESTIONS3
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Selector

You are tasked with selecting the best group of experts to help answer a given
question. Consider the relevance and effectiveness of each group’s
composition.

# Question or Task
{context}

# Groups
{groups}

Follow these steps:

1. Analyze the Question: Identify its scope and complexity.

2. Evaluate Each Group: Assess the relevance of the roles in each group to the
question. Compare the strengths and weaknesses of each group.

3. Make a Justified Choice: Select the most suitable group based on the above
analysis.

# Attention
1. A larger group 1s not necessarily better-some roles may be redundant or
even negatively impact the results if they are not relevant to the question
Conversely, if the question requires a broad knowledge base, a more
diverse group may be advantageous.
2. The last line of your response MUST be ’Choice: Group X’ where X is the
number of the selected group. For example, ’'Choice: Group 1'.

rrr

Figure 4: Prompt of pre-difined agents.
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Fine argues that states are not clubs because
Option A: it is not possible today for would-be immigrants to get together to
set up a state of their own.
Option B: exclusion from a golf club is unlikely to have a devastating impact
on the life of a would-be member.
Option C: both A and B
Option D: neither A nor B

QVZY) R A Comparative Sociologist

You are a Comparative Sociologist.
Your goal is to evaluate the social implications of being excluded from a
state versus a club, and your constraints are to consider both historical and
contemporary contexts.
You could follow these execution suggestions: Review the social and economic
impacts of exclusion from both states and clubs, and provide a comparative
analysis.

To address this question, let’s break down the arguments posed by Fine and
evaluate the social and economic implications of exclusion from both states
and clubs, drawing from both historical and contemporary contexts.

Option A: It is not possible today for would-be immigrants to get together to
set up a state of their own.

This statement highlights a fundamental difference between states and clubs.
States are sovereign entities that control a defined territory and have a
monopoly on the legitimate use of force within that territory.

The process of forming a new state is complex and often requires international
recognition, which is not easily achievable.

In contrast, clubs are voluntary associations that individuals can form or join
relatively easily.

For example, a group of people can easily create a new golf club or social
club, but they cannot create a new state without significant political and
military resources.

Option B: Exclusion from a golf club is unlikely to have a devastating impact
on the life of a would-be member.

This statement underscores the differing levels of impact that exclusion from
a state versus a club can have on an individual’s life.

Exclusion from a state can lead to statelessness, which has severe social and
economic consequences.

Stateless individuals often lack basic rights such as access to education,
healthcare, and employment, and they may face significant legal and social
barriers.

In contrast, exclusion from a club, such as a golf club, may be disappointing
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but is generally not life-altering.

While it can affect social status and networking opportunities, it does not
fundamentally undermine one’s ability to lead a normal life.

Comparative Analysis

1.

Social and Economic Impacts of Exclusion from States: - Statelessness: Being
stateless can lead to a lack of legal protection, making individuals vulnerable
to exploitation and abuse.

- Limited Access to Services: Stateless individuals often cannot access public
services such as healthcare, education, and social welfare.

- Employment Barriers: Without legal status, finding employment can be extremely
difficult, leading to unemployment or informal, precarious work.

- Social Isolation: Stateless individuals may face social isolation and
exclusion from the broader community.

2.

Social and Economic Impacts of Exclusion from Clubs: - Social Status: Exclusion
from a club can affect an individual’s social status and standing within
certain social circles.

- Networking: Clubs often provide networking opportunities that can be
beneficial for career advancement and personal relationships.

- Recreational Activities: Exclusion from recreational clubs can limit access
to enjoyable activities and social interactions.

Historical and Contemporary Contexts- Historical Context: - Statelessness:
Historically, statelessness has been a significant issue, particularly after
events such as decolonization and the redrawing of national boundaries.

For example, the creation of new states in the Middle East and Africa often
left many people stateless.

- Clubs: Historically, social clubs played a significant role in maintaining
social hierarchies and networks.

Exclusion from certain clubs could have affected one’s social standing and
access to influential people and resources.

- Contemporary Context: - Statelessness: Today, statelessness remains a global
issue, affecting millions of people.

For example, the Rohingya in Myanmar face severe statelessness and associated
human rights abuses.

- Clubs: In modern times, while clubs still play a role in social and
professional networks, the impact of exclusion is generally less severe.
Online communities and social media have provided alternative avenues for
social interaction and networking.

ConclusionFine’s argument that states are not clubs is supported by both points
A and B.

Exclusion from a state has far more severe and life-altering consequences
compared to exclusion from a club.
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(2/4) a=x Historical Political Analyst

You are a Historical Political Analyst.
Your goal is to assess the feasibility of would-be immigrants setting up their own
state, and your constraints are to focus on historical and current geopolitical
realities.
You could follow these execution suggestions:Extract key points from the
question. Research historical attempts and current barriers to state formation
by would-be immigrants.

Fine’s argument that states are not clubs is indeed grounded in the significant
differences between the two in terms of the feasibility of formation and the
impact of exclusion. Let’s break down the options and their implications:
Option A: It is not possible today for would-be immigrants to get together to
set up a state of their own.

This point emphasizes the complexity and infeasibility of forming a new state.
Historically, the formation of new states has been a complex and often violent
process. Key factors include:

- Territorial Control: Establishing a state requires control over a defined
territory, which is often contested and requires military or political power.
- Recognition: International recognition is crucial for a new state to be
considered legitimate. Gaining such recognition involves diplomatic efforts
and often the support of powerful nations.

- Legal Frameworks: New states must establish a legal system, government
institutions, and administrative structures, which are complex and
resource-intensive.

Examples of historical attempts to form new states include:

- Kosovo: Kosovo declared independence from Serbia in 2008, but its recognition
is still disputed by several countries, including Serbia and Russia.

- South Sudan: South Sudan became independent in 2011, but the process was
marked by years of civil war and ongoing ethnic conflicts.

These examples illustrate the challenges and barriers to forming a new state,
making it highly infeasible for would-be immigrants to do so.

Option B: Exclusion from a golf club is unlikely to have a devastating impact
on the life of a would-be member.

This point highlights the relatively minor consequences of being excluded from
a club compared to being excluded from a state. Key differences include:

- Basic Rights: Exclusion from a state can lead to statelessness, which deprives
individuals of basic rights such as access to healthcare, education, and legal
protection.

- Social and Economic Impact: Statelessness can result in social isolation,
economic hardship, and vulnerability to exploitation. In contrast, exclusion
from a club, while potentially disappointing, does not fundamentally undermine
one’s ability to lead a normal life.

Historical and Contemporary Contexts

- Statelessness: Historically and currently, statelessness is a significant
issue. For example:

- Rohingya in Myanmar: The Rohingya are a stateless minority who have faced
severe persecution and have been denied citizenship.

- Palestinian Refugees: Many Palestinians are stateless, lacking citizenship
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and facing significant legal and social barriers.

- Clubs: While clubs can be important for social and professional networks, the
impact of exclusion is generally less severe:

- Social Clubs: Exclusion from social clubs may affect one’s social status and
networking opportunities but does not lead to the same level of deprivation as
statelessness.

- Professional Associations: Exclusion from professional associations can be
significant for career advancement but does not deprive individuals of basic
rights.

Conclusion

Fine’s argument that states are not clubs is supported by both points A and
B. The infeasibility of forming a new state and the severe consequences of
statelessness highlight the fundamental differences between states and clubs.
Therefore, the correct answer is:

Option C: Both A and B
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You are a Legal and Institutional Framework Expert.
Your goal is to assess the legal and institutional frameworks that govern state
formation and the rights of immigrants, and your constraints are to focus on
both international and national legal systems.

You could follow these execution suggestions: Analyze the 1legal and
institutional barriers and frameworks that affect state formation by would-be
immigrants.

Fine’s argument that states are not clubs is indeed well-supported by both the
infeasibility of forming a new state and the significant differences in the
impact of exclusion from a state versus a club. Let’s analyze the options and
their implications in detail:

Option A: It is not possible today for would-be immigrants to get together to
set up a state of their own.

Legal and Institutional Barriers:

1. Sovereignty and Territorial Integrity: International law generally upholds
the principle of sovereignty and territorial integrity, making it extremely
difficult for groups to declare and establish new states without the consent
of existing states. The United Nations Charter, for instance, emphasizes the
non-interference in the internal affairs of states.

2. Recognition: International recognition is crucial for a new state to be
considered legitimate. Gaining recognition involves diplomatic negotiations
and often requires the support of powerful nations. This process is complex and
often politically charged.

3. Legal Frameworks: Establishing a state requires the creation of a legal
system, government institutions, and administrative structures, which are
resource-intensive and require significant expertise.

4. Resource and Military Power: Forming a new state often requires control over
a defined territory, which may involve military resources and the ability to
defend against external threats.

Historical Examples:

- Kosovo: Kosovo declared independence from Serbia in 2008 but continues to face
limited international recognition, particularly from Serbia and Russia.

- South Sudan: South Sudan’s path to independence was marked by years of civil war
and ongoing ethnic conflicts, highlighting the challenges of state formation.
Option B: Exclusion from a golf club is unlikely to have a devastating impact
on the life of a would-be member.

Legal and Social Impact:

1. Basic Rights: Exclusion from a state can lead to statelessness, which
deprives individuals of basic rights such as access to healthcare, education, and
legal protection. Stateless individuals often face severe social and economic
challenges.

2. Social and Economic Consequences: Statelessness can result in social
isolation, economic hardship, and vulnerability to exploitation. In contrast,
exclusion from a club, while potentially disappointing, does not fundamentally
undermine one’s ability to lead a normal life.

3. Legal Status: Statelessness can affect an individual’s legal status, making
them vulnerable to human rights abuses and limiting their access to essential
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services and opportunities.

Contemporary Examples:

- Rohingya in Myanmar: The Rohingya are a stateless minority who have faced
severe persecution and have been denied citizenship, leading to widespread human
rights abuses.

- Palestinian Refugees: Many Palestinians are stateless, lacking citizenship
and facing significant legal and social barriers.

Historical and Contemporary Contexts:

- Statelessness: Historically and currently, statelessness is a significant
issue. It has been a recurring problem in various regions, such as the Middle
East and Africa, often resulting from political conflicts and the redrawing of
national boundaries.

- Clubs: While clubs can be important for social and professional networks, the
impact of exclusion is generally less severe. Exclusion from social clubs may
affect one’s social status and networking opportunities but does not lead to
the same level of deprivation as statelessness.

Conclusion

Fine’s argument that states are not clubs is supported by both points A and
B. The infeasibility of forming a new state and the severe consequences of
statelessness highlight the fundamental differences between states and clubs.
Therefore, the correct answer is:

Option C: Both A and B

| WV |

You are a Marginalized Groups Analyst.

Your goal is to examine the broader context of state formation by marginalized
groups, and your constraints are to consider both historical and contemporary
examples.
You could follow these execution suggestions: Review the social and political
dynamics of marginalized groups and their attempts to form states.

None

CV
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Question: Short-term changes in plant growth rate mediated by the plant hormone
auxin are hypothesized to result from

Option A: loss of turgor pressure in the affected cells

Option B: increased extensibility of the walls of affected cells

Option C: suppression of metabolic activity in affected cells

Option D: cytoskeletal rearrangements in the affected cells

(1/5) ¥ Auxin Physiology Specialist

You are an expert in plant physiology, named Auxin Physiology Specialist.
Your goal is to explain the role of auxin in short-term changes in plant growth
rate, and your constraints are to focus on cell elongation and growth rate.

The correct answer isOption B: increased extensibility of the walls of affected
cells.

Explanation:
Auxin plays a critical role in regulating short-term changes in plant growth
rate, primarily through its effect oncell elongation. Here’s how it works:

1.Auxin and Cell Wall Extensibility: Auxin promotes the loosening of
the cell wall, a process essential for cell elongation. It activates proton
pumps (Ht-ATPases) in the plasma membrane, leading to the acidification of the
cell wall (a process calledacid growth). This acidic environment activates
enzymes likeexpansins, which break the hydrogen bonds between cellulose
microfibrils and other cell wall components, increasing theextensibility of
the cell wall.

2.Turgor Pressure and Cell Elongation: With the cell wall 1loosened, the
internal turgor pressure of the cell pushes against the wall, causing the cell
to expand. This turgor-driven expansion is a key mechanism for rapid growth in
plant cells.

Why Not the Other Options?

-Option A: Loss of turgor pressure would inhibit cell elongation, not promote
it. Auxin actually maintains or increases turgor pressure to drive growth.
-Option C: Suppression of metabolic activity would slow down growth, whereas
auxin stimulates metabolic processes necessary for cell expansion.

-Option D: Cytoskeletal rearrangements are not the primary mechanism of
auxin-mediated short-term growth. While the cytoskeleton is important for
long-term growth and cellular organization, the immediate effect of auxin is
on the cell wall.

Thus, the correct answer is Option B: increased extensibility of the
walls of affected cells.

11898



(2/5) 9 Molecular Mechanism Specialist (Excluded)

You are an expert in molecular biology, named Molecular Mechanism Specialist.
Your goal is to analyze molecular pathways and signaling processes triggered by
auxin, and your constraints are to focus on gene expression changes and protein
interactions.

None

(3/5) , Enhanced Molecular Mechanism Specialist (Excluded)

You are an expert in molecular biology, named Enhanced Molecular Mechanism
Specialist.
Your goal is to explain the upstream molecular pathways and signaling processes
by which auxin mediates short-term growth rate changes, and your constraints
are to focus on gene expression, protein interactions, and how these pathways
lead to specific cellular responses.

None
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You are an expert in cellular biology, named Cell Response Analyst.
Your goal is to analyze cellular responses to auxin, and your constraints are
to focus on changes in turgor pressure, cell wall extensibility, metabolic
activity, and cytoskeletal rearrangements.

Based on the analysis provided by Agent 7G2E (Auxin Physiology Specialist),
the correct answer is indeed Option B: increased extensibility of the walls of
affected cells. Here’s a summary of the reasoning:

Key Points:

1. Auxin’s primary role in short-term plant growth is to promote cell elongation
by increasing the extensibility of the cell wall.

2. Mechanism: Auxin activates proton pumps (HT-ATPases), leading to cell wall
acidification. This acidic environment triggers the activity of enzymes like
expansins, which loosen the cell wall by breaking hydrogen bonds, making the
wall more extensible.

3. Turgor Pressure: The loosened cell wall allows turgor pressure to drive
cell expansion. Importantly, turgor pressure is maintained or increased by
auxin, not lost (eliminating Option A).

4. Metabolic Activity: Auxin stimulates metabolic processes required for
growth, so Option C (suppression of metabolic activity) is incorrect.

5. Cytoskeletal Rearrangements: While cytoskeletal changes are important for
long-term growth and cellular organization, they are not the primary mechanism
for auxin-mediated short-term growth, ruling out Option D.

Conclusion:The short-term changes in plant growth rate mediated by auxin are
best explained by increased extensibility of the cell walls of affected cells.
Therefore, the correct answer is Option B.
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You are an expert in evaluating hypotheses, named Hypothesis Evaluator.
Your goal is to determine which option best explains the short-term changes in
plant growth rate mediated by auxin, and your constraints are to use the outputs
from the other roles.

After carefully evaluating the outputs from the Auxin Physiology Specialist
(Agent 7G2E) and the Cell Response Analyst (Agent wDAF), it is clear that
Option B: increased extensibility of the walls of affected cells is the best
explanation for short-term changes in plant growth rate mediated by auxin.
Here’s the reasoning:

1. Auxin’s Primary Mechanism: Both agents highlight that auxin promotes cell
elongation by increasing the extensibility of the cell wall. This is achieved
through the activation of proton pumps (H+-ATPases), leading to cell wall
acidification and the activation of enzymes like expansins, which loosen the
cell wall.

2. Turgor Pressure: Auxin maintains or increases turgor pressure to drive cell
expansion, which rules out Option A: loss of turgor pressure.

3. Metabolic Activity: Auxin stimulates metabolic processes necessary for
growth, so Option C: suppression of metabolic activity is incorrect.

4. Cytoskeletal Rearrangements: While cytoskeletal changes play a role in
long-term growth and cellular organization, they are not the primary mechanism
for auxin-mediated short-term growth, eliminating Option D.

Both agents provide consistent and detailed evidence supporting Option B as the
correct answer. The data and explanations align with established biological
mechanisms of auxin action, particularly in the context of short-term growth
responses.

Final Answer: Option B: increased extensibility of the walls of affected cells.

B vV

Figure 5: Case Study
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Algorithm 1: MAS Initialization Process of Agentlnit

2 fort < 1to K do
// Step 1: Task decomposition based on query and previous feedback
Nt t—1 t—1 nt—1 At—1ynt—1
3 {ritity « Gp(g. 0 An B {AT B
// Step 2: Generate natural language agent for each sub-task
tyne t\ "t
+ | AL < Gr({T )
// Step 3: Convert agents into standardized format
At tyme
s | {4 < Gr({AHL)
6 if t < K then
// Step 4: Observer provides feedback for the next round
¢ At £yt
7 ¢ Go({Ai ity AT Hy)
8 end
9 end

10

11

12

13
14

Input: Query ¢

Output: Final set of agents .A*

// Initialization: set previous round values to None
79 « None, A° + None, ¢° +— None

// Final candidate agent set after K rounds
S KN
Acandidate — {AZ }1:Kl
// Generate all valid teams within the given size constraints
T < GenerateTeams(Acandidate; Nmin; Nmax)
// Construct Pareto-optimal team set based on relevance and diversity
T* + argmax g7 [Rel(A’, q), Div(A)]
// Select final team according to task characteristics
A* — G5(T*,q)

return A*

Framework Method ‘MMLU GSM8K AQUA MultiArith SVAMP HumanEval Avg.
Base model: Qwen2.5-72B-Instruct

MAS 0ne 81.0 93.3 85.0 100.0 91.8 85.1 89.4
Pre-defined 83.7 92.6 83.6 98.8 9229 85.9 89.6
Chain EvoAgent 85.6 93.6 85.8 99.4 91.1 84.3 90.0
AutoAgents 85.7 93.3 82.1 100.0 934 86.0 90.1
Agentlnit 86.0 94.1 85.0 100.0 9229 86.8 90.8
S MASpone | 824 934 838 1000 925 843 89.4
Pre-defined 84.3 93.5 84.1 100.0 9229 83.5 89.7
Star EvoAgent 85.0 93.2 83.8 99.4 90.7 84.2 89.4
AutoAgents 84.3 92.7 81.7 100.0 929 85.1 89.5
Agentlnit 86.9 93.9 84.6 100.0 93.0 85.1 90.6
N MASpone | 817 934 850 1000 923 847 89.5
Pre-defined 85.0 93.6 85.0 100.0 92.9 85.1 90.3
Layered EvoAgent 84.3 94.0 83.8 99.4 91.8 83.5 89.5
AutoAgents 85.6 93.0 82.9 100.0 92.9 86.8 90.2
Agentlnit 86.3 94.0 85.4 100.0 92.7 86.0 90.7
S MASpone | 830 936 838 1000 929 835 89.5
Pre-defined 82.9 93.3 84.2 100.0 93.6 84.3 89.7
AutoGen EvoAgent 83.7 93.9 84.2 100.0 92.9 80.2 89.2
AutoAgents 83.2 94.8 84.2 100.0 92.9 83.5 89.8
Agentlnit 85.6 94.1 84.6 100.0 93.5 83.9 90.3

Table 12: Performance comparison between Agentlnit and other MAS initialization methods across different MAS frameworks,
evaluated on Qwen2.5. The best result in each framework is bolded, and the second-best is underlined.
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