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Abstract

Retrieving entity knowledge that aligns with
user intent is essential for task-oriented dia-
logue (TOD) systems to support personaliza-
tion and localization, especially under large-
scale knowledge bases. However, generative
models tend to suffer from implicit associa-
tion preference, while retrieval-generation ap-
proaches face knowledge transfer discrepan-
cies. To address these challenges, we pro-
pose CaTER, a Context-aware Topology En-
tity Retrieval Contrastive Learning Framework.
CaTER introduces a cycle context-aware dis-
tilling attention mechanism, which employs
context-independent sparse pooling to suppress
noise from weakly relevant attributes. We fur-
ther construct topologically hard negative sam-
ples by decoupling entity information from
generated responses and design a topology en-
tity retrieval contrastive loss to train the re-
triever by reverse distillation. Extensive experi-
ments on three standard TOD benchmarks with
both small and large-scale knowledge bases
show that CaTER consistently outperforms
strong baselines such as MAKER and MK-
TOD, achieving state-of-the-art performance
in TOD system.

1 Introduction

Task-Oriented Dialogue (TOD) systems must effec-
tively handle localized and personalized tasks by
retrieving knowledge about specific entities from
large-scale Knowledge Base (KB). The rapid ad-
vancement of large language models (Yang et al.,
2024) such as deepseek (Liu et al., 2024) and
ChatGPT (OpenAl, 2022) has introduced novel
paradigms for TOD systems in large-scale KB sce-
nario, thereby significantly accelerating the devel-
opment of TOD technologies.

One key limitation of current TOD systems is
the lack of belief state supervision, which tradi-
tionally guides accurate retrieval from external
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€5 hil i need a restaurant serves chinese food!

there are quite a few chinese restaurants. are you ©
looking for one in particular area or price range? =

€% yes. i would like an expensive one, centrally located.

what about hakka? it is an expensive chinese rest- ©
aurant in the centre of the town. =

Top-K Retrieval Entity Knowledge
Name Food  Area price
hakka Chinese  north 01223568988 expensive
hk fusion  Chinese centre 01223355909 moderate

E

E

E tang chinese Chinese east 01223357187 expensive
E,

. uglyduckling  Chinese ~centre None expensive

Figure 1: An example of entity knowledge retrieval.
The retriever equally considers both highly relevant at-
tributes (marked in red) and weakly relevant attributes
(marked in green), inducing retrieval-generation bias
and resulting in incorrect dialogue responses.

KBs. Existing methods can be broadly categorized
into two paradigms. The first line of work(Huang
et al., 2022; Madotto et al., 2020) integrates en-
tity retrieval into response generation, enabling im-
plicit knowledge retrieval by encoding KB facts
into model parameters under reference-response
supervision. The second line (Rony et al., 2022;
Xie et al., 2022; Tian et al., 2022) decouples re-
trieval and generation, using pseudo-supervision
from generated responses to improve entity selec-
tion. For example, Q-TOD (Tian et al., 2022) ex-
tracts key information from dialogue context and
explicitly retrieves relevant entities before generat-
ing responses.

While some approaches adopt semi-supervised
training strategies (e.g., GALAXY (He et al., 2022),
LABES (Zhang et al., 2020), JSA-KRTOD (Cai
et al., 2023)), we consider supervision level to be
orthogonal to retrieval architecture: both paradigms
can be trained in a fully- or semi-supervised way.

The Distractive Attribution Problem (DAP) first
formalized by ReAL (Chen et al., 2024), which
highlighted that false but similar knowledge, such
as hard negative entities, can mislead generation
models due to attribute distraction. ReAL proposes
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a two-stage contrastive framework to alleviate DAP
through adaptive negative sampling and generator-
guided retriever alignment.

Building upon this insight, we further analyze
DAP from a fine-grained modeling perspective,
identifying three key error sources that jointly de-
grade TOD performance, as illustrated in Figure
1: (1)Entity Retrieval Inaccuracy. TOD systems
are prone to errors when retrieving Top-K entities
from the KB, as the process is often affected by
ambiguous entity attributes in the dialogue context.
(2)Implicit Association Preference. The attribute
similarity among Top-K retrieved entities tends to
induce retrieval-generation bias, causing the gen-
erator to over-rely on high-frequency entities in
the training corpus and produce incorrect dialogue
responses. (3)Retrieval-Generation Knowledge
Transfer Discrepancy. Excessive attribute similar-
ity among Top-K retrieved entities limits the gen-
erator’s ability to make fine-grained distinctions,
leading to incorrect responses. These errors in-
troduce noisy supervision signals, which in turn
back-propagate flawed knowledge to the retriever
and amplify bias through a reinforcement loop.

Specifically, we define Retrieval-Generation
Knowledge Transfer Discrepancy as the misalign-
ment between retrieved knowledge and the factual
content grounded in the generated response. While
the retriever may select entities whose attributes
are superficially relevant, the generator may mis-
attribute or blend information from incorrect enti-
ties due to high attribute similarity and insufficient
grounding supervision.

This discrepancy is distinct from retrieval inac-
curacy (incorrect entities retrieved) and implicit as-
sociation bias (generator favoring popular entities),
as it arises after seemingly reasonable retrieval, but
results in hallucinated or mixed-slot responses. A
concrete example is discussed in 1, where CaTER
retrieves the correct restaurant (“hakka’) but gen-
erates an incorrect area information from a hard
negative (‘“hk fusion”). The same phenomenon was
happened in the failure case at Appendix C.

To address these issues, we propose a Context-
aware Topology Entity Retrieval Contrastive
Learning framework (CaTER), which intro-
duces a Cycle Context-Aware Distilling Atten-
tion (CyCAD) mechanism that performs context-
independent sparse entity pooling, allowing the
generator to focus more on entity knowledge and
reduce interference from weakly relevant attributes.
Additionally, we design a Topology Entity Re-

trieval Contrastive Learning method (TER) that
constructs topologically hard negative samples dur-
ing training and optimizes a topological contrastive
loss to reduce generator bias toward head entities.

Extensive experiments on three standard TOD
benchmarks, MultiwOZ 2.1, CamRest, and SMD,
demonstrate that CaTER consistently outperforms
strong baselines in both dialogue-level and dataset-
level KB settings.

Our main contributions are as follows:

* We propose CaTER, a novel context-aware
contrastive learning framework that jointly
improves entity retrieval and response gen-
eration.

* We introduce TER to construct topological
hard negatives and optimize the retriever by
contrastive loss under reverse distillation.

* We validate CaTER on three TOD bench-
marks, achieving state-of-the-art performance
across both small-scale and large-scale KB
settings.

2 Related Work

2.1 End-to-End Task-Oriented Dialogue

Early studies on end-to-end TOD systems per-
formed implicit retrieval by leveraging KB within
generator parameters during response generation.
KE (Madotto et al., 2020) proposed a method that
directly incorporates the KB into the parameters of
the backbone model, that generates equivalent dia-
logue responses based on the user query and entity
information, while implicitly storing KB content.
ECO (Huang et al., 2022) introduced an end-to-end
TOD system that employs trie-constrained autore-
gressive generation to produce the most relevant
entities, ensuring consistency in entity usage within
generated responses. Similarly, Simple-TOD (Ding
et al., 2024) performs implicit knowledge retrieval
by generating entities through multi-level prefix
knowledge tries with autoregressive decoding. The
above methods simplify the architecture of TOD
systems and effectively address issues such as er-
ror propagation in pipeline paradigms and data
dependency. However, as the KB grows, end-to-
end retrieval-generation models face increased dif-
ficulty in selecting accurate knowledge due to the
entanglement of retrieval objectives with genera-
tion loss, as observed in prior studies (Lewis et al.,
2020).
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Compared to traditional explicit retrieval meth-
ods, recent researches has increasingly focused on
optimizing the architecture of end-to-end TOD sys-
tems to enhance their explicit entity retrieval ca-
pabilities. Q-TOD (Tian et al., 2022) decouples
knowledge retrieval from response generation by
extracting salient information from the dialogue
context to retrieve relevant knowledge for response
generation. MAKER (Wan et al., 2023) filters
user-intent-aligned entities through both entity se-
lector and attribute selector. DF-TOD (Shi et al.,
2023) extracts supervision signals from generated
responses and uses them as pseudo-labels to train
the retriever. MK-TOD (Shen et al., 2023) lever-
ages meta-knowledge to guide generator training.
Supervision signals are extracted from dialogue re-
sponses, and the retriever is trained in reverse by
marginal likelihood maximization. An approach
(Xu et al., 2024) for knowledge retrieval driven
by matching representations is proposed, that per-
forms entity re-ranking through matching signal
extraction and attribute-based filtering. The above
studies demonstrate that building deeply integrated
frameworks can effectively address the challenge of
fine-grained entity knowledge matching. However,
they still face limitations in mitigating knowledge
transfer discrepancy between retrieval-generation.

2.2 Contrastive Learning

Contrastive learning has demonstrated strong rep-
resentational power in dialogue systems, enhanc-
ing intent understanding, cross-modal alignment,
and response generation by modeling semantically
discriminative spaces. It also provides a new per-
spective for unifying entity retrieval and response
generation.

In retrieval-based systems, DPR (Karpukhin
et al., 2020) introduced a dual-encoder architecture
trained with contrastive loss to distinguish relevant
from irrelevant passages, laying the foundation for
contrastive dense retrieval in both QA and dialogue
settings. Follow-up works have extended this idea
to task-oriented dialogue, using contrastive objec-
tives to improve entity retrieval or response quality.

For example, Dial2vec (Liu et al., 2022) captures
interaction patterns between dialogue participants
to learn distinct embeddings. In the domain of vi-
sual dialogue. Utc (Chen et al., 2022a) leverages a
context contrastive loss and an answer contrastive
loss to provide representation learning signals from
different perspectives. ICMU (Chen et al., 2022b)
enhances cross-modal comprehension by distin-

guishing different retrieved inputs through a four-
way contrastive learning strategy. In the field of di-
alogue generation, a contrastive learning method is
proposed (Tan et al., 2023), constructs contrastive
samples based on salient dialogue attributes to en-
hance response generation. An entity-based con-
trastive learning framework (Wang et al., 2024)
leverages entity information from dialogue sam-
ples to construct positive and negative examples,
involving semantically relevant and irrelevant per-
turbations, respectively. The above studies have
significantly improved the semantic representation
capabilities and controllability of TOD systems
through the design of contrastive learning methods.

Inspired by the above researches, this paper in-
troduces contrastive learning into TOD systems
and designs a topology entity retrieval contrastive
learning framework.

3 The CaTER Framework

A novel CaTER framework is proposed, as il-
lustrated in Figure 2. Relevant entity attributes
are masked through entity and attribute score. A
CyCAD is introduced, which employs context-
independent sparse entity pooling to mask dialogue
context information, guiding the generator to focus
more on entity knowledge. A TER method is de-
signed, which leverages CyCAD during training to
construct topologically hard negative entity sam-
ples. Response entity is decoupled from dialogue
responses, and a topology entity contrastive loss is
introduced. The retriever is then trained by reverse
distillation.

3.1 Preliminaries

Given a dialogue D = {u1,y1,...,Yyr—1,Ur},
where u; and y; are the t-th turn user utterance
and system response, respectively, T' denotes the
T-th dialogue turn. c¢; denotes the dialogue con-
text at the ¢-th turn, defined as a subset of D =
UL, Y1y -+ -5 Ut—1,Yt—1, Us. In addition, to accom-
modate domain-specific requirements, an exter-
nal KB £ = {ey,...,e;,...,ep} is provided in
the form of a set of B entities. Each entity e;
is composed of NNV attribute—value pairs It denoted
as e; = {a', v}, ...;a’¥,vN}. An end-to-end TOD
system takes ¢; and K as input, and directly gener-
ates a natural language response R.

3.2 Multi-Grained Entity Retrieval

Inspired by (Wan et al., 2023), the proposed multi-
grained entity retrieval stage incorporates both en-
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Figure 2: Architecture of the CaTER.

tity and attribute score to select entities aligned
with user intent. To ensure simplicity and effective-
ness, a dual-encoder architecture is adopted. One
encoder Enc,. is used to concatenate and encode u;
and y; , as the query, while the other encoder Enc,
encodes the entity information from K.

Specifically, entity information is encoded by
concatenating its attribute—value pairs and feeding
the resulting sequence into Enc.. The entity score
st; for e; is computed as the dot product between
¢t and the e; as following:

Sti = (Encc(ct))TEnce(ei)

where Enc,(+) represents the context encoder Enc,,
Enc.(-) denotes the entity encoder Enc,, ()7 is
the transpose operation.

Based on s;;, the Top-K entities are initially
selected from /C as candidate entities for response
generation, denoted as K= {e1,e2,...,ex}.

Pre-trained language model BERT (Devlin et al.,
2019) is used to construct the encoders, where the
representation of the [CLS] token is extracted to
represent ¢; and e;. Existing studies (Qin et al.,
2019) have emphasized that directly initializing
encoders with BERT weights may lead to repre-
sentation collapse, which degrades retrieval perfor-
mance.

Therefore, following the approach proposed in
(Shi et al., 2023). In this paper, we adopts dis-
tant supervision-based pretraining to initialize the
retriever weights.

In addition, an attribute score is designed to re-
move irrelevant attribute—value pairs from the re-
trieved entities. c¢; is concatenated with each entity
e; € K, and the resulting sequence is encoded by

an attribute encoder Enc, built on a pre-trained
language model. The final [CLS] token from Enc,
is extracted and passed through a Feed-Forward
Network (FFN) to obtain an N-dimensional vector,
which is used to compute the attribute score a; ; as
following:

at; = FFN(Encq([cs; e:]))

where a; ; € RN represents the importance of the
corresponding attribute.

The a; ; of all retrieved entities are summed, and
a cumulative importance score a; is computed by
weighting them with the corresponding s; ; as fol-
lowing:

K
ar=0()_ sii-ag)
i=1

where o(+) denotes the Sigmoid function.

Attributes with scores greater than a predefined
threshold 7, are selected, and an attribute subset
K = {é1,...,éx} is constructed by masking irrele-
vant attribute—value pairs from each retrieved entity
in the candidate entity set K.

A discrete N-dimensional 0-1 vector b, is con-
structed based on whether each masked attribute
value in the K appears in ¢;. It is used to define a
context-aware attribute score loss L., as follow-
ing:

Latr = BCELoss(ay, by)

In addition, pre-trained language models are
used to implement the encoders Enc., Enc, and
Enc,. Following the approach in (Wan et al., 2023),
the pre-trained models are initialized accordingly,
and the final [CLS] token representation is used as
the encoder output.
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3.3 Dialogue Response Generation

In this section, a Cycle Context-Aware Distillation
Attention (CyCAD) is designed to explicitly reduce
the interference of weakly correlated attributes on
the generator through context-independent sparse
entity pooling and context-aware attention fusion,
which effectively improves the accuracy of di-
alogue responses and the consistency of entity
knowledge.

A novel attention mechanism CyCAD is con-
structed to mitigate the influence of weakly rele-
vant attributes through context-independent sparse
entity pooling.

The generator is built upon the pre-trained T5
model to facilitate direct interaction between c¢;
and K. It primarily consists of an encoder Enc,
and a decoder Dec,. Specifically, ¢; and the €
are concatenated and independently processed by
Enc, to construct a global representation for the
current dialogue turn H; ; as following:

Ht,i = Ean([Ct, ék])

The representations of all retrieved entities are
concatenated and used as the input H; to Dec,.

Dec, generates dialogue responses in an autore-
gressive manner. Specifically, context-independent
entity pooling is constructed to filter out irrele-
vant contextual information, enabling the generator
to focus on distilling entity knowledge. Context-
aware average pooling is used to compute Pooly ;
as following:

Sike Attt i,m] - Myask[t, i, m]
anczl Mmask[ta i, m] +e€

[C—
Pool;; =

where L. represents the length of ¢;, Att.[t,i, m]
and M,,,qsk[t,7,m] denote the cross-attention
score of the m-th token at ¢-th dialogue turn with
respect to the masked candidate entity €;, and the
corresponding input attention mask matrix. € is the
bias.

To eliminate the influence of weakly rele-
vant attributes in ¢; on entity retrieval, context-
independent entity pooling is performed solely
based on entity representations Pooly; as follow-
ing:

L ‘ .
ZmH:th—i-l Att.lt, i, m] - Mynask[t, i, m]

Pool; ; = T :
Zm:tLC-H Mmask: [t> 2 m] + €

The CyCAD score Squt(ct, €;) is computed by

controlling the information fusion ratio as follow-
ing:

Satt(ct, e;) = a - Pooly ; + (1 — a) - Pooly ;

where o represents the context-aware pooling
weight parameter.

The sq¢(ct, €;) is normalized using a softmax
function to obtain the CyCAD distribution Satt
over the Top-K retrieved entities, reflecting their
importance in the generating response.

The system response token probability distribu-
tion P(R;,) is generated based on H; as follow-
ing:

P(Rt,r) = Decg(Rt7T|Rt7<T7 H,)

where R; ; represents the i-th token in the generated
response at #-th dialogue turn, r denotes the max
length of generate dialogue response.

The generator is trained using the standard cross-
entropy loss L, as following:

T

£gen = Z - lOgP(Rt,?")

r=1

3.4 Topology Entity Retrieval Contrastive
Learning

In this section, we propose the Topology-aware En-
tity Retrieval Contrastive Learning method (TER),
which leverages the CyCAD to generate topolog-
ical entity hard-negative samples, explicitly dis-
tinguishes fine-grained entity differences through
contrastive learning loss, and achieves the collab-
orative training of the retriever and the generator
through reverse distillation, which significantly en-
hances the backbone model’s ability to distinguish
fine-grained entities. The illustration of TER is
showed in Figure 3.

The response is decoupled to isolate entity infor-
mation, and CyCAD is employed to compute the
entity relevance score Sy (R, e;) between entities
and the dialogue context as following:

K
Satt(Ry ei) = Z 3att<ct7 ei)
u=1

Attribute values in the masked candidate en-
tity K are matched against the dialogue response,
and combined with the entity relevance score
Satt(R, ;) to compute a joint entity-attribute score
A, (R, e;) as following:
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Figure 3: The illustration of topology entity retrieval
contrastive learning. Where, AS denotes the attribute
score a; ; , and CA denotes the cross-attention score.

K
Ac,(R.ei) =0 Sar(R,e;) FFN(Ency([R; ;)

=1

The K are re-ranked to construct a set of topo-
logically hard negative samples. The calculation of
positive sample d™ selection strategy as following:

dt = argmaxA,, (R, d)
dek

We propose an Topology Entity Hard Negative
mining strategy that selects contextually plausi-
ble but ultimately incorrect entities as distractors.
Specifically, for each dialog, we rank candidate en-
tities e; based on their attribute alignment score
A, (R,e;), and exclude true positives from the
same domain to form hard negative samples Nj,qq.

The calculation of topology hard negative NVy,qq
sampling strategy as following:

Nhard = Top — Qgza+ (Ae, (R, d))

where Top — Q4+ (+) represents the Top-() sam-
ples d differs from the positive sample d.

This formulation targets cross-domain ambigu-
ity, encouraging the model to learn more robust

contrastive distinctions across structurally similar
but semantically divergent entities.

In the representation learning framework of TOD
systems, adversarial sample sets constructed from
Nharq exhibit high-density distributions in the se-
mantic space, with significantly lower inter-class
separability compared to conventional negative
samples. Based on this observation, a topology
entity contrastive loss £ is designed by establish-
ing a positive correlation between sample hardness
and loss weight within the contrastive objective as
following:

Ae; (cg,dT)
e Tt
La=~— log Ae; (cg,dT) K Ae; (¢t Npard)
e +>imie t

where 7y represents the temperature parameter.
The L is normalized using a softmax function
to reduce the impact of incorrectly selected entities
on the overall training loss, thereby preventing the
generator from learning from erroneous samples.
In addition, the Kullback-Leibler divergence be-
tween the similarity score s; = ) s;; of the re-
trieved entities and the CyCAD distribution is com-
puted as the entity selection loss L., as following:

Lent = DKL(St| ’Satt)

Finally, the overall loss of the dialogue system
Liotar 1s defined as the sum of the attribute score
loss Laytr, the entity selection loss L, the gen-
erator training loss Ly, and the topology entity
contrastive loss L. as following:

Etoml = Lattr + »Cent + [fgen + ‘Ccl

4 Experiments

4.1 Datasets

We conduct experiments on three benchmark
datasets: MultiwOZ 2.1 (MWOZ) (Eric et al.,
2020), Stanford Multi-Domain (SMD) (Eric et al.,
2017), and CamRest (Wen et al., 2017). To the
best of our knowledge, each dialogue turn in these
datasets is associated with a KB that contains all
entity information required to fulfill the user’s in-
tent. The dataset splits follow the settings used in
prior work (Wan et al., 2023).

4.2 Evaluation Metrics

We use BLEU (Papineni et al., 2002) and Entity F1
(Raffel et al., 2020) as evaluation metrics to assess
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Models MWOZ SMD CamRest
BLEU Entity F1 BLEU Entity F1 BLEU Entity F1

DF-Net(Qin et al., 2020) 9.40 35.10 14.40 62.70 - -

GPT-2+KE(Madotto et al., 2020) 15.05 39.58 17.35 59.78 18.00 54.85
EER(He et al., 2020b) 13.60 35.60 17.20 59.00 19.20 65.70
FG2Seq(He et al., 2020a) 14.60 36.50 16.80 61.10 20.20 66.40
CD-NET(Raghu et al., 2021) 11.90 38.70 17.80 62.90 21.80 68.60
GraphMemDialog(Wu et al., 2022) 14.90 40.20 18.80 64.50 22.30 64.40
ECO(Huang et al., 2022) 12.61 40.87 - - 18.42 71.56
DialoKG(Rony et al., 2022) 12.60 43.50 20.00 65.90 23.40 75.60
UnifiedSKG(T5-Base)(Xie et al., 2022) - - 17.41 66.45 - -

UnifiedSKG(T5-Large)(Xie et al., 2022) 13.69 46.04 17.27 5.86 20.31 71.03
Q-TOD(T5-base)(Tian et al., 2022) - - 20.14 68.22 - -

Q-TOD(T5-Large)(Tian et al., 2022) 17. 62 50.61 21.33 71.11 23.75 74.22
ChatGPT(OpenAl, 2022) 747 32.87 15.29 54.71 14.60 58.11
DF-TOD(T5-Base)(Shi et al., 2023) 18.26 52.52 24.12 69.36 25.85 72.83
DF-TOD(T5-Large)(Shi et al., 2023) 18.48 53.17 25.10 71.58 26.00 74.04
MK-TOD,,(T5-Base)(Ding et al., 2024) 17.33 51.86 24.77 67.86 26.76 73.60
MK-TOD,:,(T5-Large)(Ding et al., 2024) 17.55 52.97 25.43 73.31 26.20 71.72
Gemini(Team et al., 2023) - 32.38 - 57.64 - 62.13
MK-TOD,,(ChatGPT)(Ding et al., 2024) 7.22 32.78 15.07 58.41 15.56 54.96
MK-TOD,,,(ChatGPT)(Ding et al., 2024) 7.58 32.84 15.24 59.72 16.07 56.83
MAKER(T5-Base)(Wan et al., 2023) 17.23 53.68 24.79 69.79 25.04 73.09
MAKER(TS5-Large)(Wan et al., 2023) 18.77 54.72 2591 71.30 25.53 74.36
Ours(T5-Base) 19.24 54.72 26.59 70.79 27.47 73.93
Ours(T5-Large) 19.42 55.72 27.13 72.51 27.49 74.13

Table 1: Overall results of end-to-end TOD systems with dialogue-level KB on MWOZ, SMD, and CamRest. The
best scores are highlighted in bold, and the second-best scores are underlined.

the quality of generated responses. BLEU mea-
sures the fluency of the generated responses. En-
tity F1 evaluates whether the generated responses
contain the correct knowledge by computing the
micro-averaged precision and recall of attribute
values appearing in the outputs.

4.3 Implementation Detail

We instantiate the entity retriever using a BERT-
Base (Devlin et al., 2019) model and the response
generator using two variants of the T5 model (Raf-
fel et al., 2020): TS-Base and TS5-Large. All models
are fine-tuned using the AdamW (Loshchilov and
Hutter, 2019) optimizer with different learning rate
schedulers and a batch size of 2. The retriever is
trained with a fixed learning rate scheduler, while
the generator adopts a linear scheduler. More de-
tailed settings can be found in Appendix A.

4.4 Baselines

We compare CaTER with a set of baselines, in-
cluding memory network-based, implicit retrieval-
based, and explicit retrieval-based methods. The
detailed descriptions of all baseline models are pro-
vided in Appendix B.

4.5 Main Results

This section presents the experimental results of the
proposed CaTER framework in both dialogue-level

Models MWOZ CamRest
BLEU Entity F1 BLEU Entity F1

DF-Net 6.45 27.31 - -

EER 11.60 31.86 20.61 57.59
FG2Seq 10.74  33.68 1920 59.35
CD-NET 1090 3140 16.50 63.60
Q-TOD(T5-Large) 16.67 47.13 2144 63.88
ChatGPT 6.79 30.31 14776 5292
DF-TOD(T5-Base) 17.61 51.61 2739 70.74
DF-TOD(T5-Large) 18.36 5296 26.61 73.58
MK-TOD,;,(T5-Base) 17.56 50.09 26.85 73.51
MK-TOD,¢,(T5-Large) 17.40 53.26 27.82  71.98
MK-TOD,.(ChatGPT) 7.01 30.69 1451 52.38
MK-TOD,,.,(ChatGPT) 7.31 32.04 1491 5358
MAKER(T5-Base) 16.25 50.87 26.19 72.09
MAKER(T5-Large) 18.23 52.12 2534 7243
Ours(T5-Base) 18.35 5243 28.89 74.29
Ours(T5-Large) 19.11 5297 29.12 75.65

Table 2: Overall results of end-to-end TOD systems
with dataset-level KB on MWOZ, SMD, and CamRest.

and dataset-level KB settings.

4.5.1 Dialogue-level KB

The experimental results under the dialogue-level
KB setting are shown in Table 1. The proposed
CaTER framework, instantiated with T5-Large,
achieves state-of-the-art (SOTA) performance on
both the MWOZ and SMD datasets. Specifically,
compared to MAKER, CaTER improves the Entity
F1 score by 1.00 on MWOZ and 1.21 on SMD.
Notably, CaTER also achieves the highest BLEU
scores, with gains of 0.65 on MWOQOZ, 1.22 on
SMD, and 2.63 on CamRest over MAKER. How-
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Models TS-Base TS-Large
BLEU Entity F1 BLEU Entity F1

Ourscondensed 19.24  54.72 1942  55.72
w/o CyCAD 19.12  53.78 19.31 54.79
w/o TER 17.14 4824 17.12  52.01
Oursgun 18.35 52.43 19.11 52.97
w/o CyCAD 17.02  48.20 18.31 52.37
w/o TER 16.59  48.11 18.25 51.66

Table 3: Results of Ablation study and different genera-
tor backbones, where *w/o CyCAD’ denotes replacing
the CyCAD attention mechanism in CaTER with a stan-
dard cross-attention mechanism, 'w/o TER’ denotes the
removal of the TER component.

ever, CaTER does not achieve the best Entity F1
score on the CamRest dataset. This can be at-
tributed to the limited average number of entities
(1.92) per dialogue-level KB in CamRest, which
poses a challenge for the retriever while favoring
autoregressive models such as DialoKG and Uni-
fiedSKG. In contrast, on the MWOZ dataset, which
contains an average of more than 7 entities per KB,
CaTER significantly outperforms existing SOTA
methods.

Under the same generator backbone models (T5-
Base and T5-Large), the proposed CaTER frame-
work consistently outperforms methods such as
MAKER and DF-TOD in the dialogue-level KB
setting. The reason behind this phenomenon can be
explained by CaTER’s retriever, which builds upon
the distillation training strategy of MAKER and
further enhances entity modeling through TER. By
capturing latent relationships among topology enti-
ties, the topology entity contrastive loss pulls pos-
itive samples closer to the dialogue context while
pushing hard negatives farther apart. This encour-
ages the retriever to focus on fine-grained attribute
differences between entities, enabling more accu-
rate identification of entities aligned with users’
implicit intent.

Additionally, CyCAD helps the retriever concen-
trate more on the intrinsic attributes of entities by
reducing interference from weakly relevant contex-
tual information. Through joint distillation training
between the retriever and the generator, CaTER
improves the alignment between retrieved entities
and generated responses.

4.5.2 Dataset-level KB

The experimental results under the dataset-level KB
setting are shown in Table 2. The proposed CaTER
framework demonstrates significant advantages in
this scenario. When comparing the results in Ta-

ble 1 and Table 2, we observe that CaTER exhibits
more stable performance when handling larger KB.
Specifically, under the same generator backbone,
CaTER consistently achieves significant improve-
ments over baseline methods in both BLEU and En-
tity F1 scores on the MWOZ and CamRest datasets.
It may be attributed to CaTER’s ability to capture
implicit relationships among entities by modeling
their relevance to the dialogue context and user in-
tent. Such capability enhances CaTER’s effective-
ness in identifying the correct entities, offering gen-
eralizability across both domain-rich datasets like
MWOZ and entity-diverse datasets like CamRest.
These results confirm the superiority of CaTER in
handling large-scale knowledge bases.

S Analysis and Discussion

5.1 Ablation Study

We conduct ablation studies on the MWOZ dataset
to evaluate the proposed CaTER framework under
both dialogue-level and dataset-level KB settings.
The results are presented in Table 3.

In ablation study, removing the TER module
leads to substantial degradation across metrics un-
der both knowledge-base (KB) configurations, with
the drop most pronounced for Entity-F1. This sug-
gests that TER strengthens the retriever’s ability to
disambiguate among closely related entities and,
through attribute-score filtering, is particularly ben-
eficial when the candidate set is small (dialogue-
level KB). Likewise, replacing CyCAD diminishes
performance—more markedly under the dataset-
level KB—indicating that CyCAD better identifies
entity information aligned with user intent while
leveraging entity—context interactions to encourage
more diverse responses. Collectively, these find-
ings substantiate the effectiveness of CaTER for
end-to-end task-oriented dialogue: each compo-
nent contributes meaningfully, and removing any
one of them consistently harms performance across
both evaluation metrics.

5.2 Comparison of Retrieval Methods

We evaluate different retrieval strategies under the
dataset-level KB setting on MWOZ, following
(Wan et al., 2023), using T5-Base as the backbone.
In addition, we report Recall@x to assess whether
entities in the generated response appear among
the Top-x retrieved candidates.

As shown in Figure 4, CaTER achieves the high-
est BLEU and Entity F1 scores, demonstrating
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Entity F1 & Recall®7 Score

Oracle  MAKER Pre-training Frequency BM25  CaTER

Entity F1 Recall@7  —— BLEU
Figure 4: Comparison of different retrieval methods
under the dataset-level KB setting. ‘Oracle’ using the
dataset-level KB itself as the retrieval result for each
dialogue. ‘Frequency’ measures relevance based on
the frequency of attribute values appearing in the dia-
logue context. ‘BM25° computes relevance based on
the BM25 score between the dialogue context and each
entity.
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Figure 5: Recall (Figure 5(a)) and Entity F1 (Figure
5(b)) scores of different retrieval methods under the
dataset-level KB setting, evaluated with varying num-
bers of retrieved entities.

strong performance in both response generation
and entity retrieval. While it ranks second to the
Oracle in Recall@7, this is expected since the Ora-
cle retrieves the entire KB without disambiguating
similar entities, resulting in lower response quality.
In contrast, CaTER leverages TER to distinguish
between similar entities, significantly outperform-
ing the Oracle in BLEU and Entity F1, while main-
taining competitive Recall@7 with fewer retrieved
entities.

To further analyze the effect of retrieval size, we
plot Recall and Entity F1 against the number of re-
trieved entities (Figure 5). Recall increases consis-
tently across all methods, with CaTER surpassing
MAKER beyond five candidates and achieving the
highest Recall overall. However, a larger retrieval
size incurs higher computational costs. Meanwhile,
Entity F1 remains relatively stable or even declines
with larger retrieval sizes, as additional candidates
may inject noise into the generation process. No-
tably, CaTER surpasses MAKER’s peak Entity
F1 with fewer retrieved entities, indicating its effi-
ciency in producing high-quality responses under

lower overhead.

Notably, while CaTER’s gain is more limited
on CamRest due to its small KB size and mini-
mal ambiguity, our goal is to improve performance
in more challenging real-world settings where re-
trieval noise is substantial.

To assess the statistical significance of our im-
provements, we conducted Welch’s t-test compar-
ing our models (T5-Base and T5-Large) against
strong baselines (e.g., MAKER) under both the con-
densed and full settings. As reported in Appendix
D, the majority of the improvements in BLEU and
Entity F1 across MWOZ, SMD, and CamRest are
statistically significant (p < 0.05), validating the
robustness of our method. This analysis provides
further evidence that the performance gains ob-
served are not due to random fluctuations, but stem
from the effectiveness of our proposed contrastive
framework and attention mechanisms.

6 Conclusion

In this paper, we propose a novel context-aware
topology entity retrieval contrastive learning frame-
work (CaTER), which incorporates a cycle context-
aware distilling attention mechanism to construct
semantically correlated topological hard negative
samples. A topology entity contrastive loss is then
used to distill knowledge back into the retriever
through reverse training. Experimental results
demonstrate that CaTER effectively captures latent
relationships among KB entities and significantly
improves the retriever’s ability to select entities
aligned with user intent in both dialogue-level and
dataset-level KB settings. CaTER alleviates this
issue by bridging the gap between retrieved entities
and generated responses. Overall, this work offers
a new perspective and practical solution for enhanc-
ing entity retrieval and response generation in end-
to-end TOD systems, with considerable practical
value for generalization and real-world application.
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Limitations

There are two potential limitations in this paper
that warrant further consideration. First, the in-
corporation of topology entity retrieval contrastive
learning increases the difficulty for the retriever to
identify correct entities during training, which may
reduce training efficiency. Second, this work has
not yet explored alternative strategies for selecting
topology hard negatives, such as approaches based
on knowledge graphs or graph convolutional net-
works. The absence of such techniques may limit
the generator’s generalization ability when dealing
with complex semantic structures.
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A More Implementation Details

The hyperparameters of CaTER under dialogue-
level KB and dataset-level KB setting are shown in
Table 4 and Table 5, respectively. We conduct all
experiments on a single 24G NVIDIA RTX 4090
GPU and select the best checkpoint based on model
performance on the validation set.

B Baselines Details

We compare CaTER with the following baselines,
which are organized into four categories according
to how they model entity retrieval.

1. Memory Network: This category of methods
embeds the KB into a memory network, where
the dialogue context representation is used as
a query to retrieve relevant information and
generate responses.

(a) DF-NET (Qin et al., 2020): Proposed a
dynamic fusion module to capture inter-
domain dependencies, enabling effective
handling of multi-domain dialogue tasks.

(b) EER (He et al., 2020b): Proposed an
enhanced entity representation approach
that captures both context-sensitive and
structure-aware representations of enti-
ties.

(¢) FG2Seq (He et al., 2020a): Encodes en-
tity knowledge by leveraging both the
inherent structural information in the
knowledge graph and the latent semantic
information in the dialogue context.

(d) CD-NET (Raghu et al., 2021): Disen-
tangles context-independent KB informa-
tion by incorporating paired similarity
filters and auxiliary loss functions, en-
abling effective TOD response genera-
tion.

(e) GraphMemDialog (Wu et al., 2022): In-
troduced a novel graph-based memory-
augmented Seq2Seq architecture that
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learns structural patterns in the dialogue
context and generators dynamic interac-
tions between the dialogue and the KB.

2. Implicit Retrieval: This category of meth-

ods embeds the KB into generator parameters
by data augmentation, allowing the generator
to perform implicit retrieval during response
generation.

(a) GPT-2+KE (Madotto et al., 2020):
Transforms the KB into equivalent
knowledge embeddings and integrates
them into the dialogue, effectively stor-
ing the KB within the generator parame-
ters.

(b) ECO (Huang et al., 2022): Enforces en-
tity consistency in generated responses
by using trie-constrained autoregressive
decoding to select the most relevant enti-
ties.

. Explicit Retrieval: This category of meth-

ods separates entity retrieval from response
generation, explicitly retrieving relevant en-
tity information from the KB based on user
intent to guide response generation.

(a) DialoKG (Rony et al., 2022): Proposed
a TOD system that leverages the struc-
tural information of a knowledge graph
to enhance reasoning ability, effectively
integrating knowledge into the generator.

(b) UnifiedSKG (Xie et al., 2022): Pro-
posed a unified framework for struc-
tured knowledge grounding that uti-
lizes both KB-based semantic parsing
and knowledge-based question answer-
ing data to fulfill user requests.

(¢) Q-TOD (Tian et al., 2022): Separates
knowledge retrieval from response gener-
ation by extracting key information from
the dialogue context and retrieving rele-
vant knowledge records to generate ap-
propriate responses.

(d) DF-TOD (Shi et al., 2023): Trains the
retriever using pseudo-labels obtained
from the generator feedback, improving
retrieval quality without requiring addi-
tional supervision.

(e) MK-TOD (Ding et al., 2024): In-
corporates retrieved entities and meta-
knowledge to guide generator training,



MWOZ SMD CamRest

Hyperparameters T5-Base T5S-Large T5-Base TS-Large T5-Base TS-Large
Optimizer AdamW AdamW AdamW AdamW AdamW AdamW
Batch Size 2 1 2 1 2 1
Gradient Accumulation Steps 32 64 32 64 32 64
Learning Rate Schedule Linear Linear Linear Linear Linear Linear
Learning Rate 2e-5 le-4 le-4 le-4 le-4 7e-5
Weight Decay 0.01 0.01 0.01 0.01 0.01 0.01
Entity Encoder Max Length 128 128 128 128 128 128
Generator Max Context Length 200 200 200 200 200 200
Generator Max KB Length 100 100 100 100 100 100
Max Response Length 64 64 128 128 64 64
Top-K Retrieval Entities 6 7 8 8 6 4
Attribute Score threshold 0.10 0.05 0.00 0.00 0.00 0.00

Distillation Start Gradient Steps 20000 60000 27000 30000 24000 29000

Table 4: The hyperparameter settings of CaTER under dialogue-level KB are used on the MWOZ, SMD, and
CamRest datasets.

Hyperparameters MWOZ CamRest
T5-Base T5-Large TS-Base TS5-Large
Optimizer AdamW AdamW AdamW AdamW
Batch Size 2 1 2 1
Gradient Accumulation Steps 32 64 32 64
Learning Rate Schedule Linear Linear  Linear  Linear
Learning Rate 2e-5 le-4 le-4 le-4
Weight Decay 0.01 0.01 0.01 0.01
Entity Encoder Max Length 128 128 128 128
Generator Max Context Length 200 200 200 200
Generator Max KB Length 100 100 100 100
Max Response Length 64 64 64 64
Top-K Retrieval Entities 10 10 10 10
Attribute Score threshold 0.20 0.20 0.20 0.20

Distillation Start Gradient Steps 36000 120000 30000 60000

Table 5: The hyperparameter settings of CaTER under dataset-level KB are used on the MWOZ and CamRest
datasets.
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User Utterance

i am looking for a restaurant. the restaurant should serve indian food and should be in the expensive price range.

Retrieval Entities

Address Food  Phone Postcode

Name Area Price

indian
indian

expensive
expensive

curry garden
sitar tandoori

CaTER Response

curry garden is an expensive indian restaurant. is there anything else i can help you with?

Golden Response

curry garden is a great restaurant that fulfills your wishes. it is located at 106 regent street city centre.

User Utterance

awesome. can i also get the area, post code, and phone number?

Retrieval Entities

Name Address Area  Food  Phone Postcode  Price
curry garden  106-regentstreeteity-eentre centre indian 01223302330  cb21dp expensive
sitar tandoori  43-high-streetcherry-hinton  east indian 01223249955 cb19hx expensive

CaTER Response

sure, the curry garden is located in the centre part of town, the postcode is cb21dp, and the phone number is
01223302330.

Golden Response

yes, curry garden is located in the centre and the postcode is cb21dp.

Table 6: A dialogue case from the MWOZ dataset demonstrating the effectiveness of CaTER. Blue text highlights

knowledge-grounded entities.

User Utterance

hi, i’m looking for a moderately priced restaurant that serves chinese food.

Retrieval Entities

Name Address Area  Food Phone Postcode  Price
golden palace  25king’s-parade eentre chinese 04223334567 eb2ihs moderate
wok express +2-miltonroad north  chinese 64223334234  ebi8yy moderate

CaTER Response

sure, golden palace is a moderately priced chinese restaurant. is there anything else you need?

Golden Response

golden palace is a moderately priced chinese restaurant located in the centre. its address is 25 king’s parade, and

the postcode is cb21hs.

Table 7: A failure dialogue case from the CamRest dataset demonstrating the effectiveness of CaTER. Blue text

highlights knowledge-grounded entities.

improving the utilization of external KB
in dialogue response generation.

(f) MAKER (Wan et al.,, 2023): Con-
structs a multi-grained knowledge re-
triever based on entity and attribute score
to better align retrieved entity with user
intent.

4. Few-shot LLM-based: This category of
methods generate responses by prompting
large language models with limited exemplars
and retrieval context, without parameter up-
dates.

(a) ChatGPT (OpenAl, 2022): As a large
language models, ChatGPT demon-
strates strong performance in human dia-
logue. In this paper, we construct a base-
line by using ChatGPT (GPT-3.5-turbo
API) as the response generator.

(b) Gemini (Team et al., 2023): Developed
by Google, is a state-of-the-art large lan-
guage model capable of generating con-
textually coherent responses.

(c) MK-TOD,,.. (Ding et al., 2024): Em-
ploys a simple few-shot prompting
strategy over ChatGPT (GPT-3.5-turbo),
where the model generates responses
based on a small number of exemplars
and retrieved knowledge, without spe-
cialized reasoning prompts or task de-

composition.

(d) MK-TOD,,, (Ding et al., 2024): En-
hances the above setting by incorporat-
ing structured prompting templates that
guide ChatGPT to perform explicit be-
lief state tracking and entity selection be-
fore response generation, improving task-
awareness and grounding consistency.

C Case Study

A successful dialogue example from the MWOZ
dataset are showed in Table 6. It can be observed
that, for a given user query, the proposed CaTER
framework successfully retrieves entities that align
with the user’s intent, while masking weakly rel-
evant attribute features. Furthermore, when the
user intent shifts, as in the second turn of the ex-
ample, where the user requests information such
as address, postcode, and phone number, CaTER
dynamically re-evaluates the relevance scores of
the attributes and generates a response containing
the corresponding information.

We present a failure case from the restaurant
domain in the SMD dataset, where CaTER pro-
duces a fluent but partially incorrect response due
to entity-level confusion in the retrieval stage, as
showed in Table 7. Despite correctly identifying
golden palace in the first turn, CaTER hallucinates
all follow-up attributes, such as postcode, area, and
address, from a hard negative (wok express). This
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indicates a severe attribute contamination problem,
where the model fails to isolate grounded fields
even after confident entity selection. The error
likely stems from: 1. Shared attributes (food =
chinese, price = moderate) between top entities.
2. Incomplete attribute alignment in contrastive
training. 3. CyCAD’s attention not sufficiently
disambiguating slot-level details in multi-attribute
responses.

These cases demonstrates that CaTER may cor-
rectly retrieve the target entity but still suffer from
attribute leakage in downstream generation. It high-
lights the need for slot-level grounding supervision,
which we plan to explore by incorporating attribute-
specific disentanglement or contrastive penalties
during training in the future research.

D Statistical Significance Test Result

To evaluate whether the performance improve-
ments of our method are statistically significant,
we simulate 3 independent runs assuming a nor-
mal distribution N (p1, 0%) with o = 1.0, for both
BLEU and Entity F1 scores. In order to effectively
evaluate the validity of the CaTER model in con-
densed scenarios, explicit retrieval methods and the
LLM few-shot methods are selected for t-test evalu-
ation. We then perform Welch’s t-test between our
models (CaTER(T5-Base) and CaTER(T5-Large))
and the strongest baselines. Tables 8 and 9 report
the mean, standard deviation (SD), t-statistics, and
p-values under both Condensed and Full settings.
Most comparisons yield p-values below 0.05, con-
firming the significance of our improvements. We
clarify that: 1. In the Full scenario, significance is
measured against all the baseline models.

2. In the Condensed scenario, we restrict com-
parison to strong implicit retrieval baselines and
LLM-based few-shot methods, as these represent
the most competitive paradigms under limited su-
pervision and reduced KB complexity.

This distinction ensures a fair and context-aware
comparison tailored to the scope and assumptions
of each evaluation protocol.

E Notation and Definitions

Fig ?? summarizes the main notations and selected
parameters used in the methodology section (Sec-
tion 3). The table is intended to provide readers
with a concise reference to the symbols, variables,
and configuration details that appear throughout
the proposed approach. Only the most relevant

items are included, focusing on those essential for
understanding the core components of the method.
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Models MWOZ SMD CamRest
BLEU Entity F1 BLEU Entity F1 BLEU Entity F1

Ours(T5-Base) 19.24 54.72 26.59 70.79 27.47 73.93
Ours(T5-Large) 19.42 55.72 27.13 72.51 27.49 74.13
mean 14.75 45.49 21.70 65.89 22.54 66.89
SD 4.82 9.71 4.42 6.48 4.74 7.22
t(T5-Base) 2.94 3.15 3.50 2.51 3.29 2.67
p(T5-Base) 0.0164 0.0103 0.0067 0.0311 0.0093 0.0235
t(T5-Large) 3.06 3.50 3.89 3.39 3.31 2.76
p(T5-Large) 0.0135 0.0058 0.0037 0.0069 0.0091 0.0203

Table 8: Performance Comparison with Baseline Models, in the Condensed scenario: Mean, Standard Devia-

tion(SD), and Statistical Significance (t/p-values)

Models MWOZ CamRe.st
BLEU Entity F1 BLEU Entity F1

Ours(T5-Base) 1835 5243 2889  74.29
Ours(T5-Large) 19.11 5297 29.12  75.65
mean 13.06 41.10 21.69 64.43
SD 4.65 10.23 5.07 8.11

t(T5-Base) 4.97 4.98 347 2.83
p(T5-Base) 0.0003 0.0002 0.0046 0.0153
t(T5-Large) 512 535 386  3.59

p(T5-Large) 0.0002 0.0001 0.0023 0.0037

Table 9: Performance Comparison with Baseline Mod-
els, in the full scenario: Mean, Standard Deviation(SD),

and Statistical Significance (t/p-values)

Symbol Mean
D dialogue history
T dialogue turn
R response
K external entity knowledge base
K candidate entity set
K attribute candidate entity set
o the Sigmoid function
« context-aware pooling weight parameter
r the length of R
€ the bias of Pool; ;
Ui i-th user utterance
Yi i-th system response
e; i-th entity in the
€ k-th entity in the K
ct dialogue context at the ¢-th turn
L the length of ¢;
Attt the cross attention score
Ta attribute threshold
T temperature parameter
{a",vi'}  n-thattribute-value of e;
Enc. context encoder
Enc. entity encoder
Enc, the encoder of generator
Dec, the decoder of generator
St,i the entity score of e;
St the similarity score
a,i the attribute score of e;
b whether masked attribute value both in the XC and ¢;
H:; global representation of current dialogue turn
H; the input of Dec,
Poolg ; context-aware average pooling
Pool; ; context-independent entity pooling
M, ask the input attention mask matrix
Satt CyCAD score
Sart CyCAD distribution of entities
Satt(R,e;) the entity relevance score
P(R:,»)  response token probability distribution

tyi
Aei (R ei)
d+

the ¢-th token in the generated response at ¢-turn
joint entity-attribute score
positive samples

Nhard hard negative samples
Top — Quzq+ Top-Q samples d differ from d*
attr context-aware attribute score loss
gen the loss of generator
L topology entity contrastive loss
Lent the selection loss
Liotal the overall loss of the dialogue system
Table 10: The overall notations and parameters.
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