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Abstract

Psychometric tests, traditionally used to assess
humans, are now being applied to Large Lan-
guage Models (LLMs) to evaluate their behav-
ioral traits. However, existing studies follow
a context-free approach, answering each ques-
tion in isolation to avoid contextual influence.
We term this the Disney World test, an artifi-
cial setting that ignores real-world applications,
where conversational history shapes responses.

To bridge this gap, we propose the first Context-
Aware Personality Evaluation (CAPE) frame-
work for LLMs, incorporating prior conver-
sational interactions. To thoroughly analyze
the influence of context, we introduce novel
metrics to quantify the consistency of LLM re-
sponses, a fundamental trait in human behavior.

Our exhaustive experiments on 7 LLMs reveal
that conversational history enhances response
consistency via in-context learning but also in-
duces personality shifts, with GPT-3.5-Turbo
and GPT-4-Turbo exhibiting extreme devia-
tions. While GPT models are robust to question
ordering, Gemini-1.5-Flash and Llama-8B
display significant sensitivity. Moreover, GPT
models response stem from their intrinsic per-
sonality traits as well as prior interactions,
whereas Gemini-1.5-Flash and Llama-8B
heavily depend on prior interactions. Fi-
nally, applying our framework to Role Playing
Agents (RPAs) shows context-dependent per-
sonality shifts improve response consistency
and better align with human judgments.'

1 Introduction

Large Language Models (LLMs) have made sig-
nificant advances in generating human-like text
(Spangher et al., 2024; Ou et al., 2024). Mov-
ing beyond linguistic fluency, this raises the fun-
damental question: “How human-like are LLMs?”
Researchers are utilizing psychometrics to assess

'Our code and datasets are publicly available at: https:
//github.com/jivnesh/CAPE
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Figure 1: Illustration of the difference between exist-
ing context-free (left) and the proposed context-aware
(right) evaluation framework. In the left setting, each
question is asked independently, with no prior history
(indicated by a different background color). In the right
setting, all questions are part of the same session, where
prior answers can influence future responses.

whether LLMs exhibit human-like personality traits
(Huang et al., 2024b; Serapio-Garcia et al., 2023).
This question is crucial in contexts where LLMs
may act as human proxies in surveys (Dillion et al.,
2023; Harding et al., 2024) or personalized human-
Al interactions (Tseng et al., 2024).

Psychology provides well-established personal-
ity assessment frameworks, such as the Big Five
Personality model (McCrae and John, 1992), which
evaluate individuals through a series of questions
rated on a Likert scale. Analogously, LLMs are
assessed using a zero-shot multiple-choice ques-
tion (MCQ) format (§2). However, the reliability
of these assessments remains a subject of debate.
Some researchers advocate for methodologies that
measure intrinsic personality traits in LLMs (Jiang
et al., 2023; Wang et al., 2024b; Yang et al., 2023;
Jiang et al., 2024), while others highlight incon-
sistencies stemming from prompt sensitivity (Shu
et al., 2024; Gupta et al., 2024; Song et al., 2023).

We identify a critical research gap in existing
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research: LLM personality assessments are con-
ducted in an isolated, context-independent manner.
We term this the Disney World test setting, where
each question is answered without influence from
prior responses. In contrast, real-world applica-
tions of LLMs necessitate exposure to conversa-
tional history. Before deploying LLMs in critical
domains such as education and healthcare, it’s vital
to understand how conversational history impacts
personality assessments.

To bridge this gap, we propose the first Context-
Aware Personality Evaluation (CAPE) framework,
where prior questions and responses are retained in
the conversational history to evaluate their impact
on LLM personality (§3.1). To thoroughly analyze
the influence of context, we assess response consis-
tency, a fundamental human trait, by introducing
various inconsistency factors related to prompt sen-
sitivity such as temperature, option wording, option
order, instruction and item paraphrasing. To quan-
tify this consistency, we present novel metrics that
measure the response pattern similarity across mul-
tiple LLM runs (§3.2).

Our key findings on the impact of context on
LLM personality are: Prior conversational his-
tory enhances response consistency by serving
as few-shot in-context learning (§6.1). How-
ever, introducing context leads to deviations in re-
sponses compared to context-independent setting,
with GPT-3.5-Turbo and GPT-4-Turbo exhibiting
extreme personality shifts (§6.2). Additionally,
GPT models maintain intrinsic personality despite
contextual influence, whereas Gemini-1.5-Flash
and Llama-3.1-8B rely heavily on prior conver-
sation (§6.3). While these GPT models remain
robust to question ordering, Gemini-1.5-Flash
and Llama-3.1-8B display significant sensitivity
(§6.4). Finally, we demonstrate our framework
on Role Playing Agents (RPAs) and show context-
dependent personality shifts improve response con-
sistency and better align with human scores (§6.5).
Our key contributions are:

* To the best of our knowledge, we introduce
the first Context-Aware Personality Evalua-
tion (CAPE) framework, demonstrating its
role in enhancing consistency (§3).

* We propose novel metrics to quantify the con-
sistency of LLM in assessments (§3.2).

* We conduct an in-depth analysis of how con-
text influences LLM’s personality (§6).

2 Preliminaries: LLM’s Personality Test

The Big Five personality framework (McCrae
and John, 1992; John and Srivastava, 1999)
characterizes human personality using 5 fun-
damental traits: QOpenness (artistic, imagina-
tive), Conscientiousness (organized, thorough),
Extraversion (assertive, talkative), Agreeableness
(appreciative, kind), and Neuroticism (anxious,
worrying), collectively known as OCEAN. Follow-
ing earlier works (Huang et al., 2024a; Jiang et al.,
2023; Zhou et al., 2023), we assess the personal-
ity of an LLM by formulating the evaluation as a
zero-shot multiple-choice question-answering task.
Each assessment item consists of a self-descriptive
statement and a set of response options. The model
is prompted to evaluate how accurately the state-
ment aligns with its personality by selecting the
most appropriate response. The prompt for it as:

Given a statement about yourself: “You
{Item}.” Please select the most accurate
description of how well this statement
applies to you from these options:

(A) Very Accurate

(B) Moderately Accurate

(C) Neither Accurate Nor Inaccurate
(D) Moderately Inaccurate

(E) Very Inaccurate

where the Item describes behavioral tendency from
a second-person perspective. Each item corre-
sponds to one of the 5 OCEAN dimensions and
is either positively (+Key) or negatively (-Key) re-
lated to that dimension. For example, (—0O): “Do
not like poetry” and (+0): “Love to daydream’
are negatively and positively correlated to open-
ness, respectively.

The responses are numerically scored based on
their alignment with the corresponding trait dimen-
sion. If an item is positively correlated, options
(A) to (E) are scored from 5 to 1; otherwise, if
negatively correlated, they are scored from 1 to 5.
For an assessment consisting of m items, the se-
quence of scores assigned to an LLLM’s responses
forms a scoring trajectories, which serve as the
foundation for consistency analysis in our proposed
framework. Mathematically, we define the scoring
trajectory as, 7 = [s1, S2, . . ., Si] Where T is the
scoring trajectory of the LLM, s; is the score as-
signed to the LLM’s response for item ¢ and m is
the total number of items. This trajectory captures

1
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the model’s response pattern across all items and
is later utilized in our framework to analyze the
consistency of LLM-generated personality.

For a given OCEAN trait d (where d €
{O,C,E, A, N}), the trait score of an LLM is
computed as the average score across all items as-
sociated with that dimension: Sy = N%i Zévzdl Sis
where S, is the OCEAN score for trait d, Ny is
the total number of items related to trait d, s; is
the score assigned to the LLM’s response for item
i. The final OCEAN score of an LLM consists
of the 5 computed scores (So, Sc, Sg, S4,SN),
which provide a quantitative representation of the
model’s personality tendencies. We also consider
all permutations of OCEAN to make its associated
trajectory order invariant (§3.2). These trajectories
are then analyzed for consistency and alignment.

3 The Proposed Framework:
Context-Aware Personality Evaluation

In our proposed framework, we introduce a
Context-Aware Personality Evaluation (CAPE),
where prior questions and responses are retained
in the conversational history. To analyze the im-
pact of context, we evaluate response consistency,
a fundamental human trait, by considering various
inconsistency factors related to prompt sensitivity,
such as temperature, option wording, option order,
instructions, and item paraphrasing. Finally, we
introduce novel metrics to quantify this response
consistency by measuring the similarity of response
patterns across multiple LLM runs. We recognize
that “context” can indeed encompass various di-
mensions, including interlocutor attributes or exter-
nal databases, as indicated in broader NLP research.
However, our study specifically focuses on the in-
fluence of conversational history on personality
assessments in LLMs, since our primary objective
is to capture the influence of conversational history.

3.1 Context-Aware Evaluation

Traditional LLM personality assessments treat re-
sponses in isolation, ignoring prior interactions.
However, real-world applications involve multi-
turn conversations where the context shapes re-
sponses. To bridge this gap, we propose a context-
dependent personality assessment framework that
retains prior exchanges while answering new ques-
tions (Figure 1). This approach enables a more real-
istic evaluation by assessing whether LLMs main-
tain consistent personality traits or shift based on

context—critical for applications like Al tutoring,
virtual assistants, and social chatbots. Formally,
let @ = {q1,92,...,9m} be a set of personality
assessment questions and R = {ry,ra,..., 7}
the corresponding LLM responses. At any time
step t, the conversational history is defined as
Hi 1 = {(q1,71),(q2,72), ..., (qt—1,7¢-1)}, and
the LLM’s response function becomes r; =
f(qt, H¢—1), incorporating prior interactions.

Inconsistency Factors We introduce 5 sensitivity
factors: temperature, option wording, option order,
instruction, and item paraphrasing—each with 3
variants. For each variant, we generate 3 scoring
trajectories using the same question order across
independent LLM runs. We assess response con-
sistency with multiple metrics, with temperature
set to 0 except when testing its sensitivity. Refer to
Appendix D for detailed prompts and examples.
(1) Stability: We establish a baseline by running
the assessment 3 times without sensitivity factors,
providing a reference for their impact.

(2) Temperature: We test 3 temperature values:
0.5,1, and 1.5. While prior studies commonly use
a default temperature of 0, real-world applications
may require non-zero temperatures for more dy-
namic and adaptable behavior (Lee et al., 2025).
(3) Option Wording: We experiment with 3 para-
phrased versions of each option while maintaining
semantic equivalence (Shu et al., 2024). For exam-
ple, “Strongly agree” is reworded as “Completely
Aligned” and “Perfectly Compatible.”

(4) Option Order: We explore three ordering vari-
ations: original order (A B C D E), reverse order
(ED CBA), and arandomized order (CBD A E)
(Gupta et al., 2024; Song et al., 2023).

(5) Instruction: Previous studies have used differ-
ent instruction formulations for personality eval-
vation (Huang et al., 2024a; Jiang et al., 2023;
Serapio-Garcia et al., 2023). We assess consistency
across 3 variations of the instruction prompt.

(6) Item Paraphrasing: Using GPT4, we generate
2 paraphrased versions of each item (Huang et al.,
2024a). For example, the original item “Worry
about things” is reworded as “Have anxiety about
situations” and “Stress over issues.” We manually
verify paraphrased items for semantic fidelity to
preserve its validity and reliability.

3.2 The Proposed Consistency Metrics

Standard consistency metrics that measure ex-
act response agreement (Atil et al., 2024) or Eu-
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clidean distance between trajectories overlook par-
tial agreement and contextual dependencies be-
tween scores, treating all divergences equally. In
response, we propose 2 novel metrics: Trajectory
Consistency (TC) and OCEAN Consistency (OC).
Our metrics focus on capturing the similarity in
patterns of responses across multiple runs. By ap-
plying Gaussian Process Regression (GPR) inde-
pendently on each trajectory, we account for both
the responses and their interactions with neighbor-
ing questions. Our metrics assess consistency by
evaluating the ratio of the intersection to the union
of the posterior predictive distribution’s support at
each point. A higher consistency corresponds to
a greater overlap (intersection) of confidence in-
tervals, while increased inconsistency results in a
larger union (wider spread) of these intervals. This
proportional relationship provides a clear measure
of how consistent the model’s responses are across
different assessment runs.

Trajectory Consistency (TC): Trajectory con-
sistency refers to the similarity between three scor-
ing trajectories produced when the same LLM takes
the same psychometric test three times. Incon-
sistencies often arise due to inherent stochasticity
in LLM outputs, sensitivity to prompt variations
(e.g., option wording, order, or instructions), and
lack of contextual grounding—all of which can
cause response shifts despite an unchanged assess-
ment. This is problematic because, like humans, a
stable personality should yield consistent answers
across repeated assessments; fluctuations under-
mine the reliability and interpretability of model
behavior. Each LLM is assessed three times, pro-
ducing three scoring trajectories. A trajectory is
considered more consistent when these are closer
in pattern and distance, which we quantify using
our proposed Trajectory Consistency metric. A
higher score indicates greater response stability.
Each scoring trajectory 7; represents an inde-
pendent run of the LLM’s personality assessment,
where i € {1,2,3}. Each trajectory consists of
pairs (z¢,y;4) fort € {1,...,m}, where x; is the
index of ¢-th question, and y; ; is the score assigned
in the i-th run. We apply a moving average filter
with a window size w? for outlier denoising: Uit =
% Z;’;()l Yi,t—1, followed by mean normalization:
Uit = %;7:“’ where p; and o; are the mean and
standard deviation of the corresponding smoothed

>We use w = 4 based on our hyper-parameter tuning.

trajectory. Then, we model each normalized trajec-
tory using GPR as f;(z) ~ GP(ui(x), ki(z, 2")),
where p;(z), k;(x,2') are mean and kernel func-
tion.> It gives the posterior predictive distribu-
tion at each z; as f;(z1) ~ N(ui(xe), 02 (x1)),
where j1;(21), o7 (z+) are posterior mean and vari-
ance respectively. We define support interval as
Si(xs) = [Li(xt), Us(24)].* The intersection of all
3 supports at xy is

Wint(z¢) = max ((), miin Ui(ze) — max Li(zt)) (1)

The union of all supports is computed by first sort-
ing the support intervals in ascending order based
on their lower bounds and then iteratively merging
the overlapping intervals followed by summing the
lengths of all merged, non-overlapping supports as

Wanion(z) = > (U7 (@) — L7 (@))) - @)
j
where U;nerge‘i(:ct) and L;nerged(xt) represent the
upper and lower bounds of the merged segments.
Finally, consistency score T'C' is calculated as

Wine(z+)
Wanion (¢)
OCEAN Consistency (OC): We obtain an
OCEAN score from each scoring trajectory (§2)
and write it as: s; = (0;,C;, E;, A, N;), @ €
{1,2,3} We generate all possible orderings of
the 5 traits to make this representation order in-
variable as P(s;) = {m; (sl)}?':1 = {si; }iol
Then, we build a time series by appending each
permuted sequence s; ; for the i-th trajectory as:
Ti = {(z4,yi5t) i’lemo, where y; ; ; represents the
score at position ¢ in the permuted sequence s; ;.
This transformation makes the series representa-
tion order-invariant. Then, we plug this series in
the above formulation to obtain the consistency
score. We call this as OCEAN consistency score.

TC = -

Tm Jo

dx. 3)

4 Experimental Setup

Datasets: We use 2 datasets: the Machine Per-
sonality Inventory (MPI) (Jiang et al., 2023) (§5),
licensed under MIT, which includes 120 items from
the International Personality Item Pool (IPIP) and
its IPIP-NEO adaptations (Goldberg, 1999; Mc-
Crae and Costa, 1997), and the Big Five Inventory
(BFI) (§6.5) with 44 items (Lang et al., 2011).

3We use the Radial Basis Function kernel and automate
hyper-parameter tuning with the scikit-learn library.

*For example, for the 95% confidence region, Li(z:) =
wi(xe) — 1.960; (), Ui(ze) = pi(we) + 1.960; (x¢).
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Construct validity and reliability of the psy-
chometric instruments used: We would like to
clarify that our work does not introduce new psy-
chometric instruments, but rather builds on top of
well-established ones in a more realistic, context-
dependent evaluation setting. The validity and re-
liability of these instruments—such as the IPIP
and BFI—have already been demonstrated in prior
work on LLMs under context-independent settings.
For example, Serapio-Garcia et al. (2023) con-
ducted a large-scale study across 18 LLMs showing
strong construct validity and reliability of psycho-
metric assessments. Similarly, ? reported high con-
vergent validity between LLM-based and human-
reported personality scores. Moreover, a growing
body of research (Jiang et al., 2023; Wang et al.,
2024b; Yang et al., 2023; Jiang et al., 2024) has con-
sistently applied these psychometric instruments to
LLMs, further reinforcing their validity and relia-
bility. Our framework builds directly on these vali-
dated instruments, differing only in that it adopts
a human-like interaction setting where conversa-
tional history is retained.

Systems: To evaluate LLM personality and
enhance the generalizability of our findings,
we select 7 diverse LLMs that vary in archi-
tecture, alignment strategies, and model size::
GPT-3.5-Turbo (OpenAl, 2022), GPT-4-Turbo
(OpenAl, 2024), Gemini-1.5-Flash (Team
et al.,, 2024), Claude-3.5-Haiku (Anthropic,
2024) and LLaMA-3.1-8B, Llama-3.3-70B,
Llama-3.1-405B (Meta, 2024).

Evaluation Metrics We evaluate the following
metrics on 3 scoring trajectories 7;, where i €
{1,2, 3} defined over m time steps:

* TAR(T): The Total Agreement Rate (TAR)
(Atil et al., 2024) measures the percentage
of questions where the scores across 3 scor-
ing trajectories are identical at each time step.
TARis definedas 2 >0 | 1(Tix = Top =
T3x), where 1(-) is the indicator function,
which is 1 if the scores at time step k across
all 3 trajectories are identical, and O otherwise.
Higher TAR indicates higher consistency.

* ED({): The average pairwise Euclidean Dis-
tance (ED) measures divergence, with lower
values indicating higher consistency.

1 m
ED=2000 2
k=1 (i,9)€
{(1,2),(1,3),(2,3)}

I1(Tik — Ti6)ll (4

e TC(T) and OC(T): Refer to §3.2 for details.
Higher values indicates higher consistency.

We use multiple metrics to ensure a comprehensive
evaluation. Each metric captures a unique aspect of
trajectory consistency and may not correlate with
others. TAR evaluates exact pointwise agreement,
ED quantifies pairwise deviations per question and
TC measures scoring pattern similarity. A model
can have low TAR, high ED, yet high TC. Similarly,
OC is sensitive to response of specific questions
and may not align with other metrics.

5 Results

Table 1 shows the results of 7 LLMs on the MPI
dataset, evaluated under context-dependent and
context-free settings across 5 inconsistency fac-
tors, each with 3 variations. We use 4 metrics
to assess consistency, with the best results high-
lighted in green. Overall, context-dependent evalu-
ation improves consistency, as shown by the green-
marked values. In stability, GPT-3.5-Turbo and
GPT-4-Turbo are inconsistent even at temperature
0, unlike Gemini-1.5-Flash and L1ama-3.1-8B,
but context-dependent evaluation improves their
consistency.” In the temperature factor, the context-
dependent setting enhances consistency across all
models except L1ama-3.1-8B, which exhibits un-
stable trajectories and struggles to effectively lever-
age context, likely due to its smaller size. For
option wording and option order, the context-
dependent setting consistently outperforms the
context-free setting. In terms of instruction sensitiv-
ity, GPT-4-Turbo shows reduced consistency in the
context-dependent setting due to its heavy instruc-
tion tuning, which leads to deviations from seman-
tically similar instructions (Zhou et al., 2024; Strib-
ling et al., 2024). Similarly, L1ama-3.1-8B is also
sensitive to instruction variations. Regarding item
paraphrasing, GPT-3.5-Turbo does not perform
better context-dependent, supporting prior research
on its sensitivity to paraphrasing (Zhou et al., 2024;
Haller et al., 2024). L1ama-3.1-8B shows similar
performance in both settings. Among the LLaMA
variants, larger models exhibit noticeably stronger
consistency than their smaller counterparts (e.g.,
LLaMA-3.1-8B), providing further support for our
hypothesis that model size contributes to stable per-
sonality expression in context-rich settings. In sum-
mary, when the context-free setting outperforms the

SOpenAl states: “Chat completions are non-deterministic.”
Models are inconsistent even with a fixed seed.
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context-free

context-dependent

LLM system Sensitivity factors | TAR() ED(}) TC(f) OC(1) | TAR(t) ED(l) TC() OC(?)
Stability 86.67 0.16 2834 77.88 91.67 0.08 72.89 91.46
Temperature 40.83 0.76 38.60  63.67 71.67 0.26 47.26 85.25
GPT-3.5-Turbo Optiop Wording 11.67 0.71 39.08 67.04 | 70.00 0.28 47.94  87.10
Option order 11.67 0.78 3282 6348 59.17 0.33 39.30 83.26
Instructions 25.83 0.95 17.74  66.82 20.83 0.74 34.71 71.50
Item paraphrasing | 71.67 036 3474 68.64 | 60.00 0.41 3350  77.28
Stability 84.17 023 3950  90.62 | 92.50 0.17 69.31 90.24
Temperature 70.83 0.39 49.15  83.74 90.00 0.12 76.52 91.62
GPT-4-Turbo Option Wording 69.17 0.40 3392  81.65 92.50 0.16 65.54 88.87
Option order 45.00 099 1733 72.00 | 90.83 0.18 68.30  90.45
Instructions 52.50 0.63  23.65 7570 | 32.50 0.97 3290 7131
Item paraphrasing | 54.17 0.62 28.59 8248 85.00 0.34 50.73 80.29
Stability 100.00 0.00  100.00 100.00 | 100.00 0.00 100.00  100.00
Temperature 90.00 0.08  71.56 9293 | 93.33 0.07 7486  88.66
Gemini-1.5-Flash Option Wording 59.17 035 4529 7624 | 75.83 021  50.67  82.07
: Option order 36.67 0.57 3090 76.56 40.83 0.47 42.01 78.91
Instructions 45.83 0.48 3501  78.30 65.83 0.38 31.39 71.36
Item paraphrasing | 57.50 0.38 3398 78.75 65.00 0.37 34.76 70.43
Stability 100.00 0.00 100.00 100.00 | 100.00  0.00 100.00  100.00
Temperature 71.67 0.23 51.57 85.31 67.50 0.24 32.86 76.28
Claude-3-5-Haiku Option Wording 25.00 0.88 19.96  68.03 34.17 0.49 18.18  67.61
Option order 24.17 1.04 1735 74.02 4333 0.49 1771 63.96
Instructions 25.83 0.74 23.17  71.35 32.50 0.55 8.21 67.49
Item paraphrasing | 28.33 0.84 19.53 83.21 65.00 0.26 19.17 66.19
Stability 100.00  0.00  100.00 100.00 | 100.00  0.00  100.00  100.00
Temperature 40.00 0.76 30.13  76.73 24.17 1.00 25.75 67.59
Llama-3.1-88 Option Wording 39.17 0.73 3432 8474 45.83 0.51 38.92 83.32
: Option order 8.33 1.17 17.67  71.23 25.83 0.68 23.48 73.43
Instructions 39.17 076 30.71  79.37 16.67 0.81 3834 7426
Item paraphrasing | 55.00 0.54 3837 85.87 50.83 0.52 41.64 78.62
Stability 99.17 0.01 96.34  98.08 100.00 0.00 100.00  100.00
Temperature 88.33 0.11 67.19 8324 94.17 0.05 85.56 92.59
Llama-3.3-708 Option Wording 49.17 044 42,03 7633 83.33 0.14 6538 8725
Option order 32.50 0.63 4550 7851 35.83 0.47 57.83 79.19
Instructions 13.33 1.03 2354  66.99 76.67 0.17 62.85 89.66
Item paraphrasing | 46.67 0.50  39.11 7558 | 73.33 0.26 3897  83.06
Stability 92.50 0.07  83.06 96.81 | 95.83 0.04 8592 9541
Temperature 45.83 0.65 36.16  87.18 57.50 0.39 45.11 83.84
L1lama-3.1-4058 Optioln Wording 61.67 0.52 29.90 87.65 36.67 0.44 52.53 84.71
Option order 54.17 0.61 41.83 8478 66.67 0.22 59.13  93.10
Instructions 4333 0.76 2939  78.49 4333 0.45 4697 8874
Item paraphrasing | 54.17 0.63 29.53  83.05 63.33 0.35 36.35 84.26

Table 1: Consistency evaluation on the MPI dataset under context-dependent and context-free settings across
5 different inconsistency factors. Each inconsistency factor has 3 variants, leading to 3 scoring trajectories.
Consistency is measured using 4 metrics on these 3 trajectories. Higher values for Total Agreement Rate (TAR),
Trajectory Consistency (TC), and OCEAN Consistency (OC) indicate better consistency, while lower values for
the average pairwise Euclidean Distance (ED) are preferable. Each metric captures a distinct aspect of trajectory
consistency and is not necessarily correlated with the others (§4). The best results for each row are highlighted in
green. Overall, the context-dependent setting improves consistency, with notable variations across LLMs.

context-dependent setting, the model tends to be
smaller in size with poor in-context learning ability
and hypersensitive to the inconsistency factors.

Statistical Analysis of the Proposed Metrics:
To empirically establish the statistical validity and
robustness of our metrics, we conduct the follow-
ing analysis (Refer to Appendix B for details):

Correlation Analysis: We compute correlations of
our metrics with baselines. Our results show strong
positive correlations of TC (Pearson r = 0.77,
p < 107?; Spearman p = 0.76, p < 107?) and
OC (r =0.81,p < 1071 p = 0.79, p < 10710)
with TAR, and strong negative correlations with
ED (TC: r = —0.80, p < 10719, OC: » = —0.79,
p < 10719), reinforcing that TC and OC effectively

measure consistency.

Reliability Analysis: We evaluate metric stabil-
ity through repeated trials, computing Cronbach’s
alpha and test-retest reliability correlations. TC
(a = 0.91, test-retest = 0.89) and OC (o = 0.86,
test-retest = 0.83) demonstrate strong internal reli-
ability and stability, surpassing or equaling estab-
lished metrics (TAR and ED).

Construct Validity: We validate the metrics by ap-
plying them across context-dependent and context-
free experimental conditions, observing significant
differences for TC (ANOVA p = 0.0006, Cohen’s
d = 0.81) and OC (p = 0.0084, d = 0.60). These
results confirm our metrics’ sensitivity to meaning-
ful changes in experimental conditions.
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6 Analysis

6.1 What does make a trajectory consistent?

To examine the role of context in consistency, we
conduct an ablation study on GPT-3.5-Turbo, in-
crementally increasing the number of question-
response pairs as few-shot demonstrations. Instead
of preserving the full history, we keep only the
most recent pairs, discarding older ones. Figure 2

Smoothened Scoring Trajectories

5.0
4.5
_ 40
w
o
Z35
g
§ 30 Few-Shots
m2,5 —— Zero-Shot(w/o context)
One-Shot
2.0 —— Three-Shot
—— Full-Shot
1.5
20 40 60 80 100

Time

Figure 2: This figure illustrates the mechanism behind
the consistency, not the consistency itself. Each trajec-
tory corresponds to a different number of few shots; as
the number increases, the trajectory approaches that of
the full-shot context-dependent setting (Full-Shot: Red
color). This indicates that prior pairs act as implicit
few-shot demonstrations, enabling in-context learning.

illustrates the mechanism behind the consistency,
not the consistency itself. It shows how in-context
learning—retaining previous question-answer pairs
(few-shots)—improves consistency. Each trajec-
tory in Figure 2 corresponds to a different number
of few-shots; as the number increases, the trajectory
approaches that of the full-shot context-dependent
setting. This illustrates how contextual ground-
ing enhances consistency, as reported in Table 1.
Figure 2 shows that as we increase the few-shots,
response trajectories stabilize, eventually converg-
ing to the full-history setting (Red color). This
suggests that prior question-response pairs act as
implicit few-shot demonstrations, facilitating in-
context learning. Our results align with prior work
showing that more in-context examples enhance
consistency (Song et al., 2025; Min et al., 2022).
While in-context learning enhances consistency, it
does not guarantee logical consistency (§A).

6.2 How does context affect LLLM responses?

We analyze the scoring trajectories of an LLM
under both with/context-free settings, examining
how frequently and to what extent the LLM al-
ters its responses for the same item. To quan-
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0.20 q 030

GPT-4-Turbo
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Figure 3: (a) Distribution indicates how frequently and
to what extent the LLM alters its responses for the same
item, if we simply switch from the context-independent
setting to the context-dependent setting. A wider spread
indicates greater deviation between these 2 settings.
(b) Comparison of OCEAN personality traits for each
LLM under both context-free (dark color) and context-
dependent (light color) settings. GPT-3.5-Turbo and
GPT-4-Turbo show significant personality shifts.

tify these changes, we compute the pointwise
score differences across all items and catego-
rize them into discrete buckets ranging from -
4 to 4. A difference near -4 or 4 signifies
a complete polarity shift (e.g., from “Very Ac-
curate” to “Very Inaccurate’), whereas values
between -1 and 1 indicate minor fluctuations,
reflecting slight adjustments in the LLM’s po-
larity. Figure 3a illustrates the distribution of
score differences, showing how LLM trajectories
shift when context-dependentness is introduced.
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All evaluated LLMs exhibit deviations (more de-
viation means more spread), with the ranking
as follows: Gemini-1.5-Flash, Llama-3.1-8B,
GPT-4-Turbo, and GPT-3.5-Turbo. Similarly,
Figure 3b highlights deviations in OCEAN pro-
files across settings. The GPT-3.5-Turbo and
GPT-3.5-Turbo undergo the extreme shifts. We
hypothesize that an LLM’s ability to leverage con-
text determines deviations in OCEAN profiles.
This prompts a key question: which one is more
representative? As both settings produce distinct
yet consistent profiles, we explore this in §6.5.

6.3 Does the LLM’s response stem from its
personality or prior conversation?

In this section, we investigate the effect of con-
versational history on LLM responses by setting
the temperature to 0. We observe that all LLMs
rarely select option (c), choosing it only 2-3 times
out of 120 items. To explore the influence of con-
versational history, we introduce an adversarial at-
tack, which modifies the prior responses in the
conversation history. Specifically, we falsely ap-
pend option (c) as the answer to each previous item.
Figure 4 presents smoothed area plots, generated

GPT-3.5-Turbo GPT-4-Turbo

—— Before —— Before
—— After 601 —— After

Frequency
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Figure 4: Smoothed area plots showing the distribution
of option choices (A-E) Before (M) and After (M) the
adversarial attack, where option (c) is falsely appended
to previous responses. The shift towards option (c¢) (in
M) highlights the influence of conversational history on
LLM responses, with varying impact across LLMs.

using quadratic spline interpolation, to visualize
the distribution of option choices (A-E) before and
after the adversarial attack. Each subplot corre-
sponds to an LLM, comparing the Before (M) and
After (M) the adversarial attack distributions of op-
tion frequencies. Following the adversarial attack,

all LLMs show an increase in the selection of op-
tion (c). Both GPT-3.5-Turbo and GPT-4-Turbo
shift their distributions to 30-35 for option (c), al-
though they do not exclusively select this option
for all questions. This suggests that while conversa-
tional history influences their responses, the models
continue to rely on their intrinsic personality. In
contrast, Gemini-1.5-Flash and Llama-3.1-8B
models completely shift to option (c), indicating
these models answer purely on the history.

6.4 How does question ordering affect the
context-dependent personality evaluation?

Building on Schell and Oswald (2013), we examine
how question order influences LLM-based person-
ality assessments. We test 3 strategies: (1) random
ordering, (2) trait-wise grouping, and (3) cyclic
rotation, where questions are sequentially selected
from each of the 5 OCEAN traits in a fixed rotation.
While Schell and Oswald (2013) found human as-
sessments are robust to item order, we investigate
whether LLMs exhibit similar robustness. Figure

GPT-3.5-Turbo
C

GPT-4-Turbo
C

Cyclic Rotation Cyclic Rotation

Gemini-1.5-Flash Llama-3.1-8B
C C

Figure 5: GPT models remain robust to question order-
ing, similar to humans, while Gemini-1.5-Flash and
L1lama-3.1-8B show significant sensitivity.

5 shows the OCEAN profiles across orderings for
each model. GPT-3.5-Turbo and GPT-4-Turbo
maintain stable profiles, mirroring human-like ro-
bustness. In contrast, Gemini-1.5-Flash and
Llama-3.1-8B show high sensitivity to ordering,
especially under trait-wise grouping, leading to sig-
nificant profile shifts. These results suggest GPT
models better align with human assessments, while
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others are more affected by question order.

6.5 How well does context-dependent setting
align with human judgements?

We demonstrate an application of our proposed
framework on the Role Playing Agents (RPAs). We
compare the human-annotated OCEAN scores of
RPAs in with/context-free settings to evaluate the
human alignment of the personality shift induced
due to the conversational context.

Dataset: It consists of 32 widely recognized fic-
tional characters from works like Harry Potter, The
Big Bang Theory, etc. Each character is labelled
with OCEAN score by human annotators (Wang
et al., 2024b). We use BFI (Lang et al., 2011) in-
ventory for the RPA personality assessments.

Baselines: (1) Random Choice: selects an op-
tion at random, ignoring both question content
and context. (2) RPA: We build a Role-Playing
Agent using character descriptions and dialogues
from ChatHaruhi (Li et al., 2023) and RoleLLM
(Wang et al., 2024a), with GPT-3.5-Turbo and
GPT-4-Turbo as the base LLMs, and assess it in a
context-free setting. (3) RPA++: This is the RPA
assessed in context-dependent setting.

Evaluation: Measured Alignment (MA) metrics
quantifies how well LLM-derived traits align with
human assessments. We define OCEAN Alignment
(OA) metric by measuring OCEAN Consistency
(OC) (§3.2) between human annotated and LLM-
derived scores. The higher the score means better
human alignment. Further, we compute the mean
absolute error (MAE). We exclude the trait dimen-
sions with high annotation ambiguity. We report
MA and consistency (§3.2) metrics as the average
over 32 characters. We run each baseline 3 times
and consider the average OCEAN in MA metrics.

MA Metrics Consistency Metrics
Systems OA (1) | MAE(]) | TAR (1) | ED(}) | TC (1) | OC (1)
Random 67.44 8.21 4.55 1.50 20.69 | 58.64
RPA-GPT-3.5-Turbo 67.92 6.94 34.78 0.68 2790 | 63.24
RPA-GPT-3.5-Turbo++ | 68.69 6.45 51.03 0.44 42.80 | 77.58
RPA-GPT-4-Turbo 68.62 6.67 34.57 0.67 2947 | 64.04
RPA-GPT-4-Turbo++ 68.93 6.42 48.07 0.46 4137 | 76.55

Table 2: Context-dependent (++) setting on the BFI
dataset improves response consistency and aligns better
with human judgments than context-independent setting

Results: We include the Random to assess the
effectiveness of the RPA in capturing character-
specific OCEAN traits. Table 2 shows that both
GPT-3.5-Turbo and GPT-4-Turbo outperform the

Random baseline in RPA and RPA++ settings. The
context-dependent RPA++ achieves notable gains
over the context-independent RPA, with an average
0.54-point improvement in OA and a 0.37-point re-
duction in MAE across 32 characters. GPT-4 shows
further improvements over GPT-3.5 in terms of
MA metrics. RPA++ exhibits the highest consis-
tency, with substantial improvements of an average
13.4 points in TC and 13.4 points in OC. Thus, in-
corporating context enhances response consistency
and better aligns with human judgments.

7 Related Work

Recent research has applied psychometrics to as-
sess LLM personality. Jiang et al. (2023) intro-
duced zero-shot multiple-choice (MCQ) evalua-
tions, while Zhou et al. (2023) examined their faith-
fulness. Expanding beyond MCQs, Wang et al.
(2024b) proposed an interview-style assessment.
However, the reliability of these methodologies re-
mains a subject of debate due to prompt sensitivity
(Shu et al., 2024; Gupta et al., 2024; Song et al.,
2023). In contrast, Huang et al. (2024a) found per-
sonality assessments largely robust to such prompt
variations. We identify a gap: LLM personality as-
sessments lack contextual dependence. To address
this, we propose a context-dependent framework.
Refer §C for more related works.

8 Conclusion

We proposed the first context-aware personality
evaluation framework for LLMs, addressing the
limitations of conventional context-independent as-
sessments. Our study reveals that conversational
history enhances response consistency through in-
context learning but also induces notable person-
ality shifts in GPT-3.5-Turbo and GPT-4-Turbo.
While GPT models exhibit stability across dif-
ferent question orders, Gemini-1.5-Flash and
Llama-3.1-8B show significant sensitivity, sug-
gesting that personality expression in LLMs is not
solely intrinsic but also shaped by prior interac-
tions. We demonstrate context-dependent personal-
ity shifts improve response consistency and better
align with human judgments. Our study recom-
mends to ACL community for inducing or assess-
ing LLM personalities must explicitly incorporate
conversational history as a critical factor.
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Limitations

We acknowledge that psychometric questionnaires
alone may not perfectly represent all real-world
conversational contexts. However, our core argu-
ment is that evaluating the personality of LLMs
without considering conversational history can lead
to misleading assessments. Specifically, the con-
versational history itself can significantly alter or
shift an LLM’s intended personality traits during
ongoing interactions. Consider a practical exam-
ple: Suppose an LLM is deployed as a tutoring
agent with a specific intended personality. Ideally,
this persona should remain consistent throughout
interactions with students. However, real-world
conversational history (the interaction itself) might
unintentionally shift its personality traits away from
the intended traits. Identifying such shifts is crucial
for creating reliable, stable agents.

Our work represents the critical first step toward
addressing this broader challenge. By initially
studying how conversational history—structured
through established personality question-
naires—influences personality traits, we provide
a controlled and rigorous environment for clearly
isolating and quantifying these context effects.
We acknowledge that broader generalization to
open-ended human-LLM interactions is essential
and plan to explore this in future work.

Ethics Statement

This study explores context-dependent personality
assessments in Large Language Models (LLMs),
revealing that conversational history influences re-
sponses and may lead to exaggerated personality
shifts. While our work enhances LLM evaluation
methods, it also presents risks, including potential
misuse in psychological interventions. Moreover, it
could be exploited for unintended applications such
as manipulation in Al-driven mental health tools,
or generating synthetic personas for deceptive pur-
poses. To mitigate these concerns, we promote
transparency by reporting the effects of conversa-
tional history on LLM assessments and caution
against over-reliance on such evaluations. We em-
phasize that solely based on the psychometric eval-
uations, LLMs should not be substituted as human
proxies and advocate for further research on devel-
oping safeguards against unintended consequences
of LLM personalities. Our study relies solely on
publicly available datasets, minimizing privacy con-
cerns. To support transparency and responsible Al

use, we release our code for further research. We
used Al writing tools solely for language assistance,
in accordance with the ‘Assistance purely with the
language of the paper’ guideline outlined in the
ACL Policy on Publication Ethics.
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A Logical Consistency Analysis

To further investigate whether consistency arises
from coherent reasoning, we analyze responses to
two question pair types: (1) semantically similar
pairs (“You take charge” vs. “You try to lead oth-
ers.”), where responses should be similar, and (2)
logically inconsistent pairs (“You distrust people.”
vs. “You trust what people say.”), where responses
should ideally be opposite. We collect 38 pairs in
the semantically similar category and 73 pairs in
the logically inconsistent category, framing this as
a classification task. For semantically similar pairs,
accuracy is counted when both response scores are
either greater than or less than 2.5. In contrast, for
logically inconsistent pairs, accuracy is counted
only when the response scores have opposite po-
larities. In other words, the scores must differ in
direction to be considered accurate. Figure 6 show
that LLMs maintain consistency for semantically
similar questions but struggle with logically incon-
sistent ones, suggesting that while in-context learn-
ing enhances stability, it does not guarantee logical
consistency.
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Figure 6: LLMs maintain consistency for semantically
similar items (left) but struggle with logically inconsis-
tent ones (right).

B Additional Details for Statistical
Analysis of the Proposed Metrics

To establish the robustness and statistical sound-
ness of our proposed metrics—Trajectory Consis-
tency (TC) and OCEAN Consistency (OC)—we
conduct three empirical experiments assessing cor-
relation, reliability, and construct validity.

Experiment A: Correlation Analysis We com-
pute Pearson and Spearman correlations between

our metrics and established baselines: Total Agree-
ment Rate (TAR) and Euclidean Distance (ED). Re-
sults are shown in Table 3. Both proposed metrics
(TC and OC) exhibit strong positive correlations
with the established agreement metric (TAR), and
strong negative correlations with divergence (ED),
all statistically significant at p < 107, These
results confirm the concurrent validity of the pro-
posed metrics.

Metric Pair Pearson (r) p-value Spearman (p) p-value

TC vs. TAR 0.771 1.43 x 10710 0.756 5.13 x 10710
TC vs. ED -0.796 1.32 x 10711 -0.815 1.81 x 10712
OC vs. TAR 0.810 3.13 x 10712 0.788 2.93 x 1071
OC vs. ED -0.793 1.84 x 10711 -0.791 2.27 x 1071

Table 3: Correlation Analysis of Proposed Metrics

Experiment B: Reliability Analysis We assess
internal consistency using Cronbach’s Alpha and
compute test-retest reliability from repeated tri-
als. Table 4 summarizes the results. TC and
OC demonstrate high internal reliability (Cron-
bach’s a > 0.86) and excellent test-retest stability
(= 0.83), with TC outperforming traditional met-
rics in both aspects.

Metric Cronbach’s Alpha Test-Retest Correlation
TAR 0.88 0.85
ED 0.83 0.80
TC 091 0.89
ocC 0.86 0.83

Table 4: Reliability Analysis of Consistency Metrics

Experiment C: Construct Validity (Differen-
tiating Conditions) We test whether the pro-
posed metrics can significantly differentiate be-
tween context-dependent and context-free experi-
mental conditions. Statistical significance and ef-
fect sizes are shown in Table 5. In terms of con-
struct validity, both TC and OC significantly dif-
ferentiate between context-dependent and context-
free evaluations (all p < 0.01), with TC yield-
ing the strongest effect size (Cohen’s d = 0.81).
These results affirm the sensitivity of our metrics
to meaningful experimental manipulations and val-
idate their use in evaluating consistency.

C Additional Related Work

Broader Perspectives on LLLM Personality: Be-
yond self-assessment methodologies, Yang et al.
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Metric t-test (p) Wilcoxon (p) ANOVA (p) Cohen’sd
TAR 0.0167 0.0240 0.0167 0.5266
ED 0.0064 0.0051 0.0064 -0.6119
TC 0.0006 0.0002 0.0006 0.8085
OoC 0.0084 0.0077 0.0084 0.6032

Table 5: Construct Validity: Sensitivity to Experimental
Conditions

(2023) explored LLLM personalities using psycho-
logical questionnaires and chain-of-thought reason-
ing. Jiang et al. (2024) examined whether LLMs
can generate content aligned with assigned person-
ality profiles, while Rao et al. (2023) focused on
using LLMs to assess human personalities. Ren
etal. (2024) and Huang et al. (2024b) introduce psy-
chometric benchmarks for value orientations and
moral reasoning in LLMs . Additionally, Li et al.
(2024) investigated LLMs’ psychological safety by
analyzing tendencies toward dark personality traits.
While these studies are relevant to LLLM personality
assessment, they fall outside the main scope of this
paper and are mentioned here for completeness.
Caron and Srivastava (2023) analyzed the con-
sistency of generated text by inducing LLMs with
different personalities or prompts. In their work,
personality induction is treated as context, which
differs from our approach, where context refers to
the conversational history. Similarly, Kovac et al.
(2024) studied the impact of simulated conversa-
tions on personality assessment. However, their
work differs in two key aspects: (1) the assessment
is performed in a context-independent setting, and
(2) the same conversation is appended repeatedly
in the history for each question, effectively integrat-
ing conversation into the prompt.
Existing studies primarily use context-independent
personality evaluations, ignoring the influence of
prior conversational history. To address this, we
propose a context-dependent framework that incor-
porates conversational memory to assess its impact
on LLM personality consistency and adaptability.

Consistency of LLMs: Recently, multiple stud-
ies have explored various facets of LLM consis-
tency, including whether persona-prompted LL.Ms
maintain a consistent personality (Frisch and Giu-
lianelli, 2024), assessing consistency in LLM-
driven evaluations (Lee et al., 2025), utilizing
model editing to improve semantic consistency in
LLMs (Yang et al., 2024), proposing a consistency
metric (Atil et al., 2024, TAR) and introducing per-
mutation self-consistency to minimize positional

bias and ensure order-independent rankings (Tang
et al., 2024). Specifically, in the context of con-
sistency in LLM personality assessments, Huang
et al. (2024a) examine 2,500 prompt-sensitivity
combinations and map OCEAN profiles onto a 2D
BFI space using PCA, with uneven distributions
serving as indicators of consistency. Other studies
(Jiang et al., 2023; Wang et al., 2024b) evaluate
consistency by analyzing the standard deviation of
trait-wise scores, where lower deviation signifies
greater internal consistency.

Sequential Dependencies in Psychometrics In-
deed, significant psychometric research has stud-
ied question-order effects and sequential dependen-
cies (e.g., Schell & Oswald, 2013; de Jong et al.,
2012; Ozkok et al., 2019; Shimada & Katahira,
2023). However, despite this body of literature
acknowledging sequential dependencies and order
effects, there appears to be a notable gap: existing
methods primarily embed sequential or trajectory
effects into underlying model parameters rather
than proposing explicit, standalone metrics to di-
rectly quantify trajectory-based consistency for in-
dividual respondents or models. Our extensive re-
view found no prior research directly parallel to the
approach we introduce. Therefore, our work ad-
dresses a meaningful gap by introducing novel, ex-
plicit metrics specifically designed to measure tra-
jectory consistency across questionnaire responses,
particularly in the context of evaluating Large Lan-
guage Models. Building on this line of research,
we propose novel metrics to evaluate LLM con-
sistency, demonstrating their effectiveness in self-
assessment tests. These metrics are not limited
to this context and could be explored in diverse
applications in the future.

D Prompt Templates Used

LLM Stability Assessment Prompt

The stability of an LLM is evaluated using the fol-
lowing prompt:

Given a statement about yourself: “You
{Item}.” Please select the most accurate
description of how well this statement
applies to you from these options:

(A) Very Accurate
(B) Moderately Accurate
(C) Neither Accurate Nor Inaccurate

(D) Moderately Inaccurate
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(E) Very Inaccurate

This instruction can be treated as a function that
accepts {Item} and an option (A—E) as inputs. We
plan to release our paraphrased item versions after
acceptance. Variations of the instruction are as
follows:

Instruction Variations

¢ Instruction 1: Given a statement of you: *You
{item}’. Choose from the following options
to identify how accurately this statement de-
scribes you. Always answer using only the
option (A, B, C, D, or E) provided. Options:
{’, .join(options)}

Instruction 2: You can only reply from A) to
E) in the following statement. Please indicate
the extent to which you agree or disagree with
that statement. Options: {’, ".join(options)).
Here is the statement of you: ’You {item}’.
Always answer using only the option (A, B, C,
D, or E) provided.

Instruction 3: Here is a characteristic about
you: ’{item}’. Please indicate your level of
agreement or disagreement from the options
A) to E). Options: {’, ’.join(options)}. Always
answer using only the option (A, B, C, D, or
E) provided.

Option Ordering Variations
e Order 1: A) Strongly agree, B) Agree, C)
Neutral, D) Disagree, E) Strongly disagree

* Order 2: E) Strongly disagree, D) Disagree,
C) Neutral, B) Agree, A) Strongly agree

e Order 3: C) Neutral, B) Agree, E) Strongly
disagree, A) Strongly agree, D) Disagree

Option Wording Variations
Variations with semantically equivalent phrasings:

* Wording 1: A) Strongly agree, B) Agree, C)
Neutral, D) Disagree, E) Strongly disagree

* Wording 2: A) Completely Aligned, B) Par-
tially Aligned, C) Undecided, D) Partially
Misaligned, E) Completely Misaligned

* Wording 3: A) Perfectly Compatible, B)
Mostly Compatible, C) Neutral, D) Mostly
Incompatible, E) Perfectly Incompatible

E Experiment with Deepseek-R1

We evaluate Deepseek-R1 (DeepSeek-Al, 2025),
an LLM designed for strong reasoning with mini-
mal reliance on predefined examples. The model
exhibits self-verification capabilities and employs
a structured reasoning process rather than merely
replicating labeled patterns. It is originally devel-
oped for solving mathematical reasoning tasks by
systematically exploring multiple solution paths.
We investigate whether its reasoning ability - an
essential aspect of human-like cognition - affects
our proposed settings for LLM’s personality assess-
ment. Our evaluation includes 2 model variants:
Deepseek-R1 (671B) and its distilled counterpart,
Deepseek-R1 (8B), derived from L1ama-8B.

Model Setting | TAR (1) | MSE (}) | TC (1) | OC ()
Without | 22.50 0.84 | 2237 | 7447

DeepSeck-R1 8B) i 20.00 093 | 2070 | 60.91
Without | 64.17 043 | 22.14 | 9358

Deepseek-R1 (6718) |7 1417 092 | 21.78 | 70.19

Table 6: Consistency deteriorates in context-dependent
setting due to over-reliance on previous responses and
speculative overthinking.

The results, presented in Table 6, show that the
model consistently performs better in the context-
free setting across all metrics. Our analysis sug-
gests that the model tends to overanalyze simple
queries, generating multiple speculative chains of
thought, which reduces consistency. Enabling con-
versational history further amplifies this issue, as
the model often prioritizes aligning with previous
responses rather than engaging in independent rea-
soning for each query. Variations in response tra-
jectories within the context-dependent setting ap-
pear to stem from inconsistent reasoning strategies.
The model may attempt to identify a user-expected
pattern, maintain consistency with prior answers,
or rely on majority voting from earlier responses.
However, its approach remains unpredictable, lead-
ing to unreliable reasoning. Due to these limita-
tions, we exclude this model from our main experi-
ments.
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