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Abstract

Automatic speech recognition systems often
fail on specialized vocabulary in tasks such
as weather forecasting. To address this, we
introduce an evaluation dataset of Korean
weather queries. The dataset was recorded by
diverse native speakers following pronuncia-
tion guidelines from domain experts and un-
derwent rigorous verification. Benchmarking
both open-source models and a commercial
API reveals high error rates on meteorologi-
cal terms. We also explore a lightweight text-
to-speech-based data augmentation strategy,
yielding substantial error reduction for domain-
specific vocabulary and notable improvement
in overall recognition accuracy. Our dataset
is available at https://huggingface.co/
datasets/ddehun/korean-weather-asr.

1 Introduction

Meteorologists rely on vast, complex databases for
forecasting, yet crafting precise SQL queries de-
mands specialized expertise. Natural language in-
terfaces address this gap by translating user ques-
tions into database queries (Zhong et al., 2017; Kim
et al., 2020; Deng et al., 2022). Notably, Jo et al.
(2023) developed an integrated search system for
Korean weather data, enabling users to query ex-
tensive meteorological information using natural
language. This system simplifies data retrieval and
thereby improves operational efficiency.
Incorporating Automatic Speech Recognition
(ASR) into these systems can further enhance us-
ability by enabling voice-driven queries, a practi-
cal advantage for busy forecasters. However, off-
the-shelf ASR models—often trained on general-
domain or English-centric corpora—tend to mis-
recognize Korean meteorology terms due to both
the language’s agglutinative structure and special-
ized vocabulary (Lee et al., 2019; Cho et al., 2020;
Li et al., 2021; Yadav and Sitaram, 2022; Radford
et al., 2023; Ferraz et al., 2024; Song et al., 2024).
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Figure 1: Qualitative comparison of different models
for Korean meteorological queries. All models are
based on Whisper large-v2 (Radford et al., 2023).
The models compared include Zero-shot, fine-tuned
on a General domain dataset (i.e., KsponSpeech (Bang
et al., 2020)), and fine-tuned on a Weather domain
dataset synthetically generated by a text-to-speech API.
Wrongly predicted words are manually highlighted in
strikethrough by the authors.

To quantify these challenges, we created an eval-
uation set of 5,500 Korean weather queries. Eleven
native speakers recorded queries sourced from Jo
et al. (2023), following expert pronunciation guide-
lines and a thorough manual validation process to
guarantee correctness. We then benchmarked sev-
eral popular multilingual ASR models (e.g., Whis-
per variants) and observed consistent misrecogni-
tions of domain-specific terms—such as weather
map, average wind speed, KIM (Korean Integrated
Model), and units like hPa—even after fine-tuning
on a large general-domain Korean speech corpus
(Bang et al., 2020) (Fig. 1). We also explored
lightweight approaches on our dataset, including
TTS-based data augmentation (Zheng et al., 2021)
and LLM-based post-processing (Hu et al., 2024a).

Our contributions are as follows: (1) We con-
struct a domain-specific ASR evaluation dataset by
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1.Natural Language Query Acquisition

Q1A HBAIAL H2|ot 2A AMI O 2 MU SkewT logP BHitE
(Satellite information system Chollian 2A AMI meteorological
forecast analysis video SkewT logP Korean peninsula)

v

2.Pronunciation Guideline

2A: "two-A", SkewT: “seukyu-T", logP: “log-P"

v

[ 3.Speech Data Collection ]
v

[ 4.Recorded Data Verification ]

Figure 2: A construction pipeline of ASR evaluation
dataset for Korean meteorological domain.

recording and validating weather-related queries
from native Korean speakers; (2) we evaluate var-
ious ASR configurations and highlight the need
for domain-specific adaptation; and (3) we explore
TTS-based data augmentation to improve recogni-
tion of specialized meteorological terms.

2 Related Work

Speech Recognition for Specialized Domains
Speech recognition technology has been exten-
sively studied in various specialized domains,
such as medical (Le-Duc, 2024) and financial
fields (O’Neill et al., 2021). One major challenge
is accurately handling domain-specific terminol-
ogy. Zheng et al. (2021) demonstrated that syn-
thetic speech data enhances the recognition of out-
of-vocabulary words in domain-specific contexts.
Shamsian et al. (2024) propose a keyword-guided
adaptation to improve the recognition accuracy of
models for specialized terms. Our research specifi-
cally focuses on the Korean meteorological domain,
creating an evaluation dataset tailored to assess
ASR performance in this specialized field.

Speech Recognition for Korean Research on
ASR for non-English languages, including Korean,
presents unique challenges. Multilingual ASR mod-
els, such as Whisper (Radford et al., 2023), often
underperform with languages like Korean due to
unique linguistic characteristics and limited repre-
sentation in training datasets (Li et al., 2021; Yadav
and Sitaram, 2022; Ferraz et al., 2024; Song et al.,
2024). This performance drop is often attributed to
the lower proportion and diversity of non-English
data in training sets. Efforts to improve ASR for
Korean include datasets like KsponSpeech, a spon-
taneous speech corpus, and ClovaCall, a goal-
oriented dialog speech corpus, provide valuable

Num. samples 5,500
Utterance time (sec) 7.052 55

- min / max time 0.92/29.98
Avg. chars / words 24.4915.62 / 7.594.34
Unique words 4,955
Absent ratio (%) 24.86

Table 1: Dataset Statistics. Absent ratio (%) refers to
the percentage of unique words not presented in the
general Korean ASR dataset (Bang et al., 2020), divided
by the total number of unique words in our dataset.

resources for developing and evaluating Korean
ASR systems (Bang et al., 2020; Ha et al., 2020).
We evaluate ASR performance specifically within
the Korean meteorological domain, using a tailored
evaluation dataset to identify and address domain-
specific performance limitations.

3 Dataset Construction

This study aims to develop a specialized dataset
for ASR systems within the Korean meteorolog-
ical domain. The construction process includes
several key steps: Acquiring the natural language
questions, obtaining pronunciation guidelines for
specialized terms from domain experts, collecting
speech data from native speakers, and verifying the
correctness of the recorded audio. The detailed data
construction pipeline (§3.1, Fig. 2) and the analysis
of the resulting dataset (§3.2) are as follows.

3.1 Data Construction Pipeline

Acquiring Natural Language Questions We used
the natural language question dataset released by
Jo et al. (2023), which covers diverse meteorolog-
ical queries. From its URL and SQL subsets, we
selected 3,575 and 1,925 questions, respectively,
to ensure broad topic coverage. While the original
dataset includes structured query mappings (e.g.,
SQL), we used only the natural language questions,
focusing on how forecasters would verbally express
their information needs. For more on the original
dataset, see Jo et al. (2023).

Obtaining Pronunciation Guidelines from Do-
main Experts To ensure the correct pronunciation
of domain-specific terms, we collaborated with
meteorological experts. They provided detailed
guidelines—for example, pronouncing "BUFR" as
"pbuffer” and "AMI" as "A-M-I". Additionally,
terms such as "33009 station” could be pro-
nounced as "three three zero zero nine
station” or "thirty-three thousand and
nine station."” These guidelines helped speak-
ers produce consistent and intelligible renditions of
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thing (#])  but (Zd]) not (h)
that (71) just (1) I(WH7H
such (1¢1) uh(o}) what (%)

show (:Ho]F) AWS (AWS)
inform (&2]%]) standard normals (BWAZh)
surface (Z]A}) highest temperature (%] 17 7]-2)
ocean (S|%F) radar (g]©]|t]) weather chart (47]%)

General

Weather

Table 2: Nine most frequently occurring words in Ko-
rean ASR datasets in open-domain dialog (General)
and weather (Weather) domains. The KsponSpeech
(Bang et al., 2020) is used as a general domain dataset.

specialized terms. Full details are in Appendix A.
Collecting Speech Data from Native Speakers
We recruited eleven native Korean speakers (7 male,
4 female, all in their twenties) to record the queries.
Participants were provided with the pronunciation
guidelines and detailed instructions. Each was com-
pensated at a rate of 16,000 KRW (approx. 11.6
USD) per 100 queries. All recordings were con-
ducted in quiet and controlled environments.
Verifying the Recorded Voices Following the col-
lection of speech data, a rigorous verification pro-
cess was implemented. Human verifiers listened to
each recording to ensure accuracy and adherence
to the pronunciation guidelines. They also checked
for clarity and the absence of background noise or
errors. Two of the authors are employed for this
verification process. This process was essential to
guarantee the quality and reliability of the dataset
for subsequent ASR evaluation.

3.2 Dataset Analysis

Table 1 shows the overall statistics of our dataset,
which includes 5,500 spoken queries. The average
utterance length is 7.05 seconds, with an average
of 7.59 words and 24.49 characters per query. No-
tably, 24.86% of the unique words in our dataset
are absent from the general-domain ASR corpus
(Bang et al., 2020), highlighting the specialized
vocabulary of meteorological speech.

Table 2 lists the most frequent words in general-
domain and weather-domain datasets. While gen-
eral speech contains common conversational terms,
our dataset prominently features specialized meteo-
rological vocabulary. This contrast underscores the
need for domain-specific datasets to improve ASR
performance in technical applications.

4 Experimental Setup

4.1 Evaluation Datasets

We use our Korean ASR dataset for the weather do-
main to evaluate different ASR models. The dataset

comprises 5,500 spoken queries, which we ran-
domly split into 500 samples for the development
set and 5,000 samples for the test set. Addition-
ally, we utilize the eval-clean test set from the
KsponSpeech dataset (Bang et al., 2020) to evalu-
ate the models in a general conversation domain.
This dataset consists of 3,000 audio files and their
corresponding answer transcriptions.

4.2 Maetrics

We use Character Error Rate (CER) and Word Error
Rate (WER) as evaluation metrics to measure the
distances between the prediction and ground-truth
transcription. Additionally, we employ a space-
normalized Word Error Rate (sSWER) (Bang et al.,
2020), which accounts for the flexibility and varia-
tions of space rules in Korean.

4.3 Models and Training Datasets

Zero-shot Multilingual Models For our experi-
ments, we used the multilingual Whisper model
family (Radford et al., 2023), evaluating four dif-
ferent model sizes: tiny (39M), small (244M),
medium (769M), and large-v2 (1550M). These
pre-trained models were assessed in a zero-shot
manner to evaluate their performance without ad-
ditional fine-tuning on our dataset. The target lan-
guage and task in Whisper’s prefix tokens were set
to Korean and transcribe, respectively.
Fine-tuning on General Open-domain Dialogues
To explore the impact of adapting a multilingual
ASR model to the Korean language, we fine-tuned
an ASR model using the KsponSpeech (Bang et al.,
2020) dataset. The dataset contains 619k training
instances about open-domain dialogue utterances
from Native Korean annotators. The Whisper large-
v2 is fine-tuned on this dataset. More implementa-
tion details are in Appendix 4.4.

Data Augmentation for Meteorological Domain
Inspired by Zheng et al. (2021), we hypothesize
that teaching the model the pronunciation of spe-
cialized weather terms is crucial for accurate tran-
scription. To this end, we used a TTS system to
generate audio for 10k and 9.8k natural language
queries from the URL and SQL subsets of Jo et al.
(2023), respectively. Queries in our evaluation set
were excluded to prevent test leakage. We em-
ployed the Google TTS service! and converted En-
glish words to Korean pronunciations based on ex-
pert guidelines (Section 3.1) before synthesis. The

"https://gtts.readthedocs.io/
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KsponSpeechg.,; (3k)

Weatherp.. (0.5k) Weatherres: (5.0Kk)

Model Params.

CER WER sWER | CER  WER sWER | CER  WER sWER
(1) Zero-shot Evaluation of Whisper model family (Radford et al., 2023)
Tiny 39M 32.67 53.69 4778 | 33.53 7493 54.19 | 3824 8199 58.61
Small 244M 16.75 32.57 26.2 1639  46.62 27.69 | 2292 574  34.65
Medium 769M 1433 29.73 21.21 | 12.65 38.67 1931 | 19.26 50.38 26.54
Large-v2 1550M | 14.66 2997 20.75 | 11.78 3631 19.03 | 18.35 46.74 2546
(2) Whisper-Large-v2 finetuned on Different Datasets
General 1550M | 1048 24.05 1649 | 1692 4959 21.75 | 2457 63.28 2822
Weather™ 1550M | 15.81 3248 25.28 693 1799 9.13 10.64 31.81 13.61
General+Weather™ 1550M | 10.54 2394 16.52 | 8.68 22.58 1250 | 1746 43.41 20.25
(3) Commercial API
Google STT - I - - [2038 57.09 2945 [ 2345 71.89 31.10

Table 3: ASR evaluation results. We report CER, WER, and sWER, where lower values indicate better performance.
The table consists of three model groups: (1) zero-shot Whisper models of varying sizes, (2) Whisper-large-v2
fine-tuned on different datasets, and (3) a commercial ASR system (i.e., Google STT). In Group (2), General refers
to fine-tuning on KsponSpeech, and Weather* denotes fine-tuning on the TTS-generated weather dataset. The lowest
and second-lowest scores of each column are highlighted in bold and underlined, respectively.

resulting TTS audio was used to fine-tune Whisper
large-v2, either alone or combined with Kspon-
Speech, yielding two ASR variants.
Post-processing with Unimodal LLMs To assess
whether large language models (LLMs) can im-
prove ASR outputs without acoustic input (Chen
et al., 2023; Hu et al., 2024a), we used GPT-4o-
mini (Achiam et al., 2023) to revise the top-1
transcription from Whisper-large-v2. The model
was evaluated in both zero-shot and 20-shot set-
tings, using examples from the development set.
We adapted the prompt from Chen et al. (2023) to
the Korean meteorological domain to better handle
domain-specific terms. This setup allows us to test
how effectively an unimodal LLLM can refine ASR
transcriptions based solely on textual input.

4.4 Implementation Details

All fine-tuned models are parameter-efficiently
trained using LoRA (Hu et al., 2022) with r=32.
The fine-tuning process involved 3 epochs of train-
ing with a batch size of 48, a learning rate of le-3,
and a warmup ratio of 0.1 with AdamW optimizer
(Loshchilov and Hutter, 2017). For fine-tuned mod-
els, we saved the checkpoint after each epoch and
selected the best one based on the lowest CER score
from the development set of our dataset. The greedy
decoding (Holtzman et al., 2020) is used as a de-
coding algorithm for all models. All models are im-
plemented with the Transformers framework (Wolf
et al., 2020) and PyTorch (Paszke et al., 2019).
For the post-processing with unimodal LLMs, we
used the following text prompt: "Below is the best-
hypotheses transcribed from speech recognition
system for Korean Meteorological experts. Please

try to revise it and write the response for the true
transcription.”

5 Results and Analyses

In this section, we describe the key observations.
Table 3 summarizes results across different setups.

Zero-shot ASR models struggle with domain-
specific terminology Whisper models show high
CER and WER when transcribing meteorological
queries, particularly for specialized terms. Larger
models (e.g., Whisper-large-v2) reduce errors rel-
ative to smaller variants but still struggle with
domain-specific vocabulary, highlighting the need
for further adaptation.

Fine-tuning improves general performance, but
domain-specific adaptation is essential Fine-
tuning Whisper-large-v2 on KsponSpeech lowers
CER and WER overall, but improvements on me-
teorological queries are limited. This suggests that
general-domain data alone is insufficient for han-
dling specialized terms.

Synthetic data (TTS) aids domain adapta-
tion Training with TTS-generated weather-domain
queries improves transcription of meteorological
terms. The model fine-tuned on both KsponSpeech
and synthetic data achieves balanced performance
across general (CER 10.54%) and weather domains
(CER 17.46%), while the model trained only on
synthetic data achieves the lowest error rates in the
weather domain (CER 10.64%).

LLM-based post-processing yields inconsistent
gains As shown in Figure 3, LLM-based post-
processing does not consistently improve recogni-
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Figure 3: Effect of LLM-based post-processing. We
compare three conditions: without LLM-based gram-
matical error correction (w/o GEC), with zero-shot (0
Shot), and with 20-shot (20 Shot) setups.

tion of domain-specific terms. Error rates remain
higher than the zero-shot baseline, suggesting that
text-only refinement is insufficient without acoustic
adaptation. While training a dedicated GEC model
or using N-best hypotheses (Chen et al., 2023; Hu
et al., 2024b) may help, these approaches require
large corpora and increase inference costs.

Commercial ASR systems perform poorly on
specialized data Google’s STT model yields the
highest error rates (e.g., 20.38% on the Weather-
test set), underperforming even the zero-shot
Whisper-large-v2. This underscores the limitations
of generic ASR systems in specialized domains
and the need for targeted adaptation. Overall, these
results highlight the importance of fine-tuning with
domain-specific data. While LLMs can support
transcription refinement, substantial improvements
require acoustic-level adaptation.

Case Study To illustrate common ASR errors,
we present examples from Table 4. One issue in-
volves domain-specific term misrecognition. In a
wind forecast transcription, "X} A| Al G w7t
o] FEAEE T=315 CALM 0 Sm/s =2 S
211 QA" ("Ground-level wind rose classified by
wind speed, CALM 0-5m/s, late-stage 211 Inje"),
both zero-shot Whisper and Google STT misin-
terpret "CALM", distorting critical numerical in-
formation. Another case involves unintended style
shifts. In "8 30 &7l 7| & HAPS 7
U" ("What are the historical averages for pres-
sure and temperature on August 30?"), the post-
processed output rephrases it more formally as "8
d 309 UM 712 W2 Felvkar.
While fluency improves, such shifts may be un-
desirable in contexts requiring a colloquial tone.
These cases reflect two key challenges: (1) pre-
serving domain-specific and numerical terms, and
(2) refining grammar while maintaining intended
speech style. Addressing these requires domain-

Answer 89309 27|97} 7] Wz Y

z8 84 304 37197 7] Hagre A
FTGenerat 89309 47|43} 7] HEzh-e #yY
FTgotn 84 30% 7190 712 Fage FY
Google STT 891 309 Z7] 95} 712 4 Zhe 1]
LLMoognor 89 3091 27]23} 7.2 Bghe Fatgiata
Answer B=314- CALM 0 5m/s =8 SF<e 211 Q1A
ZS TEsf3 0 Smf =8 5= 211 Q1A
FTGeneral ‘?’_}é‘ éﬂ—}f\_%]:—%)l Sm Q’%LA’ _/1;_\“?2:] 6}% ZMM
FTgotn =544 CALM 0 5m% =8 5l 21 1 914
Google ST T22]4710 5 m =474 23 52 292 <A
LLMoaoshot %é'éﬂ'—?% 0~5 m/s ZIE‘?EE‘ —5]'% 211 ?l;‘H

Table 4: Qualitative Results Incorrectly recognized
characters are marked with strikethrough, while missing
words are indicated with a wavy underline. Space errors
are omitted for better readability.

aware and context-sensitive correction strategies.

6 Conclusion

We introduce a specialized evaluation dataset for
assessing ASR performance in the Korean meteo-
rological domain, addressing the lack of domain-
specific benchmarks. Our experiments reveal that
while fine-tuning on general-domain data improves
overall accuracy, specialized terminology remains
a major source of error. By releasing this dataset,
we aim to support further research in developing
robust, domain-adapted systems that better reflect
the demands of real-world forecasting scenarios.

Limitations

While our study provides a targeted benchmark for
ASR in the Korean meteorological domain, sev-
eral limitations remain. First, the dataset consists
of scripted queries recorded in clean environments,
which may not fully represent the acoustic vari-
ability found in real-world settings. In practice,
meteorologists often speak spontaneously, with dis-
fluencies, hesitations, or overlapping speech, espe-
cially during live broadcasts or team discussions.
Our dataset does not yet capture such spontaneous
or noisy conditions. Second, while we explored
text-only post-processing using unimodal LLMs,
we did not investigate more advanced correction
strategies with acoustic cues or multiple ASR hy-
potheses. These approaches could further improve
recognition of subtle or ambiguous terms but re-
quire additional data and computational resources.
Lastly, our work is focused on a single domain
(meteorology) and a single language (Korean). The
findings may not generalize to other specialized
domains, such as healthcare or law, or to other
low-resource languages. Expanding this research
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to cross-domain and cross-lingual settings remains
an important direction for future work.

Ethical Statement

All spoken queries in our dataset were recorded
with the informed consent of native Korean speak-
ers, who were compensated fairly for their partici-
pation. The recordings were collected in controlled
environments to ensure quality and to minimize
any unintended background content. To protect
speaker privacy, no personally identifiable infor-
mation (PII) was included in the dataset. All utter-
ances were manually reviewed to avoid harmful,
offensive, or culturally insensitive content. While
the dataset aims to represent meteorological lan-
guage use in Korean, we acknowledge that it may
not fully capture regional or situational variations
in speech patterns.
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Terminol Pronunciation Pronunciation
erminotogy (Korean) (English)
TD E|C T-D
AMEDAS Oft|CtA A-me-da-seu
A A M-O-S
o ] ’
MOS [=PN Mos
M, Go-ssi,
GOCI X|0|EH| G-K-2-B
KIM 2 Kim
CAPE Aol Cape
D0y, Gu-yeong-
900 733, yeoue:
=y Gu-gong-gong,
Gu-baek
APS oflo|m ol A A-P-S
WTEM e Won-tem

Figure 4: Samples of pronunciation rules for meteoro-
logical terminologies. The Pronunciation (English)
are manually written by the authors for clarity and were
not provided at the data annotation phase.

A Pronunciation Guideline Details for
Speech Data Collection

To ensure accurate pronunciation of meteorological
terms, we consulted domain experts from the Na-
tional Institute of Meteorological Sciences (NIMS).
The focus was primarily on English words and ab-
breviations, along with various unit and number
expressions. We note that a single word or expres-
sion can be pronounced in different ways. Experts
provided detailed pronunciation guidelines for 256
words and expressions frequently used in the Ko-
rean weather domain. These guidelines were given
to annotators as an initial reference and were avail-
able throughout the recording process. Selected
examples from the pronunciation guidelines are
shown in Fig. 4.

B Qualitative Results

We present further prediction results of different
open-source ASR models on Figures 5 and 6.
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Answer: 2{[0|C] X|H Q1%

| BRI 22 &= PhiDP 16% 4km (Radar vertical profile at BRI station, Baengnyeongdo, PhiDP, 16th day, 4km range)
Tiny: 2i0|H X| ¢1&] 8fH-0r0f | Small: 20| X|F Q1%] BRI406:

Medium: 20| X|& 01Xl BR|
{24 Phidp 169 HE220{

SRR Large: 2i|0|Cf X| & ¢1%! BRI
PHIDP 16 4km ot PHIDP 162 4km 4900% PHIDP 162 4km
Answer: Sl QF Q108X 22X} 229 224 -H| = 52 I (Marine coastal disaster monitoring number 229 Bukgyeongryeolbido )
Tiny: SHQF Ao Ukt 24Xt o4 Small: sk 1eH 24X}
S38 22 opE

Medium: 8l Q1QHEtH 24Xt

Large: SHQFQ1QHH 2-2Xt 229
S¥HH| 58 I

229 SPYHE 52 Y

227 S = 520y
Answer: X|Af X007 2EA] AlHIY AEREQ|M FX|Q

FEYXAIRI| L2H Al2tg)
(Surface global atmospheric monitoring time series Ulsan ultraviolet electromagneticinduction particle counter)
Tiny: X|&f X[LCH2| ZEAL AIAIZ | Small: X|of X[ LCH2 |, 2FAL AlAE
SUXM HE R
o]

URSHEI| L2H AlI2EgE

Medium: X| 4 X|2CH2| Al A|AIYD | Large: X|4AF X|2CHD| ZHA| AIAIE
St Meld WA |[ =
o

24 RPRIH HAD| Q& YRt
Q1504 47] L2H Alk2

S RLIH WA |[ =
YRt 2| L2H Al2EL

U LS M2 B0{F
(Show the humidity and maximum snow depth of Goseong in order from February 8 to 29 before 1993.)
Tlnv¢ HpolgzH o|M 28 0|2 Medium: 1993 O|H 2% 0|
YEE 20UNX| Dok0| S

Hlg=21 L2H AlI23t
Answer: 199315 0|X 22! 0|= 8ULE| 29UNIK| nAQ| =2}

Small: 1993 0| 28 0|=

Large: 1993iH 0| 28 0%

8YULE 292UNX| 1Yol 5=t

BULE 202 NHX| A0l S50 | BYUSE 29UNK| DOl Ao
A YUEHELNTE 2013 AAAELE 2R 2017 A AAENE SNTHZ 2013 |4 NEHS 2 M2 Hoi

Figure 5: Qualitative results of pre-trained Whisper models with different model sizes. The answer queries in
English are manually translated from the original Korean answer. Incorrect model predictions are highlighted with

Answer: 2| 2t 130 2

27X @™ % kA (Lightning occurrences by agency, Uljin, morning and afternoon radius)
ZS: S B 130 2T W 2% 8 ‘ FT (General): \2i 24X 130 27 X @ bt ‘ FT (Both): =t2| 2tAH 130 27 ¥ 2F 8t
Answer: 82 30 7|21t 7|2 IHZLS 2|L|? (What are the average vapor pressure and temperature values on August 30th?)
ZS: 88 30Y 7|1} 0| mgke RL? ‘ FT (General): 82 302 &7|¢F

ot 712 a2 |LI? ‘ FT(Both): 8 30¢ 5711t 2|2 AL

2 GEgte Au?

Answer: 1980 O|T 42 O|™ St ZH S E0fl JHE £|Cia=2HE 40| 2% 20| o{C|L|?
(Where was the highest maximum instantaneous wind speed in Chungcheongnam-do before April 19807?)
ZS:1980'F 0| 4 O™ =t =H

=0 2HY AlTh =2t S40| 2o ZOIEL

FT (General): 1980\ O|X 42 O™ &t £% FT (Both): 1980\ O|H 4 0|

20| st B
SE0I OFE Al 22t S40| AP ROIRE Lol 21 A|CH&2HE 40| 243 20| O{C]L?
Answer: X|Ab A|H|S H2EEND| 22 24|24 ot

o 2ESIS CALMO.5 m/s &% st 211 2IF|
(Surface time series, wind rose observation frequency by wind speed class
2S: X|AF A4 Hi2bAtD| Za 2y

BHE 31421 0.5m/s 28 St 211 13k

, CALM 0.5 m/s late order 211 Inje)

FT (General): XA Al B2t =0| 24 A 2Y
=

FT (Both): X4 Al B0l 4 23
2HESHM CALMO:5 m% &E 5k 21 1 QA

THES Y 29 5m T &8 54 211 IR

St

Figure 6: Qualitative results of Whisper models finetuned on different datasets. All indicators are the same with
Figure 5.
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