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Abstract

In natural language processing tasks, pure rein-
forcement learning (RL) fine-tuning methods
often suffer from inefficient exploration and
slow convergence; while supervised fine-tuning
(SFT) methods, although efficient in training,
have limited performance ceiling and less solid
theoretical foundation compared to RL. To ad-
dress efficiency-capability trade-off, we pro-
pose the Guess-Think-Answer (GTA) frame-
work that combines the efficiency of SFT with
the capability gains of RL in a unified training
paradigm. GTA works by having the model
first produce a provisional guess (optimized via
cross-entropy loss), then reflect on this guess
before generating the final answer, with RL
rewards shaping both the final output and the
format of the entire GTA structure. This hy-
brid approach achieves both faster convergence
than pure RL and higher performance ceiling
than pure SFT. To mitigate gradient conflicts be-
tween the two training signals, we employ loss
masking and gradient constraints. Empirical
results on four text classification benchmarks
demonstrate that GTA substantially accelerates
convergence while outperforming both stan-
dalone SFT and RL baselines.

1 Introduction

Text classification, as a foundational task in natural
language processing (NLP), has been widely em-
ployed for sentiment analysis (Pang et al., 2002),
intent recognition (Chen et al., 2016), and news cat-
egorization (Johnson and Zhang, 2015). Early NLP
solutions primarily relied on rule-based systems
and statistical models—including hidden Markov
models (HMMs) and support vector machines
(SVMs)—to learn patterns from annotated cor-
pora (Joachims, 1998). The emergence of deep
learning and Transformer (Vaswani et al., 2017)
architectures dramatically enhanced classification
performance, with Bidirectional Encoder Repre-
sentations from Transformers (BERT)’s (Devlin,

2018) bidirectional pre-training paradigm captur-
ing rich contextual representations and achieving
breakthroughs across multiple tasks.

Large language models (LLMs)—such as GPT
(Achiam et al., 2023), Llama (Grattafiori et al.,
2024), Qwen (Yang et al., 2024), and DeepSeek
(Guo et al., 2025)—have demonstrated remarkable
capabilities across numerous NLP tasks, including
text classification (Kostina et al., 2025). While SFT
has been the predominant approach to adapt these
models for specific tasks, it faces inherent limita-
tions: SFT methods directly learn to produce cor-
rect answers without explicit reasoning, leading to
limited generalization capabilities and performance
ceilings. Chain-of-thought (CoT) prompting (Wei
et al., 2022)—a technique that guides models to
generate intermediate reasoning steps before pro-
ducing final answers—has shown significant im-
provements across various reasoning tasks (Kojima
et al., 2022; Xia et al., 2025). However, applying
CoT within the SFT paradigm requires extensive
human annotation of reasoning chains, resulting
in substantial costs and susceptibility to annotator
biases and quality inconsistencies (Tan et al., 2024;
Byun et al., 2024).

RL offers a promising alternative that can theo-
retically overcome these limitations by combining
the benefits of CoT reasoning with optimization-
based learning (Xu et al., 2025; Wang et al., 2024).
From reinforcement learning from human feed-
back (RLHF) (Ouyang et al., 2022) to advanced
frameworks like group relative policy optimiza-
tion (GRPO) (Shao et al., 2024), RL techniques
can explore and optimize intermediate reasoning
processes without requiring manually annotated
reasoning chains. This approach holds particu-
lar promise for enhancing model performance be-
yond what SFT can achieve. However, the appli-
cation of RL to text classification tasks remains
challenging due to fundamental limitations: unlike
supervised learning’s direct approach, RL methods
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must discover optimal reasoning strategies through
self-guided exploration—a process often hampered
by inefficient exploration, slow convergence, and
potential training instability (Chen et al., 2025a).
These efficiency challenges have hindered pure RL-
based methods from consistently outperforming
SFT approaches despite their stronger theoretical
foundation.

To address these challenges, this work introduces
a novel Guess—Think—Answer (GTA) framework
that seamlessly integrates the advantages of SFT
and RL within a unified single-stage training pro-
cess. In our approach, the model first generates an
intuitive guessed answer, then engages in a "think"
step—reasoning explicitly over the guessed answer
and the input question—before producing a refined
final answer. Our main contributions can be sum-
marized as follows:

1. We propose a novel GTA framework that struc-
tures the reasoning process into three distinct
phases: an initial intuitive guess, an explicit
reasoning step that reflects on this preliminary
prediction, and a refined final answer that in-
corporates this reasoning.

2. We develop a unified training approach that
seamlessly integrates SFT and RL within a
single-stage process. Our method applies
cross-entropy loss to the guessed answer while
optimizing the reasoning process and final an-
swer through RL-based rewards. To ensure
effective cooperation between these learning
paradigms, we introduce a specialized loss
masking strategy and gradient cosine adjust-
ment technique that mitigates potential gradi-
ent conflicts.

3. Our framework eliminates the need for man-
ual annotation of reasoning chains by enabling
the model to spontaneously learn effective rea-
soning patterns through reinforcement. Exper-
imental results demonstrate that GTA signif-
icantly outperforms both standard SFT base-
lines and state-of-the-art RL methods across
multiple text classification benchmarks.

2 Related Work

CoT prompting has emerged as a powerful tech-
nique to enhance the reasoning capabilities of
LLMs by guiding them to generate intermediate
reasoning steps before producing final answers
(Wei et al., 2022; Kojima et al., 2022; Xia et al.,

2025). While CoT significantly improves perfor-
mance across various reasoning tasks, its appli-
cation in text classification often requires exten-
sive human annotation of reasoning chains, lead-
ing to substantial costs and quality inconsistencies
(Tan et al., 2024; Byun et al., 2024). To address
these limitations, researchers have explored RL ap-
proaches that can optimize model behavior without
requiring manual annotation of intermediate steps
(Xu et al., 2025; Wang et al., 2024).

Traditional RL methods in NLP, however, of-
ten suffer from inefficient exploration and slow
convergence, making it challenging for pure RL-
based methods to consistently outperform SFT ap-
proaches despite their stronger theoretical founda-
tion (Chen et al., 2025a). Recent advancements like
the GRPO algorithm (Shao et al., 2024) have im-
proved RL efficiency by estimating baselines from
group scores, thereby reducing computational costs.
Additionally, when combining multiple learning
objectives—such as SFT and RL—gradient con-
flicts can arise, leading to suboptimal convergence.
Techniques such as gradient masking and cosine
similarity adjustments have been developed to mit-
igate these conflicts by aligning gradients toward
compatible directions (Yu et al., 2020; Chen et al.,
2018), which inspires our approach to harmoniz-
ing supervised and RL signals within our proposed
GTA framework.

3 Methodology

In this section, we present the proposed GTA frame-
work in detail. We begin with an overview of
the overall design, followed by the description of
each component and training objective, highlight-
ing how the method effectively integrates reinforce-
ment learning with reasoning-oriented supervision.

3.1 Prompt Design

To accelerate convergence during RL training, we
propose the GTA, which introduces a novel Guess
stage to the conventional reasoning process. As
illustrated in Figure 1, our prompt design guides the
model to sequentially produce three components:
Guess, Think, and Answer. The right side of the
figure presents an example of a model-generated
response adhering to this structure.

* Guess: In this initial stage, the model gener-
ates a preliminary answer based on intuition
or prior knowledge. This guess serves as a
reference point for subsequent reasoning and
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Please perform a text classification. The user inputs text, and the assistant selects a label from {label list} as output.
The assistant first makes an initial guess, then thinks about whether the guessed answer is correct based on the user’s
input. Finally, based on the reasoning process, the assistant provides the final answer to the user. The guessed answer,

reasoning process, and final answer are enclosed within <guess> </guess>, <think> </think>, and <answer>

Example (Amazon)

</answer> tags, respectively, i.e., <guess> guess the answer here</guess><think> analysis here </think><answer>

final answer here </answer>. Only return the label in guess and answer, do not output anything else.

Text: what date is it today

LLM

LLM:

-

\

<guess>'-</guess> } - - - - 1 <guess>datetime</guess>
1

1
1 <think>
: Based on the user's input, they are

r

! asking for the current date. This

\

1 . i ====1 .
<think>---</think> } 1 request is related to date-related
\ | information.

1 </think>
e 1
1
<answer>'-:</answer> |«---- -'L<answer>datetime</answer>

Figure 1: Overview of the Guess—Think—Answer framework.

the final answer. During training, the Guess
component is supervised using cross-entropy
loss.

Think: Building upon the initial guess and the
input question, the model produces a sequence
of reasoning steps. This process aids in task
comprehension and enhances the model’s gen-
eralization capabilities.

* Answer: The final answer is generated by in-
tegrating insights from both the Guess and
Think stages. This answer may align with or
differ from the initial guess. The quality of the
Answer, along with the overall output struc-
ture, is evaluated using a reward signal, which
guides the RL component of the training.

By incorporating supervised signals in the Guess
stage, our framework accelerates RL convergence
and fosters the generation of interpretable reason-
ing processes.

3.2 Training Objective

We propose a unified training framework that com-
bines SFT and RL within a single optimization pro-
cess. As shown in Figure 2, our approach exploits
the GTA output format to assign distinct training
objectives to the model’s various outputs.

SFT Loss. For the Guess segment, which repre-
sents the model’s initial prediction based on intu-
ition or prior knowledge, we employ a standard
cross-entropy loss. To ensure that the loss compu-
tation focuses solely on this segment, we apply a
masking strategy that assigns a special token (e.g.,

-100) to tokens outside the Guess span. Formally,

the SFT loss is defined as:
Lsrr = — Y _log Py(yily<i, z) 1
teg

where G denotes the set of token positions corre-
sponding to the Guess segment, y; is the target
token at position ¢, y.; represents the sequence of
preceding tokens, and z is the input text.

RL objective function. In optimizing the
model’s final output, we introduce the GRPO (Shao
et al., 2024) algorithm with minor modifications.
GRPO improves sample efficiency by generat-
ing multiple candidate outputs for the same input
prompt and computing relative advantages with-
out a separate value function, thereby reducing
training resource consumption. In LLMs, reward
signals can be categorized into model-based and
rule-based rewards; text classification tasks are par-
ticularly amenable to rule-based rewards, which are
assigned by directly comparing the model’s final
prediction to the ground-truth label. The reward
definitions are as follows:

1, if format correct
Rformat = ’ . ’ (2)
0, otherwise,
1, if classification correct,
Raccuracy = . (3)
0, otherwise,
Rtotal = Rformat + Raccuracy- (4)

where Rgormat denotes the format reward, which is
granted whenever the model’s output adheres to the
prescribed GTA format. R,ccuracy denotes the ac-
curacy reward, which is awarded when the model’s
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<guess> Guess Content </guess> <think>

Think Content

</think> <answer> Answer Content | </answer>

SFT Loss Mask Guess Content

Loss Mask

RL (GRPO) <guess> Loss Mask </guess> <think>

Think Content

</think> <answer> Answer Content | </answer>

Figure 2: Illustration of the loss masking strategy applied during training.

final prediction matches the true label. Ryy¢a1 rep-
resents the overall reward signal. The overall RL
training objective is defined as follows:

T(6) =Elg ~ PQ), {031 ~ m0,,(1)] | &
‘1
Z W Z min (ri(ﬁ), clip(r;(0),
i=1 """ teg

— BDkL [mg||mret]

(&)

1—@1+@>&¢

where GG denotes the group size, representing the
number of output sequences sampled in parallel
for the same prompt. The ¢-th output sequence
is denoted as o;, where a loss mask is applied to
the text within the Guess segment to selectively
include tokens in the loss computation. flm =
(Riotal,i — f)/o denotes the advantage function,
obtained by subtracting the group’s mean reward
p from each individual reward and then dividing

by the group’s reward standard deviation o. The
™9 (0ilq)

ﬂ—eold (Oi |q)

bility ratio between the new and old policies. The

hyperparameter € defines the clipping range for
gradient updates, and 3 adjusts the weight of the
Kullback-Leibler (KL) divergence term. Since our
training involves backpropagating two distinct loss
components, we jointly constrain the magnitude of
model updates using both the clipping mechanism
and the KL divergence term. While Dy, repre-
sents the KL divergence term and can be further

ratio r;(0) = corresponds to the proba-

expressed as:

D, [mp || mrer] = 7:;:10((0(?:’(]%00;5)) - (6)
Tref (04t | 45 0i,<t)

7o(0i¢| ¢, 0i,<t)

log — 1.

(N

we adopt the same KL divergence term computa-
tion as in the original GRPO, but instead of using
a static base model as the reference, we periodi-
cally update the reference model with the current
model during training. This strategy prevents the
model’s updates from being constrained too closely
to the base model, which could otherwise hinder
performance improvements. Policy optimization
algorithms maximize the objective function 7 (0)
via gradient ascent, which is equivalent to finding
the minimum of —7(#) by gradient descent; ac-
cordingly, the RL loss function can be expressed
as follows:

LrL =—-TJ(0) (8)

Total loss function. The total loss function is
defined as the sum of two distinct loss components,
and is computed as follows:

Lrotal = M Lsrr + Ao LRL, 9

where \; and A, are two hyperparameters that bal-
ance the weights of the SFT and RL loss terms.

Loss Mask. During training, the masking strat-
egy ensures that each loss component only affects
its intended segment. When computing the SFT
loss, tokens outside the Guess section are masked,
enabling the language model to learn the correct
labels via cross-entropy loss solely on the Guess
portion. Conversely, during RL, tokens within the
Guess section are masked in the loss calculation to
prevent adverse learning signals from the guessed
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labels. This approach effectively isolates the two
loss computations, reducing gradient conflicts dur-
ing backpropagation.

3.3 Gradient Conflict Detection and
Resolution

Despite the loss masking mechanism described
above and the assignment of distinct weights to
each objective to reduce gradient conflicts, multi-
task learning cannot fully avoid such interference.
To further mitigate gradient conflicts, we analyze
the gradients of the two losses during backpropaga-
tion and integrate theoretical insights from PCGrad
(Yu et al., 2020) into the training process. As il-
lustrated in Figure 3, we use cosine similarity to
detect gradient conflicts: a positive cosine similar-
ity between gradients from the two losses indicates
no conflict during backpropagation, whereas a neg-
ative cosine similarity denotes the occurrence of a
gradient conflict. The calculation formula of cosine
similarity under the gradient can be expressed as
follows:

_ VLser - VLrL
IV Lspr|l - [|[VLrLII

cos(6) (10)
where 6 is the angle between the two gradient vec-
tors, and V denotes the gradient calculated by back-
propagation under the corresponding loss. The final
loss update rule is:

ETotal ’
£Final =
LRL,

if Vﬁsp]“ . VﬁRL > 0,

) QY
otherwise,
During parameter updates, when gradient conflicts
arise, we mitigate such conflicts by retaining only
the loss component associated with the RL objec-
tive.

4 Experimental Setup

This section outlines the experimental setup used
to evaluate our approach. We describe the datasets,
baseline models, and implementation details.

4.1 Datasets

Considering the resource constraints of our exper-
imental process, we selected four datasets reflect-
ing distinct classification scenarios based on recent
studies (Chen et al., 2024; Menon and Srivastava,
2024; Chen et al., 2025b): SST-5 (Socher et al.,
2013), Amazon (FitzGerald et al., 2022), Emo-
tion (Saravia et al., 2018), and BBC News (Greene

Gradient

(SFT) Gradient

(SFT)

Gradient

Gradient (RL)

(RL)

No Conflict Conflict

Figure 3: Illustration of gradient conflict analysis via
gradient cosine similarity

I
1
I
]
:
cos (0) <0 |
)
I
I
1
I
]

and Cunningham, 2006), each containing multi-
ple categories. The detailed descriptions of these
datasets are presented in Table 1; they cover four
domains—movie reviews, intent recognition, En-
glish tweets, and News—with class counts ranging
from five to eighteen.

4.2 Models

Below we provide a concise summary of LLMs
used in our experiments:

Qwen2.5 (3B)! is Alibaba’s open-source 3 billion
parameters instruction-tuned LLM supporting long-
context understanding (up to 128K tokens) and gen-
eration (up to 8K tokens), making it adept at han-
dling extended dialogues and complex prompts. It
features robust multilingual comprehension across
29 languages, ensuring broad applicability in di-
verse language settings. It excels in structured out-
put generation (e.g., JSON) and instruction follow-
ing.

Qwen3 (4B)’ is Alibaba’s latest open-source large
language model with 4 billion parameters. Trained
on a substantially larger corpus of 36 trillion tokens
across 119 languages and dialects, it delivers robust
performance across diverse reasoning and under-
standing tasks. It supports hybrid reasoning modes,
seamlessly switching between CoT thinking and
direct-response generation.

Llama3.2 (3B)? is a 3 billion parameter open-
source model released by Meta. It is designed as a
lightweight variant of the Llama 3 family, trained
on a diverse multilingual corpus and optimized for
efficiency on resource-constrained environments.
Despite its relatively small size, Llama3.2 demon-
strates competitive performance on a wide range of
reasoning and classification tasks.

1https://huggingface.co/Qwen/QwenZ.
5-3B-Instruct

2https://huggingface.co/Qwen/Qwen3—4B

3https://huggingface.co/meta—llama/Llama—3.
2-3B
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Dataset

Description

Training Testing Classes

SST-5

Amazon

Emotion

BBC News

The Stanford Sentiment Treebank five-class benchmark
is a standard corpus for fine-grained sentiment classifica-
tion. It consists of sentences drawn from movie reviews,
each annotated at the sentence level with one of five sen-
timent labels—very negative, negative, neutral, positive,
and very positive.

This is the English (en-US) subset of the Massive Sce-
nario Classification task from the Massive Text Embed-
ding Benchmark (MTEB), aimed at intent prediction in
voice assistant interactions. The dataset covers 18 sce-
nario classes (such as alarm, audio, iot, calendar, play,
news, and weather).

The emotion dataset is a carefully curated subset of En-
glish tweets annotated with six basic emotions—sadness,
joy, love, anger, fear, and surprise—providing a stan-
dardized benchmark for evaluating emotion recognition
models . Each sample consists of a tweet paired with its
corresponding label.

Dataset on BBC News Topic Classification published
on the BBC News website corresponding during 2004-
2005. Each article is labeled under one of 5 categories:

8,544 2,210 5

11,514

2,974 18

16,000

2,000 6

1,225 1,000 5

business, entertainment, politics, sport or tech.

Table 1: Detailed description of datasets utilized in the experimental process. Each dataset differs in terms of the

number of classes, training samples, and test samples.

4.3 Hyperparameters

All experiments were carried out on a multi-node
cluster, each node hosting four NVIDIA L40s
GPUs (48 GB each) and coordinated via Deep-
Speed with ZeRO Stage 2. For SFT, we employed
the open-source ModelScope Swift framework,
while RL baselines used the TRL library’s GRPO
implementation and our proposed GTA built atop
GRPO. Inputs were truncated to a maximum of
4,096 tokens, and models were trained in bfloat16
precision with a per-device batch size of 4. In
the RL phase, each prompt generated 16 candi-
date answers, and we applied importance sampling
with a reuse factor of 4, and included a KL penalty
weighted by 8 = 0.01 to stabilize policy updates.
In our GTA, losses are assigned equal weights of 1.
Each dataset is trained for 3—4 epochs.

5 Results and Analysis

In this section, we report the main experimental
results and provide in-depth analyses. We first
compare GTA with baseline methods on multiple
benchmarks, then investigate convergence behav-

ior, reasoning robustness, and case studies to gain
further insights into its effectiveness.

5.1 Performance

The experimental results presented in Table 2 eval-
uate the fine-tuning performance of three meth-
ods—SFT, GRPO, and GTA—across two model
scales: Qwen2.5 (3B), Qwen3 (4B), and Llama3.2
(3B). The evaluation spans four classification
benchmarks: SST-5, Amazon, Emotion, and BBC
News. Performance metrics include accuracy and
weighted F; scores. Accuracy reflects the propor-
tion of correct predictions over the total number
of instances. Weighted F; score computes the har-
monic mean of precision and recall, weighted by
the number of instances in each class. This met-
ric handles class imbalance by assigning higher
weights to classes with more instances.

Across all datasets and different models, GTA
consistently outperforms both SFT and GRPO in
terms of accuracy and weighted F; Score. Notably,
on the Emotion dataset, GTA achieves an F; score
of 92.47% with Qwen2.5, 92.94% with Qwen3,
and 93.36% with Llama3.2 surpassing the other
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| Base SFT GRPO GTA
Dataset

‘ Acc Fq Acc Fy Acc Fq Acc Fq
Owen2.5 (3B)
SST-5 11.76  13.34 | 60.72 59.59 | 58.60 57.05 | 61.58 61.52
Amazon 54.84 5548 | 91.96 9192 | 90.82 91.03 | 9247 92.46
Emotion 58.75 58.63 | 91.35 91.41 | 82.50 81.54 | 9245 92.47
BBC News | 81.50 82.88 | 97.70 97.70 | 95.40 95.47 | 98.50 98.50
Owen3 (4B)
SST-5 45.88 39.80 | 61.67 60.87 | 59.28 58.70 | 61.95 60.94
Amazon 68.96 70.28 | 92.57 92.58 | 90.55 90.32 | 92.87 92.92
Emotion 51.15 54.00 | 92.20 92.09 | 84.55 84.23 | 92.95 92.94
BBC News | 80.40 81.79 | 97.70 97.70 | 94.90 95.01 | 97.90 97.91
Llama3.2 (3B)
SST-5 38.42 36.11 | 59.91 50.65 | 56.33 53.40 | 61.18 60.13
Amazon 19.60 18.79 | 91.69 91.52 | 84.13 83.01 | 92.84 92.84
Emotion 41.65 42.57 | 93.00 9292 | 7440 7442 | 93.30 93.36
BBC News | 34.30 25.15 | 97.40 97.41 | 91.30 91.49 | 97.50 97.60

Table 2: Fine-tuning performance (%) on four benchmarks using SFT, GRPO, and GTA across two model sizes

(Base refers to the model without fine-tuning).

100 7 90.00

80. 40[

o x*‘ N \*(’
9o ¥ ‘o~“ q,% \\*q,%@

80 1 68.96 71.25

58.00
60 50.59 51.15
45.88
40
20
0

%‘5 \\\*@’ \0‘

Accuracy (%)

x\\?‘(*“ \\\«\

Figure 4: Accuracy comparison of Qwen3 (4B) think
and no think across multiple datasets

methods by a significant margin. Similarly, on
the Amazon dataset, GTA attains the highest accu-
racy and F; scores, indicating its robustness across
different domains. These results underscore the
effectiveness of the proposed GTA method in en-
hancing model performance across diverse datasets
and model scales. The consistent improvements
in both accuracy and F; scores highlight GTA’s
robustness.

5.2 Exploring Performance Boundaries in
Zero-Shot

We first investigated whether reasoning-enhanced
prompting could improve classification perfor-
mance without model fine-tuning, as this would

establish important baselines and validate a core
premise of our GTA framework: that explicit rea-
soning steps can elevate model capabilities. This
exploration addresses a fundamental question in
LLM deployment—whether performance limita-
tions stem from model capabilities themselves or
from suboptimal reasoning processes that can be
enhanced through structured prompting. Using the
base Qwen3 (4B) model with its native "think"
mode toggle, we compared standard direct an-
swering against explicit reasoning-then-answering
across four benchmarks: SST-5, Amazon, Emo-
tion, and BBC News. Figure 4 demonstrates
consistent performance improvements across all
datasets when reasoning steps are incorporated.
The accuracy on SST-5 increases from 45.88% to
50.59%, Amazon review classification improves
from 68.96% to 71.25%, Emotion classification
improves from 51.15% to 58.00%, and BBC News
classification shows the most significant gain from
80.40% to 90.00%. These results reveal that mod-
els operating in a deliberate reasoning mode pos-
sess substantially higher performance ceilings than
those constrained to direct response generation.

5.3 Convergence Analysis of RL

RL-based fine-tuning typically suffers from slow
convergence due to lengthy exploration cycles. To
assess how our GTA method addresses this limita-
tion, we compared its convergence speed against
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Figure 6: Accuracy reward and test set accuracy trends of GRPO and GTA on SST-5

the GRPO baseline across multiple datasets and
model scales. Since BBC News is a relatively easy
dataset with fewer categories and less training data,
its convergence trends are less informative for ana-
lyzing RL training dynamics. We therefore focus
our convergence analysis on SST-5, Amazon, and
Emotion. Figure 5 illustrates the accuracy reward
trajectories for both 3B and 4B models on SST-
5, Emotion, and Amazon datasets, tracking three
curves: GTA’s answer segment (blue), GTA’s guess
segment (green), and GRPO (orange). On SST-5
and Emotion datasets, GTA demonstrates a substan-
tial convergence advantage, with both guess and
answer rewards consistently outperforming GRPO.
While GRPO achieves faster initial convergence
on the Amazon dataset, GTA maintains superior

overall performance throughout training. These
results confirm that the supervised guess segment
effectively guides the answer segment, dramatically
accelerating convergence while preserving the op-
timization benefits of RL—offering significant ad-
vantages for applying RL to language models in
classification tasks.

To investigate whether GRPO might eventually
match GTA’s performance given sufficient training
time, we extended our experiments on the SST-5
dataset to 10,000 steps (approximately 10 epochs).
Figure 6 presents this extended analysis using the
3B-parameter model, with Figure 6(a) showing
training reward progression and Figure 6(b) depict-
ing test accuracy evolution. Even in this extended
training scenario, GRPO’s convergence remains
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Input: start a competitive crossword for us
Label: play

1

1

I

1

|

1

, Output:

! <guess> general </guess>

| <think>

: The user's input is asking to start a competitive crossword game.

i This is a request for a game or activity, which falls under the ‘play’
| category. However, the 'play’ category is more for playing music

| or games, while ‘general’ is a broader category that can include

! starting a game or activity. Given the context, ‘play’ might be a

! more accurate label, but ‘general’ is also a possible option.

1 However, since the user is asking to start a specific type of game,
. ‘play’ is more appropriate.

| </think>

| <answer> play </answer>

Label list: [alarm, audio, iot, general, datetime, music, takeaway, weather, play, news, recommendation, ga, calendar, social, transport, cooking, email, lists]

Input: what time will the soccer match be tonight
Label: calendar

Output:

<guess> sport </guess>

<think>

The user is asking about the time of a soccer match tonight. The
label 'sport' is related to sports events and schedules. However, the
available labels do not include *sport’. The closest relevant label
might be ‘calendar’ if the match is scheduled in a calendar.
Alternatively, 'recommendation’ or 'general’ could be considered.
But given the context of a specific event time, 'calendar’ seems
more appropriate.

</think>

<answer> calendar </answer>

Figure 7: Illustration of GTA reasoning: from incorrect guess to correct answer

GRPO GTA (RL) GTA (SFT+RL)
Acc 58.60 5742 61.58
Fi 5705 5652 61.52

Table 3: Performance (%) of Qwen2.5 (3B) on GTA
trained by RL on SST-5. GTA (RL) means that all stages
are trained using RL, and GTA (SFT + RL) indicates
that the loss of the guess is calculated through SFT.

substantially slower than GTA’s. Despite showing
gradual improvements in both reward and accuracy,
GRPO fails to match GTA’s performance even af-
ter 10,000 steps. These findings demonstrate that
GTA not only accelerates training but also achieves
a higher performance ceiling, offering significant
practical advantages for deploying RL in language
model fine-tuning for classification tasks.

5.4 Ablation on Guess

To validate the contribution of the supervised Guess
stage, we replace the Guess component with RL
updates. The results are shown in Table 3, We can
observe that replacing supervised Guess with RL
training does not improve the final accuracy. In fact,
it yields a drop. This indicates the effectiveness of
using supervised loss in the Guess stage.

5.5 Reasoning Process Analysis

We find that although making a guess under the
guidance of supervision can accelerate conver-
gence, the model does not blindly commit to the
guessed answer as the final prediction. As show
in Figure 7, when the model produces an incorrect
guess, subsequent reasoning steps end to allow it
to correct previous mistakes. In Case A, the model
first predicts an incorrect label but gradually revises

its reasoning and ultimately derives the correct an-
swer. In Case B, the model not only outputs the
correct final label but also explicitly indicates that
the candidate label set does not include “sport”,
thereby mitigating hallucination issues commonly
observed in SFT. These examples, together with
the overall accuracy improvements, highlight that
GTA exhibits stronger robustness than purely SFT
methods that only optimize the Guess segment.

6 Conclusion and Future Work

In this work, we present GTA, a novel training
framework that addresses the efficiency-capability
trade-off between SFT and RL by introducing a
Guess stage to traditional CoT outputs. Under
this framework, model outputs are organized into
Guess, Think, and Answer segments, where the
Guess is optimized via SFT while the overall for-
mat and final output are optimized through RL. To
mitigate gradient conflicts, we apply loss mask-
ing and cosine-similarity constraints. Experimen-
tal results on four text-classification benchmarks
show that GTA consistently outperforms pure SFT
and GRPO baselines in accuracy and F; scores
while achieving significantly faster convergence
than pure RL approaches. Through analysis of
training dynamics, we demonstrate that GTA suc-
cessfully combines the efficiency of supervised
learning with the performance gains of RL, sub-
stantially accelerating convergence and addressing
the exploration inefficiency inherent to RL-based
fine-tuning. Theoretically, our approach is not lim-
ited to text classification tasks, and we plan to ex-
plore extending GTA to broader NLP tasks in future
work.
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Limitations

While publicly available text classification datasets
often contain noisy data, we did not perform prepro-
cessing or sample high-quality subsets in this study.
Additionally, due to resource constraints, we vali-
dated our proposed method only on 3B and 4B pa-
rameter models, without extending the evaluation
to larger-scale models. Given that RL heavily relies
on the underlying model’s capacity, more powerful
and generalizable models may yield greater bene-
fits.
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