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Abstract

Large language models (LLMs) are increas-
ingly used for data generation. However, creat-
ing evaluation benchmarks raises the bar for
this emerging paradigm. Benchmarks must
target specific capabilities, penalize exploiting
shortcuts, and be challenging. Through two
case studies, we investigate whether LLMs can
meet these demands by generating reasoning-
over-text benchmarks and comparing them to
those created through careful crowdsourcing.
Specifically, we evaluate both the validity and
difficulty of LLM-generated versions of two
high-quality reading comprehension datasets:
CondaQA, which evaluates reasoning about
negation, and DROP, which targets reasoning
about quantities. We find that prompting LLMs
can produce variants of these datasets that are
often valid according to the annotation guide-
lines, at a fraction of the cost of the original
crowdsourcing effort. However, we show that
they are less challenging for LLMs than their
human-authored counterparts, do not preserve
the same model rankings, and that these dif-
ferences may be imperceptible to researchers
inspecting the data. This finding sheds light on
what may have been lost by generating evalua-
tion data with LLMs, and calls for critically re-
assessing the immediate use of this increasingly
prevalent approach to benchmark creation.

1 Introduction

The development of benchmarks that test frontier
models in reasoning over text has been at the heart
of NLP research (Rogers et al., 2023). Such bench-
marks aim to cover a broad range of input variations
and related skills, and prevent models from per-
forming well by exploiting data shortcuts (Bowman
and Dahl, 2021). They are created to be challeng-
ing, so that even the most capable emerging models
cannot solve them immediately and they remain a
meaningful yardstick for measuring progress. Yet
these goals are often hindered by crowdsourcing

CondaQA Human† o3-mini△ Llama-3.3◦

Original-Data Accuracy 91.9 72.4 78.8

Full Bundle Consistency 81.6 45.9 48.5
Paraphrase Consistency 93.6 69.6 76.5
Scope Consistency 86.5 55.5 62.8
Affirmative Consistency 88.2 56.9 67.3

DROP Human‡ o3-mini△ Llama-3.3◦

Original-Data Token F1 96.4 84.3 70.9

Consistency N/A 53.5 35.5

Table 1: Performance on the CondaQA dev set and the
DROP contrastive test set. The original accuracy is cal-
culated on the data used to create contrastive instances.
Consistency reflects the rate at which all minimally dif-
ferent examples within a bundle are answered correctly.
These results show that these reasoning benchmarks
remain challenging. We study whether comparable vari-
ants can be created using LLMs. †Cf. Ravichander et al.
(2022). ‡Cf. Dua et al. (2019). △o3-mini-2025-01-31
◦meta-llama/Llama-3.3-70B-Instruct

annotation practices that favor speed to maximize
hourly pay, such as crowdworkers reusing the same
pattern(s) to create dataset examples. An alterna-
tive approach, prompting LLMs, does not suffer
from the same misaligned incentives. LLMs are
capable of creating content they will struggle to
reason about (West et al., 2024, the generative AI
paradox). However, a key challenge lies in get-
ting LLMs to follow annotation instructions. The
silver lining is that it is possible to review annota-
tions and revise guidelines without delay because
LLMs produce annotations instantly. Moreover,
since their annotations come at little or no cost, one
can iterate as many times as they are willing to
review-and-revise.

This makes it tempting to substitute LLMs for
human annotators, as is becoming increasingly
common (§3). However, before adopting this ap-
proach to creating new challenging benchmarks,
we must ask: When created under the same annota-
tion criteria, how do LLM-generated benchmarks
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compare to their challenging human-authored
counterparts? If the data is not comparable in
quality or as effective for assessing model limita-
tions, this should give us pause in using LLMs as
annotators in this context.

We address this question through the lens of read-
ing comprehension, which is a common format in
NLP for probing reasoning over text capabilities of
frontier models (Rogers et al., 2023). Specifically,
we study compositional reasoning over numbers as
in DROP (Dua et al., 2019; Gardner et al., 2020)
and reasoning about the implications of negated
statements as in CondaQA (Ravichander et al.,
2022). These reasoning types continue to challenge
LLMs, as shown in Table 1.

What would LLMs-as-annotators need to be able
to generate to create datasets like these? First, ques-
tions that are complex and require deeper under-
standing or inference, rather than being answerable
by a phrase matching the paragraph’s wording. Sec-
ond, minimal edits to the passages or questions to
test that the model has the skills related to a spe-
cific type of reasoning. For example, an edit that
only changes what is negated in a passage enables
testing whether the model has the skill of under-
standing negation scope. In turn, this skill enables
reasoning about both the original and edited pas-
sage, and answering questions about the negated
content in the context of both passages correctly.

We extensively prompt an LLM to generate com-
plex questions and contrastive edits, as would likely
be done by dataset creators opting to use LLMs as
annotators. Prompt engineering we conduct (§4)
illustrates that using LLMs as annotators does not
eliminate the need for iterative instruction refine-
ment and manual review, much like traditional hu-
man annotation. That is, although an LLM creates
questions and edits faster and cheaper than peo-
ple, the process of obtaining them may still require
multiple rounds of manual review.

Our next findings are of practical importance.
First, we manually analyze generations and find
that LLM-generated data is moderately to highly
valid, though rarely perfect (§4). Second, in a user
study with NLP researchers, we compare human
and generated edits and find that generated edits
are generally preferred to human-authored ones
for better meeting the annotation guidelines (§5).
We attribute this result to their apparent simplicity,
which allows them to adhere more closely to the
guidelines. However, when benchmarking various
models on human and generated versions, we find

that human-authored edits still pose a greater chal-
lenge and rank models differently than generated
versions, especially when bundle consistency is
considered (§6).

These findings suggest that the core challenge
is not validity, but difficulty. However, optimizing
prompts for difficulty would require substantial
human-in-the-loop effort because LLMs cannot
yet reliably validate and answer their own gen-
erations. Moreover, this would effectively turn
evaluation-data generation into a form of adversar-
ial dataset construction whose “naturalness” has
been questioned (Bowman and Dahl, 2021). There-
fore, how to generate challenging instances without
relying on excessive human effort and producing
artificially-sounding text remains an open question.
In light of this, using LLMs as annotators for any
new benchmark does not seem advisable as of yet,
especially if the validity of the generated data is the
only measure of dataset quality.1

2 Background

Reading Comprehension to Probe Reasoning.
SQuAD (Rajpurkar et al., 2016) popularized using
reading comprehension to probe models. Weis-
senborn et al. (2017) show that SQuAD questions
are often answerable with a span in the paragraph
that matches the expected answer type and is lexi-
cally related to the key words in the question. This
has led to the other datasets posing greater reason-
ing challenges (Yang et al., 2018; Kočiský et al.,
2018; Yu et al., 2020, among others). We focus
on two such datasets: DROP (Dua et al., 2019)
and CondaQA (Ravichander et al., 2022), which
still challenge current models (Table 1). DROP is
widely used, as evident by its citation count, and
CondaQA exemplifies the kind of high-quality, con-
trastive, and reasoning-focused dataset we aim to
test LLMs’ ability to generate.

DROP and CondaQA Questions. See Table 8
in the Appendix for examples of human-authored
questions in both datasets. Questions in these
datasets are posed over Wikipedia passages. In
DROP, questions must “require complex linguis-
tic understanding and discrete reasoning” (Dua
et al., 2019). An extra condition is that the BiDAF
model (Seo et al., 2017) cannot answer a question.
We do not adversarially generate, as this may raise
other issues (Bowman and Dahl, 2021). In Con-
daQA, questions should be “targeted towards the

1Our code is available at Github.
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implications of the negated statement” (Ravichan-
der et al., 2022), i.e, they should be about (1) the
negated statement, rather than other information
in the passage, and (2) about an implication of the
negated statement.

Contrast Sets. Models can solve benchmarks
by exploiting data shortcuts (Gururangan et al.,
2018). Thus, they are better evaluated based on
consistency — their ability to solve an entire set of
slightly different examples with different ground
truth, known as contrast sets (Gardner et al., 2020)
or counterfactual data (Kaushik et al., 2020). Con-
trastive edits are valid if minimal changes give a
different ground truth, while maintaining fluency.
However, edits targeting specific changes help eval-
uate whether models have the necessary skills for
a specific type of reasoning. For example, an edit
that requires changing only what is negated tests
models’ understanding of the negation scope:
• “Nearly all of his possessions were destroyed with the ex-

ception of a guitar and an automobile”
• Edit: “Nearly all of his possessions were destroyed (includ-

ing a guitar), with the exception of an automobile”

Only with this skill can models consistently rea-
son about negation and answer questions as “Was
Parsons able to use his guitar after the fire?” in
both contexts. We introduce other edit types below.

CondaQA Edits. The example above is the Con-
daQA scope edit, which tests robustness to chang-
ing the part of the text that the negation cue af-
fects. The other edit types are paraphrase edits,2

which test a model’s robustness to different ways of
expressing negation, and affirmative edits, which
reverse negation to assess whether models can pro-
cess negation and whether they rely on subtle arti-
facts when they do.3 CondaQA was designed to be
contrastive, with all edit types systematically anno-
tated. See Table 9 (Appendix) for human-authored
edits. We aim to generate all of these edit types for
CondaQA dev passages.

DROP Edits. Gardner et al. (2020) report three
DROP edit types. Compositional edits add a reason-
ing step to questions (Table 8; Appendix). Seman-
tic edits invert question meanings, such as chang-
ing “shortest” to “longest”. Temporal edits modify
event order by changing their order in the questions

2While not contrastive to the original, paraphrase edits
combined with other edit types, like scope and affirmative
edits, form sets where some variants yield different answers.

3Success on negated text but failure on its affirmative ver-
sion suggests artifacts were used. Failure on negated, success
on affirmative text shows an inability to handle negation.

or the passage (Table 6; Appendix), or by changing
the dates associated with these events in the pas-
sage. Unfortunately, the DROP contrast set does
not explicitly mark the edit type.4 Thus, one author
of this paper has manually determined composi-
tional and temporal edits that change event order in
passages, but could not reliably detect semantic ed-
its.5 We generate compositional edits using pairs of
passages and the generated questions. Because the
contrast set contained too few temporal edits, we
generate temporal edits using the original DROP
dev passages that include dates.

3 Related Work

Question Generation (QG). This is a long-
standing NLP task, with the first shared task in
2010 (Rus et al., 2010) and many approaches pro-
posed since (Pan et al., 2019; Guo et al., 2024). QG
still largely focuses on generating fluent, factual
questions that closely mirror the context’s wording
(Ushio et al., 2022; Samuel et al., 2024). Yehudai
et al. (2024) target long-form questions, but still
require little composition or inference. Multi-hop
QG, which links explicit facts across passages (Kul-
shreshtha and Rumshisky, 2023), is more relevant
but differs from reasoning over implicit meaning
within a single context as in CondaQA and DROP.
Other related QG work focuses on text-to-SQL
(Wu et al., 2021), pedagogical question genera-
tion (Tonga et al., 2025), and paraphrasing existing
mathematical questions (Yu et al., 2024), none of
which involve generating reasoning-intensive ques-
tions from scratch. Balepur et al. (2025) introduce
RQA, where a question is generated from a given
answer, showing that LLMs struggle particularly
with numerical cases.

Edit Generation. A line of work has aimed to au-
tomate the creation of contrastive edits to improve
their scale and diversity (Li et al., 2020; Ross et al.,
2021; Shaikh et al., 2022; Ross et al., 2022; Dixit
et al., 2022; Chen et al., 2023, among others); re-
viewed in Stepin et al. (2021); Nguyen et al. (2024);
Wang et al. (2024). While these approaches accept
any minor change that alters the answer, we focus
on editing that is done along specific dimensions
such as changing what is negated or adding a set of

4https://github.com/allenai/contrast-sets/
blob/main/DROP/drop_contrast_sets_test.json

5We choose passage-level temporal edits because they,
with compositional edits, cover at least one type of both
question-level and passage-level DROP edits.
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Iter 1
Full-Bundle Human

Guidelines

18.7%

Iter 2
Question-Only Human

Guidelines

25.0%

Iter 3

Start from Scratch

37.5%

Iter 4
Add Overgenerate &

Filter

68.7%

Iter 5

Improve Filter

81.2%

Iter 6

Add Reasoning Types

37.5%

Final
Large-Scale Eval of

Iter 5

72.8%

CondaQA Questions

Iter 1
Question-Only Human

Guidelines

62.5%

Iter 2

Start from Scratch

25.0%

Iter 3
Add Overgenerate &

Filter

31.3%

Iter 4

Improve Filter

43.8%

Iter 5

Add Reasoning Types

75.0%

Iter 6

Improve Filter

100.0%

Final
Large-Scale Eval of

Iter 6

88.7%

DROP Questions

Figure 1: The percentage of valid questions in a sample of 16 for intermediate evaluations, and 100 or 114 for final
evaluations. Questions are generated with gpt-4-turbo-2024-04-09 and assessed by one author of this paper. The
full prompt code and templates for each iteration can be found in our Github repository.

calculations. Ross et al. (2022) also steer edits to-
ward targeted attributes, but their approach requires
dataset creators to adjust semantic representation-
based control codes, whereas we achieve targeted
edits through direct natural language instructions.

Paraphrase Generation. This is another classic
NLP task (McKeown, 1983). Our approach to gen-
erating CondaQA edits that change how negation
is expressed, but keep the meaning intact, builds on
work in prompting LLMs for paraphrasing (Cegin
et al., 2023; Witteveen and Andrews, 2019; Pehli-
vanoglu et al., 2024) and controllable paraphrasing
(Hosking and Lapata, 2021; Krishna et al., 2023).

Data Creation with LLMs. Generating data
with LLMs is increasingly common (Long et al.,
2024), from NLP tasks such as classification
(Møller et al., 2024; Patwa et al., 2024), QA (Ye
et al., 2022; Harsha et al., 2025), NLI (Liu et al.,
2022; Hosseini et al., 2024), to instruction tuning
and alignment (Wang et al., 2023; Bai et al., 2022).
Our work differs from this line of work in three
key ways. First, most prior efforts focus on gen-
erating training, not evaluation, data. Imperfect
synthetic data may improve training (Amin et al.,
2025), but is unacceptable for benchmarking. Sec-
ond, much of the existing work targets the easier
task of generating only labels or answers (Mahesh-
wari et al., 2024), whereas we generate content:
questions and edits. This is more challenging to
execute due to more complex prompt engineering
and validity review, as well as costly answer an-
notation. Third, our goal is to critically and sys-
tematically analyze generated data. While some
studies generate evaluation datasets or replicate ex-
isting crowdsourcing pipelines (Gilardi et al., 2023;
Qi et al., 2025; Roemmele and Gordon, 2024; Wu
et al., 2025), they do not conduct such analysis.
Das et al. (2024) compares LLM-generated data
to human-authored counterparts, but focuses on

training data and the downstream effects of its use.
Our results both corroborate and go beyond Ma-
heshwari et al. (2024)’s. Specifically, we show that
synthetic data is not always a good predictor of rel-
ative performance, and that bias does not explain
why synthetic benchmarks are easier.

4 Generating DROP and CondaQA
In this section, we outline our prompting workflow
for generating questions (§4.1) and edits (§4.2).
We also recap some of the prompting strategies we
found most useful, and the data they were used to
create in Table 10 (Appendix).

We give a Wikipedia passage from the original
dataset to gpt-4-turbo-2024-04-09 (the state-of-
the-art LLM at the time) and refine prompt instruc-
tion iteratively, with one of the authors manually
validating 16 generations for each promising can-
didate prompt. We consider an annotation valid
if it adheres to the original annotation guidelines;
see validity criteria in Table 11 in the Appendix. If
validity is below 85%, we adjust the prompt and
experiment using a chat interface until we reach a
promising version, which we then re-evaluate on
the 16 examples. Upon achieving either 100% va-
lidity, or if further prompt engineering suggests no
prospects of progress, the same author evaluated
the most valid intermediate prompt on a larger sam-
ple of 100+ instances. Each iteration in Figures 1–2
represents our prompt after exploring several mi-
nor variations around a central prompting idea in
that iteration. We also show these results in Ta-
bles 12 and 13; Appendix. In total, we evaluate 421
paragraph-question pairs and 926 edits across both
datasets in this section.

4.1 Prompting for Question Generation
We begin with prompts based on the instructions
given to annotators.6 For CondaQA, one such

6We obtain CondaQA crowdsourcing templates via per-
sonal correspondence. The DROP templates are available at:
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prompt obtains a question and paragraph edits se-
quentially in a single chat (Iter 1; CondaQA) and
the other collects questions or a specific edit alone
(Iter 2; CondaQA). For DROP, the latter is the
only option (Iter 1; DROP).7 As shown in Fig. 1,
these initial prompts result in low validity. This
shows that gpt-4-turbo-2024-04-09 struggles
to follow instructions designed for human crowd-
workers. Consequently, we switch to designing
prompts from scratch.

For CondaQA, we prime the model to focus on
useful information by guiding it through the follow-
ing process: given a passage and a cue, it identifies
what is negated, de-negates the cue, considers the
implications of the negation, and then generates a
question. The prompt requires that the generated
question (1) targets the negation, (2) is about an im-
plication of negation, not factual knowledge in the
passage, (3) has a valid answer type (yes, no, don’t
know, or a span in the passage), and (4) avoids
restating the negation. We try to ensure that the
negation is targeted by requesting questions whose
answers change depending on whether the negation
cue or its de-negated version is in the passage.

For DROP, the initial prompts ask for questions
that (i) require discrete reasoning over the passage
and (ii) have a valid answer span (a span in the
passage or question, date, or numbers).

The validity of these initial prompts is also low:
only 37.5% for CondaQA (Iter 3) and 25% for
DROP (Iter 2). We improve these results with the
overgenerate-then-filter protocol (Yehudai et al.,
2024). We generate 8 questions for each passage
and select the first one that satisfies filtering. Each
filter is done with another LLM call.

For CondaQA, we first introduce filters for (1)–
(3) above, but we found that including a filter for
(4) was crucial (see Iter 4 vs. 5 in Fig. 1). After
this iteration, we are unable to further improve
the validity of generated CondaQA questions, and
ultimately, their validity in a sample of 114 passage-
question pairs is 72.8%.

For DROP, we refine the filtering in a few itera-
tions, each of which further improves the validity.
The first filter checks that a question requires com-
plex reasoning and looking over more than one
part of the passage to answer it (Iter 4). The next
filter checks that the question does not combine
multiple questions into one and that it has a valid

https://github.com/dDua/mturk-drop.
7The DROP contrast set authors shared that their instruc-

tions were loosely defined since they did the edits themselves.

answer type. Before introducing the final filter, we
enrich the prompt with an example of 9 types of
discrete reasoning questions and request generating
a question for each discrete reasoning type, then
ranking them according to how well they adhere
to the other guidelines (see Iter 5).8 Given this im-
provement, we try a similar addition for CondaQA
(Iter 6), but it drastically reduces validity.9 This
demonstrates that a prompt engineering strategy
crucial for producing one reasoning benchmark
may not be universal. The final filter checks that
the passage is self-contained in terms of facts re-
quired to answer the generated question (e.g., it
does not require external knowledge about a sport
or player stats). With this final filter, we reach
100% validity on the small sample which leads to
88.7% valid generated DROP questions in a larger
sample of 100 passage-question pairs. This perfor-
mance drop from a small- to large-scale evaluation
pinpoints a limitation of this protocol, which could
also happen in traditional human evaluation.

4.2 Prompting for Editing

Unlike for question generation, initial prompts for
certain edits, such as paraphrasing and affirmative
ones, immediately give moderate to high validity
(CondaQA Iter 3, Fig. 2). However, multiple iter-
ations were required to refine the prompt for com-
plex edits like changing the negation scope. In that
case, we discover it is effective to have the model
generate a question whose answer is the entity or
event that is negated, and then edit the passage so
the answer to the question changes (Iter 6; Scope):

System: Given the sentence and the negation cue, identify what
is being negated.

User: Sentence: {sentence}\n\nNegation cue: {cue}
Assistant: {negation_subject}
User: Please generate a question that is answered by the

subject of what is negated by \"{cue}\" in the original
sentence. Just output the question and the answer in the
form of \"Q: Generated question \nA: Answer to

generated question\"
Assistant: Q: {generated_question} \n A: {generated_answer}
User: Now edit the original sentence so that the answer to the

question is different, but make sure to keep the
negation cue \"{cue}\" somewhere in the sentence.

Assistant: {edited_sentence}
User: Original Passage: {passage}\nNow rewrite the original

passage with the rewritten sentence. Please make any
edits necessary to make sure the whole passage is
coherent. Please return just the edited passage.

Assistant: {edited_passage}
...

8Types of discrete reasoning (Dua et al., 2019): subtraction,
comparison, selection, addition, count and sort, coreference
resolution, other arithmetic, set of spans, and other.

9Dimensions of commonsense reasoning (Ravichander
et al., 2022): precondition, social norms, psychology, cause
and effect, mutual exclusivity, synecdoche.
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Iter 1
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62.5%
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Human Guidelines

81.3%

Iter 3
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75.0%

Iter 4
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81.3%

Iter 5
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100.0%
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Large-Scale Eval of

Iter 5

98.2%

CondaQA Affirmative Edits

Iter 1

Start from Scratch

12.5%

Iter 2
Add Overgenerate &

Filter

43.7%

Iter 3
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43.7%

Iter 4
Add Reasoning Types
& Improve Filtering

81.2%

Final
Large-Scale Eval of

Iter 4

65.0%

DROP Compositional Edits

Iter 1
Start from Scratch +

Overgenerate &
Filter

87.5%

Final
Large-Scale Eval of

Iter 1

86.0%

DROP Temporal Edits

Figure 2: The percentage of valid edits in a sample of 16 for intermediate evaluations, and 100 or 114 for final
evaluations. Edits are generated with gpt-4-turbo-2024-04-09 and assessed by one author of this paper. The full
prompt code and templates for each iteration can be found in our Github repository.

In most cases, the model needs to be primed to
focus on relevant information and guided through
a multi-step generation process. For instance, in
affirmative edits, the initial prompt (Iter 3) involves
removing the negation cue and then polishing the
text. A more effective alternative (Iter 5) is to ex-
plicitly ask what is being negated, ask the model
to de-negate the negation (e.g., change “rarely” to
“often”) while keeping the original negated content
in focus, and then integrate the revised content into
the passage. We often introduce overgenerating-
and-filtering with other refinements, which makes
its role in editing less immediately apparent. How-
ever, it is crucial (except for paraphrasing), as evi-
dent by its use in all final prompts.

Finally, while we achieve high validity for para-
phrasing and affirmative edits, validity remains
moderate for scope and temporal edits and poor
for compositional edits.10 In those cases, as with
question generation, human verification would be

10To produce compositional edits, we do not edit the orig-
inal questions because we simulate creating a dataset with
complex questions and edits from scratch.

necessary to ensure clean contrast sets.

5 Whose Annotations are Preferred?

We next study whether NLP researchers prefer hu-
man or generated questions and edits based on how
closely they follow the original guidelines for pro-
ducing questions and edits with desired properties.
There is a concern about potential dataset contami-
nation when doing such studies with synthetic data,
as models may simply memorize and reproduce the
human-authored dataset from their training data.
To mitigate against the effects of straightforward re-
production, we analyze the generated data to elimi-
nate the possibility that generations are paraphrased
instances of their human-authored counterparts; see
Appendix B.

Setup. We recruited 16 annotators who are NLP
researchers and doctoral students to play the role of
“dataset creators”.11 These annotators were selected
to represent the typical demographic of researchers
who develop evaluations for LLMs. We recruited

11We obtained approval from our institution’s IRB.
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them through social media platforms and personal
networks and compensated them at a rate of $16
per hour. In total, 63 paragraph-question pairs and
125 edits across two datasets were evaluated in this
study, at a total annotation cost of $256.

Screenshots of this study are shown in Figures 5–
12 for CondaQA and Figures 19–26 for DROP
(Appendix).12 Annotators were asked to imagine
themselves as dataset creators who were designing
a benchmark to probe LLMs’ capabilities to reason
and were provided background about the format
of the datasets (without mentioning their names).
They were then asked to choose edits and questions
that better meet the dataset specification. They
were also asked if the question or edit was invalid.
For CondaQA, annotators are shown one question
pair and three edit pairs corresponding to the three
edit types. For DROP, annotators are shown one
question pair and one compositional-edit pair.13

Since the compositional edits in §4 were made on
generated questions, we created compositional ed-
its for human-authored questions here to enable a
valid comparison. The order of human and gen-
erated annotations for both studies is randomized.
Other details are in Appendix §C.

Results. Tables 2–3 show the results. We observe
that annotators assess both generated and human
edits and questions as valid at a much lower rate
than one author of this paper, with the exception of
DROP compositional edits. They also rate the origi-
nal CondaQA paraphrase/scope edits and questions,
along with the DROP questions, as less valid than
the generated ones. Moreover, annotators are often
shown to prefer model-generated questions and ed-
its to human-written questions and edits from the
original dataset. We include example agreement
and disagreement cases between annotators and
one author of this paper for generated instances
of CondaQA and DROP questions and edits in Ta-
bles 16–21 in the Appendix.

The annotators’ higher validity and preference
for generations likely stems from the fact that the
generated edits tend to be simpler and, due to the
way the prompts were designed, follow the guide-
lines for each type of edit more closely. In contrast,
original annotators often interpret the question and
edit definitions in slightly different ways and some-
times introduce extra flair to the annotations. While

12HTML templates for the study are available at our Github.
13We excluded temporal edits because we could identify

only ≈20 human-authored ones.

CondaQA % Valid % Valid
(Annotators) (Author)

G
en

.

Paraphrase 77.4 90.3
Scope 64.5 87.1
Affirmative 83.9 93.5
Questions 64.5 77.4

O
ri

g.

Paraphrase 64.5 -
Scope 61.3 -
Affirmative 90.3 -
Questions 58.1 -

DROP

G
en

. Compositional 78.1 53.1
Questions 81.2 84.4

O
ri

g. Compositional 84.4 -
Questions 78.1 -

Table 2: The validity assessments for questions and edits
from the human preferences study. Each row header
states the dataset and edit type evaluated. The first
column shows the percentage of total edits or questions
evaluated which were marked as valid by annotators.
All edits and questions evaluated by annotators were
also evaluated by an author of this paper. Those results
are shown in the second column.

these human annotations are, in our opinion, still
valid, they do not always strictly follow the edit
guidelines. This is aligned with observations from
prior work (Ruggeri et al., 2024). However, when
juxtaposed with the generated edits and evaluated
by NLP researchers based solely on the edit def-
initions, the generated annotations’ stricter com-
pliance with the guidelines highlights small flaws
in the human edits that would not necessarily be
evident if one only saw those edits in isolation.

6 Which Benchmark is More Difficult?

So far, we have observed that an LLM can often
generate valid complex questions and contrastive
edits along specific dimensions. Our goal was to
assess the automation of creating challenging rea-
soning benchmarks. However, validity according
to the instructions does not necessarily imply diffi-
culty, as hardness often emerges organically from
creative and diverse annotations. To this end, we
compare model performance on datasets contain-
ing only generated annotations against those with
only original human annotations.
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Win Lose % Tie
As good As bad

CondaQA

Paraphrase 32.3 19.3 35.5 12.9
(74.2%) 39.1 13.0 43.5 4.3

Scope 38.7 35.5 12.9 12.9
(61.3%) 57.9 21.0 21.0 0.0

Affirmative 20.0 19.3 48.4 3.2
(77.4%) 37.5 4.2 54.2 4.2

Questions 35.5 32.3 16.1 16.1
(48.4%) 53.3 20.0 6.7 20.0

DROP

Compositional 18.8 34.4 43.8 3.1
(53.1%) 29.4 17.6 52.9 0.0

Questions 25.0 18.8 53.1 3.1
(75.0%) 25.0 8.3 63.6 0.0

Table 3: Human preference according to how well gen-
erations adhere to the definition of the CondaQA/DROP
question/edit. Win/lose/tie refers to LLM-generated ed-
its over human-authored. The percentages in the first
column indicate the fraction of generations of that type
for which the annotator and the author agree on valid-
ity. Every second row presents preferences considering
only those unanimously valid generations where both
the author and the annotator agree.

Setup. Generated questions may be ambiguous.
To filter unambiguous questions for benchmark-
ing, we collect answers from three annotators per
question and keep those for which two annotators
agree. As NLP expertise is not required here, we
recruit 59 annotators through Prolific, all screened
using examples with known answers. Screenshots
of the answering interfaces are shown in Fig. 13
for CondaQA and Fig. 14–18 for DROP. In total,
we collected 1242 answers across two datasets at a
cost of $1744.

We use all CondaQA-generated bundles that one
author finds valid across the question and all edit
types. For benchmarking on original data, we use
CondaQA dev questions corresponding to the same
passages that have answers in all four passages of
their bundle.14 For DROP, we generate questions
and compositional edits from passages in the con-
trast set with human compositional edits, and use
question-edit pairs judged valid by one author. For
benchmarking on original DROP, we first take com-
positional edits from the human-written dataset for

14If multiple such questions exist, we select one at random.

all passages used to create the generated set. We
then take the original test set questions from which
those human-written compositional edits were cre-
ated. We report question counts after ambiguity
filtering in Table 7 in the Appendix.15 We pro-
vide an illustration of our full synthetic benchmark
creation process in Figure 3 in the Appendix.

LLMs can be biased when they are used
both as a data generator and a task solver
(Maheshwari et al., 2024), which causes in-
flated performance. Thus, we evaluate LLMs
from 6 families on the original and gener-
ated data: GPT-4-Turbo/GPT-4o16, o3-mini17,
Claude-Opus-4.118, Gemini-2.5-Flash19,
Llama-3.3-70B20, Qwen2.5-72b (Team, 2024).

We evaluate CondaQA zero-shot and DROP in
a 3-shot setting, following prior work. CondaQA
is evaluated using accuracy, as most answers are
“yes”, “no”, or “don’t know”. For DROP, we use
token-level F1, the harmonic mean of precision and
recall over overlapping tokens between the predic-
tion and the gold answer. Both datasets are also
evaluated using consistency, which is 1 if all in-
stances in a bundle are answered correctly. For
DROP, an instance is considered correct for consis-
tency if its token-level F1 exceeds 0.8. CondaQA
bundles consist of a question paired with four pas-
sages (“Full Bundle Consistency” in Table 4) or a
single passage edited in a specific way. DROP bun-
dles consist of a question and its compositional edit
in the context of the same passage. We perform 5
runs of the original and generated datasets on each
of the models tested. The reported data is the mean
value across those 5 runs, and the standard devia-
tion of the mean is shown in subscript. Statistical
significance testing is performed to measure the
significance of the differences between model per-
formances on the generated and original datasets.
We use a mixed effects model to account for vari-
ance in the scores across runs, and a one-tailed
t-test with p < .05 as a threshold for significance.

Results. They are reported in Table 4, and show
that LLMs’ accuracy/token-F1 and consistency
tend to be higher in model-generated datasets than

15We manually check if 2 annotators refer to the same span
with minor boundary disagreement. If so, the question is
considered unambiguous, and one author sets the boundaries.

16https://openai.com/index/hello-gpt-4o/
17https://openai.com/index/openai-o3-mini/
18https://www.anthropic.com/claude/opus
19https://deepmind.google/models/gemini/flash/
20https://huggingface.co/meta-llama/Llama-3.

3-70B-Instruct
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GPT-4-Turbo△ GPT-4o◦ o3-mini† Claude-Opus-4⋄ Gemini-2.5-Flash⃝ Llama-3.3-70b‡ Qwen2.5-72b⋆

Orig. Gen. Orig. Gen. Orig. Gen. Orig. Gen. Orig. Gen. Orig. Gen. Orig. Gen.

CondaQA

Original-Data Accuracy 73.92.6 79.71.2 70.50.9 78.31.4 68.51.9 83.41.4 67.52.5 80.30.9 70.20.9 81.71.4 81.40.0 81.40.0 69.50.0 78.30.8

Full Bundle Consistency 40.52.7 44.54.1 32.61.6 50.95.2 40.52.1 47.33.0 41.92.8 44.15.0 54.03.4 39.52.6 53.03.0 40.92.3 40.92.1 44.54.7
Paraphrase Consistency 69.51.5 73.91.0 66.51.6 72.51.0 65.53.1 78.61.8 64.71.6 72.13.0 69.11.8 72.52.7 78.91.6 77.11.5 70.21.0 74.61.5
Scope Consistency 53.32.4 67.81.7 44.20.9 64.53.1 49.25.6 65.32.0 49.23.2 62.04.0 59.62.4 64.51.1 60.02.7 58.81.7 49.22.4 59.63.4
Affirmative Consistency 55.94.0 56.22.1 46.93.2 63.81.6 51.82.3 61.93.4 47.82.7 56.23.4 59.63.4 53.13.2 68.61.8 60.00.9 54.71.7 58.12.1

DROP

Original-Data Token F1 61.72.1 83.03.1 62.82.6 83.91.7 75.24.1 92.71.3 73.20.8 90.31.4 71.91.8 90.90.0 52.82.0 75.12.8 57.11.8 77.92.0

Compositional Consistency 30.43.6 58.82.7 29.23.0 63.60.9 57.23.0 80.83.0 55.62.6 82.02.4 58.02.4 86.41.7 25.21.1 35.23.3 23.22.3 48.43.6

Table 4: Comparison of difficulty of the original CondaQA/DROP samples and their generated version mea-
sured by the performance with human-authored questions and edits against generated questions and edits. One
author of this paper selected instances with valid generated questions and edits for this comparison. Hu-
man annotators provided answers for all of the valid generated questions and edits, and only those with
at least 2/3 agreement were used for evaluation. Cells highlighted in blue indicate cases where scores on
generated data were found to be significantly higher than the scores on the original data, and cells high-
lighted in yellow indicated cases where scores on original data were found to be significantly higher (p <
.05). △gpt-4-turbo-2024-04-09 ◦gpt-4o-2024-11-20 ⋄claude-opus-4-1-20250805 ⃝gemini-2.5-flash
†o3-mini-2025-01-31 ‡meta-llama/Llama-3.3-70B-Instruct ⋆Qwen/Qwen2.5-72B-Instruct

in human-authored counterparts. Four out of six
model families show higher accuracy/token-F1 and
consistency across the board on the generated
dataset, with most scores showing a significant
increase in model performance. Llama-3.3-70B
and Gemini-2.5-Flash on the CondaQA dataset
have higher scores on the human-authored datasets,
with full bundle consistency and affirmative edit
consistency scores on the original dataset being
significantly higher than their generated counter-
parts. Both models have much lower accuracy in
answering generated affirmative edits as compared
to human-authored edits. Looking into the eval-
uation logs, we find no discernible pattern as to
why generated affirmative edits are harder for these
models. However, these are the exceptions to the
general trend. Looking at DROP scores, the gen-
erated dataset and compositional edits are shown
to be significantly easier than the original DROP
dataset across all models. That is, generated ver-
sions are generally easier. We acknowledge that
the results for the original DROP sample seem low.
This is not due to a bug; we provide a detailed
discussion in Appendix D.

Moreover, LLM-authored datasets do not pre-
serve the relative ranking of models in CondaQA.
That is, synthetic evaluations currently cannot reli-
ably serve as a substitute for human-authored ones,
even when used solely for model comparison.

Note that this occurs despite model-generated in-
stances often being rated as more valid by humans.
This finding suggests that even though generated
datasets may closely follow data specifications, and

appear to be high-quality to humans, they may
feature systematic patterns or lack the creativity
of human-authored datasets — thus making them
more easily solvable by models. For example, we
observe that the human-authored questions in Con-
daQA tend to be considerably longer (Figure 4).

7 Conclusion

We ask how benchmarks with LLM-generated con-
tent compare to human-authored versions. We sum-
marize our main findings and conclusions here, and
provide a more detailed discussion in Appendix E.

We find that while generated content is often
valid (§4,§5), it tends to produce easier benchmarks
(§6). Further, we find that these synthetically-
generated datasets do not necessarily preserve
model ordering, which could consequently lead
practitioners to make different decisions around
model development and deployment. Finally, we
also find that these quality differences between syn-
thetic and human-authored data, may not be per-
ceptible to researchers inspecting the data. Thus,
while LLMs are promising for data creation where
complexity is less critical, reliable human anno-
tators remain vital for new benchmarks assessing
real-world generalization, corner cases, and testing
models on nuanced, complex scenarios.

8 Limitations

Despite the contributions of our work, there are a
few limitations to consider.

First, we focus only on two reasoning-over-text
benchmarks, but seven distinct generation objec-
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tives: implications, paraphrasing, changing nega-
tion scope, identifying and undoing negation, dis-
crete reasoning, adding intermediate reasoning
steps, and altering the temporal order of events. We
were constrained by: (i) needing to become deeply
familiar with intricate annotation guidelines, (ii)
identifying key prompting ideas that ended up be-
ing dataset-specific (e.g., reasoning step types for
DROP and changing the negation scope through
a QA instance generation), (iii) reading passages
in these datasets over a thousand times ourselves,
(iv) recruiting expert annotators who were either
pursuing or had completed a doctoral degree in
NLP, (v) designing annotation templates, and (vi)
the annotation cost of thousands of dollars.

Second, despite extensive prompting, we may
have missed strategies that yield more valid
synthetic annotations. Likewise, another LLM
might produce more valid generations than
gpt-4-turbo-2024-4-09. However, greater va-
lidity does not imply greater difficulty, as our
comparison of human and generated benchmarks
shows. Critically, we first had to discover that
valid generations (beyond labels) can still be no-
tably easier. Now that this is known, improving
difficulty would require further rounds of prompt
review, costly answer annotation, and manual va-
lidity review. A related open question is whether
our structured prompts — designed to decompose
the task into subtasks with subtask-specific veri-
fiers — improved validity at the cost of difficulty.
These prompts were crucial for producing valid
generations, yet may have also made the task easier
for LLMs. This further highlights the challenge of
balancing validity with difficulty.

Finally, in this work, we look at two key met-
rics for benchmark quality: validity and complexity.
However, machine-generated and human-generated
benchmarks could differ on several other tertiary
aspects, which are nevertheless important for build-
ing high-quality evaluations, such as diversity, cov-
erage, and representativeness. We leave it to future
work to compare these data-creation paradigms on
these additional axes.
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Appendix Overview

In this Appendix, we provide:
• A description of prompting ideas that we found

to be useful for generating valid benchmarks in
Appendix A.

• A contamination analysis of generated content in
Appendix B.

• Details of the preference study in Appendix C.
• A discussion of discrepancies between reported

DROP results and our small-sample DROP re-
sults in Appendix D.

• A more detailed discussion of findings and take-
aways in Appendix E.

• A version of Table 1 and Table 4, where instead
of prompting the model to answer questions in
the context of all related passages in a single chat,
we use separate chats for each passage-question
pair. See: Table 5.

• Examples of human-authored questions and edits
in Tables 6, 8, and 9.

• Tables 12–13: Tabular versions of Fig. 1–2 (§4).
• The validity criteria for each annotation item in

Table 11.
• Screenshots of the preference study (§5) in Fig. 5–

12 for CondaQA and Fig. 19–26 for DROP.
• Screenshots of answer crowdsourcing (§6) in

Fig. 13 for CondaQA and Fig. 14–18 for DROP.
• Table 7: Question counts after ambiguity filtering

in §6.
• Figure 3: Illustration of our synthetic benchmark

creating process. Question and edit generation
discussed in §4, label creation discussed in §6.

• Figure 4: Distribution of lengths of model- vs.
human-authored questions. Discussed in §6.

• Examples of the LLM-generated and human-
authored questions in the two datasets: DROP
(Table 14) and CondaQA (Table 15).

• Examples agreement and disagreement cases be-
tween annotators and one author of this paper
for generated instances of CondaQA and DROP
questions and edits in Tables 16-21.

A Overview of Key Prompting Ideas

While our main goal was not to develop a novel
data generation strategy, our prompting yielded
several practical insights:
• Human annotation guidelines make poor

prompts.
• Improving filtering is promising.
• Prompting strategies that succeed for one dataset

may fail to work on another.

• Decomposing the annotation into sub-tasks was
crucial.
We outline some of the prompting strategies we

found most useful, and the data they were used to
create in Table 10.

B Contamination Analysis

Our goal is to compare benchmarks with LLM-
generated content to their counterparts with human-
authored content. But what if generations are ac-
tually memorized human instances from the orig-
inal dataset — a problem known as dataset con-
tamination. This could falsely lead us to conclude
that synthetically-generated data is comparable to
human-authored data, but these conclusions would
then not generalize to new, unseeen datasets.

To assess this, we run a qualitative analysis of
potential contamination in the generated questions
by comparing them to the original human-authored
datasets. We randomly sampled 50 generated Con-
daQA questions and 50 for DROP. We use the gen-
eration created by the corresponding best prompts.
For each, we manually compared the generated
question to all human-written questions associated
with the same passage in the original dataset, and
marked cases where the generated question was
a paraphrase of an original. For the CondaQA
dataset, we found that none of the 50 sampled
questions were paraphrases of any of the questions
from the original dataset. For DROP, we found that
9/50 of the sampled generated questions were para-
phrases of questions from the original dataset.21

From these results, we conclude that the original
datasets are unlikely to be a significant source of
contamination for the model-generated data.

C Details of the User Study in §5

Screenshots of the preference study are shown in
Figures 5–12 for CondaQA and Figures 19–26 for
DROP. All participants in the study first provided
informed consent.

In the DROP preference study, annotators first
choose between two questions written for a given
passage, and then choose between two edits. How-
ever, these edits are based on a different passage.
This mismatch arises because we reuse the gen-
erated questions from §4, but not the composi-
tional edits. In §4, compositional edits are made

21One note with DROP is that many human-annotated ques-
tions were created for each passage, up to 70 for some.
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on generated questions to simulate building a syn-
thetic dataset from scratch. To enable a valid com-
parison between human and generated composi-
tional edits in §5, we instead apply edits to human-
authored questions that also have corresponding
human-authored compositional edits.

For CondaQA, this complication does not occur.
Annotators are shown pairs of questions and ed-
its based on the same passage, and they express
preferences directly over these pairs.

D DROP Sample Difficulty Sanity Checks

We observe that the results on the sample of the
original, human-authored DROP dataset in Table 4
are notably lower than reported DROP results. To
verify our evaluation setup for DROP, we bench-
mark gpt-4o-2024-11-20 on a larger sample of
1,000 passage-question pairs from the original
DROP test set. We obtain a token-F1 score of 83.1,
which is in line with the reported token-F1 score
for DROP for gpt-4o-2024-11-20 (81.5)22. This
confirms that the low performance on the smaller
sample is not due to a bug in our evaluation scripts.

We reiterate here that we did not choose the
DROP sample for Table 4, but use the sample of
instances which have human compositional edits
from the DROP contrastive set.

One explanation for the difficulty of this sample
could be the high ratio of questions with numerical
answers as compared to the original DROP test set
(77% vs 61.6%). Token-F1 for numerical answers
reduces to the exact match to the gold label, which
is stricter than the token-F1 evaluation for spans or
dates. However, the ratio of numerical questions in
the generated data is actually higher than the orig-
inal sample (96.6%), so we reject the hypothesis
that the ratio of numerical questions alone is why
the human-authored DROP benchmark in Table 4
is harder than the generated one.

Moreover, for CondaQA, we do not observe
the same discrepancy between performance on
smaller and larger samples. Specifically, the full
dev set results in Table 1 for o3-mini-2025-01-31
and meta-llama/Llama-3.3-70B-Instruct line
up with the results for the original data in Table 4.

E Discussion and Practical Advice

Quality Tradeoffs of Automatic Evaluation.
Using LLMs to generate datasets and validating

22https://github.com/openai/simple-evals

them through sampling misses crucial quality met-
rics. Such assessments can miss out on other fac-
tors such as complexity and representativeness.
Specifically, although generations may be valid,
and may even appear preferable to human judges,
we might not even realize what is missing: the
nuances, complexity, and creativity of human-
authored data.

Cost of Constructing Evaluations. For con-
structing benchmarks in this study, LLMs are or-
ders of magnitude cheaper than crowdsourcing. We
recommend synthetic evaluations for tasks where
complexity and representativeness are not the pri-
mary criteria for measuring dataset quality. For
example, models could be utilized to generate
cheap and large-scale unit tests for models (Naik
et al., 2018; Ribeiro et al., 2020), while human-
constructed evaluations can be utilized complemen-
tarily for assessing real-world generalization, iden-
tifying corner cases, and validating model behavior
on complex, nuanced scenarios.

Feedback Mechanisms. Yet another aspect of
constructing high-quality evaluations is the abil-
ity to give feedback that influences the annotation
process. In the crowdsourcing scenario, dataset
creators often engage in two rounds of iterations —
an initial “pilot study” to refine instructions based
on annotator data, and often a second stage (once
instructions are finalized) where crowdworkers are
given feedback on their annotations (Nangia et al.,
2021). Applying similar feedback loops to syn-
thetic evaluations remains a challenge. While
our prompt iterations resemble pilot studies, fu-
ture work could explore feedback mechanisms —
human or AI-driven — to help models refine their
outputs.

On Human Effort while Seeking Difficulty.
Our findings suggest that generating valid instances
through prompting is not the main challenge — it is
finding prompts that generate hard content. To find
a better prompt for difficulty, in theory, one could
iteratively prompt an LLM to generate candidate
instances, have one or more people validate them,
recruit three or more people per instance to get re-
liable answers, benchmark model performance on
the resulting set, and repeat this until the difficulty
level matches that of a human-authored dataset. Ba-
sically, repeat what we did in this paper many times.
But, in practice, executing such a procedure would
require substantial human-in-the-loop effort. More-
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over, this turns evaluation-data generation into a
dataset construction with an adversary in the loop
that prior work has raised concerns about.

CondaQA Human† o3-mini△ Llama-3.3◦

Original-Data Accuracy 91.9 71.5 77.78

Bundle Consistency 81.6 40.3 36.2
Paraphrase Consistency 93.6 67.3 78.1
Scope Consistency 86.5 51.5 51.0
Affirmative Consistency 88.2 48.5 54.1

DROP Human‡ o3-mini△ Llama-3.3◦

Original-Data Token F1 96.4 84.3 70.9

Consistency N/A 53.5 35.5

Table 5: State-of-the-art performance on the Con-
daQA development set and the DROP contrastive test
set. The original accuracy is calculated on the data
used to create contrastive instances. Consistency re-
flects the rate at which all minimally different exam-
ples within a bundle are answered correctly. Here,
we use separate chats for each passage-question
pair. These results show that these reasoning bench-
marks remain challenging. We investigate whether they
could be created using LLMs. †Cf. Ravichander et al.
(2022). ‡Cf. Dua et al. (2019). △o3-mini-2025-01-31
◦meta-llama/Llama-3.3-70B-Instruct.

Figure 3: Illustration of our synthetic dataset creation
process. Purple borders around a block indicates rele-
vance to CondaQA, teal borders indicate relevance to
DROP. All other blocks are relevant for both datasets.

Original Temporal Edit

In the spring of 1625 the
Spanish regained Bahia in
Brazil and Breda in the
Netherlands from the Dutch.
In the autumn they re-
pulsed the English at Cadiz.

In the spring of 1625 the
Spanish regained Bahia in
Brazil and Breda in the
Netherlands from the Dutch.
In winter the year earlier
they had repulsed the En-
glish at Cadiz.

Table 6: Example of human-authored temporal DROP-
paragraph edit.
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Context Count
C

on
da

Q
A

is-valid(Gen Question, Original Passage) ∧ is-valid(Gen Question, Gen x-Edit Passage)
44

↪→ ∀x ∈ {Paraphrase, Scope, Affirmative}
is-valid(Gen Question, Original Passage) ∧ is-valid(Gen Question, Gen Paraphrase-Edit Passage) 56

is-valid(Gen Question, Original Passage) ∧ is-valid(Gen Question, Gen Scope-Edit Passage) 49

is-valid(Gen Question, Original Passage) ∧ is-valid(Gen Question, Gen Affirmative-Edit Passage) 52

is-valid(Gen Question, Original Passage) 59

D
R

O
P is-valid(Original Passage, Gen Question) ∧ is-valid(Original Passage, Gen Compositional Edit of Gen Question) 50

is-valid(Original Passage, Gen Question) 66

is-valid(Original Passage, Gen Compositional Edit of Generated Question) 52

Table 7: The count of generated instances that are unambiguous. The validity is determined by one of the authors.

Dataset Passage (some parts shortened) Question Answer Reasoning

DROP In 2008, at another auction at Christies, Ulrich sold
a 1982 Basquiat piece, Untitled (Boxer), for US
$13,522,500 to an anonymous telephone bidder. An-
other record price for a Basquiat painting was made
in 2007, when an untitled Basquiat work from 1981 sold
at Sothebys in New York for US$14.6 million. In 2012,
[...] That year, [...] was sold [...] for $16.3 million [...] A
similar untitled piece [...] sold for £12.92 million [...] In
2013, [...] sold for $48.8 million [...] In 2016 an untitled
piece sold at Christies for $57.3 million [...]

How many more dollars
was the Basquiat sold in
2007 than in 2008?

Compositional
Contrastive Question:
How many more dollars
was the Basquiat sold in
2016 than in 2008 and
2007 combined?

$1,077,500

Contrast
Answer:
$29,177,500

Discrete
Reasoning

CondaQA The school song, ‘Fair Reed,’ is sung to the tune of the
1912 popular song ‘Believe Me, if All Those Endearing
Young Charms.’ It may be imitative of the Harvard
anthem "Fair Harvard," which is also sung to the tune of
‘Believe Me, if All Those Endearing Young Charms.’ It
was composed by former president William Trufant
Foster shortly after Reed’s founding, and is rarely
heard today.

Assuming that Presi-
dent Trufant Foster had
been able and willing
to copyright his compo-
sition, would his estate
be receiving any notice-
able amount of royalties
from the song today?

No Implications
of Negation

Table 8: Example questions and answers from DROP and CondaQA, showing examples of valid questions and the
model capabilities they probe (discrete reasoning, and reasoning about the implications of negated statements).

Figure 4: Distribution of lengths of model-generated
questions vs human-authored questions. We find that on
average generated questions are 18.35 words, and the
human-authored questions were 27.17 words long. We
also find that 26.3% of generated questions are more
than 20 words long, but 67.68% of human-authored
questions were more than 20 words long.
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Original Paraphrase Edit Scope Edit Affirmative Edit

It was composed by for-
mer president William Tr-
ufant Foster shortly after
Reed’s founding, and is
rarely heard today.

Shortly after Reed College
was founded, former presi-
dent William Trufant Foster
composed the song, which is
seldom heard today.

It was composed by former
president William Trufant
Foster shortly after Reed’s
founding, and despite its cur-
rent popularity, it was rarely
heard in Foster’s time.

It was composed by for-
mer president William
Trufant Foster shortly af-
ter Reed’s founding, and
was an immediate success,
remaining in use by the college
to this day.

Table 9: Example of human-authored CondaQA edits. We omit the beginning of the paragraphs for space reasons.

Prompting Strategy Description Data

Overgeneration Generating more examples than will be retained in the
final dataset

CondaQA Questions, Con-
daQA Edits, DROP Ques-
tions, DROP Edits

Filters and Verifiers Using LLMs or other automated methods to assess gen-
erated examples for specific quality criteria, and filter
out examples that do not meet those criteria

CondaQA Questions, Con-
daQA Edits, DROP Ques-
tions, DROP Edits

Reasoning Step Types Prompt includes examples that capture the reasoning
type in question, model is asked to generate an example
that encapsulates that type

DROP Questions, DROP Ed-
its

Human Guidelines Use annotation instructions given to human annotators CondaQA Questions, Con-
daQA Edits, DROP Ques-
tions, DROP Edits

Decomposing Breaking down the annotation task into sub-tasks an
LLM can follow

CondaQA Questions, Con-
daQA Edits, DROP Ques-
tions, DROP Edits

QA Generation Help an LLM understand whether a piece of informa-
tion changed by having it generate questions for which
answers should change if the change was made

CondaQA scope edit

Table 10: An overview of prompting strategies used in the study (Prompting Strategy), descriptions of the prompting
ideas (Description), and the datasets they were used in generating (Data).
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Annotation Item Validity Criteria

CONDAQA

Question The question (i) targets the negated statement, rather than other information in
the provided passage, and (ii) is about an implication of the negated statement.

Paraphrase Edit The edit (i) yields a passage with the same meaning as the original passage, (ii)
is coherent, and (iii) does not include the original negation cue.

Scope Edit The edit (i) changes what is being negated by the negation cue, and (ii) is
coherent.

Affirmative Edit The edit (1) changes the passage such that what was being negated in the
original passage is no longer negated, and (2) is coherent.

DROP

Question The question (i) requires discrete reasoning over the passage and (ii) is not
directly answerable from the passage.

Compositional Edit The edit adds additional reasoning step(s) to the original question.

Temporal Edit The edit modifies either the order in which events appear in the original passage
or the dates associated with each event to swap their temporal order.

Table 11: Validity criteria for each annotation item.

Prompting Iteration Note % Valid

CondaQA↰

Iteration 1 (16) Full-bundle CondaQA instructions for people 18.7↰

Iteration 2 (16) Question-only CondaQA instructions for people 25.0↰

Iteration 3 (16) Started from scratch 37.5↰

Iteration 4 (16) + Overgenerate & Filter questions that don’t target negation, aren’t 68.7
about implication, & have no valid answer type↰

Iteration 5 (16) + Filter questions that restate negation 81.2↰

Iteration 6 (16) + Add reasoning type examples to the prompt 37.5↰

Final Evaluation ⇒ Iteration 5 (114) 72.8

DROP↰

Iteration 1 (16) Question-only DROP instructions for people 62.5↰

Iteration 2 (16) Started from scratch 25.0↰

Iteration 3 (16) + Overgenerate & Filter simple questions 31.3↰

Iteration 4 (16) + Filter compound question and those with a wrong answer type 43.8↰

Iteration 5 (16) + Add discrete reasoning question types to the prompt 75.0↰

Iteration 6 (16) + Filter question that are unanswerable without extra knowledge 100.0↰

Final Evaluation ⇒ Iteration 6 (115) 88.7

Table 12: The percentage of valid questions in a sample of 16 for intermediate evaluations, and 100 or 114 for final
evaluations. Questions are generated with gpt-4-turbo-2024-04-09 and assessed by one author of this paper.
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CondaQA Prompting Iteration Note % Valid

Paraphrase↰

Iteration 1 (16) Full-bundle CondaQA instructions for people 75.0↰

Iteration 2 (16) Paraphrase-only CondaQA instructions for people 93.8↰

Iteration 3 (16) Started from scratch 100.0↰

Iteration 4 (16) + Overgenerate & Filter meaning-changing and incoherent edits 100.0↰

Final Evaluation ⇒ Iteration 4 (114) 96.5

Affirmative↰

Iteration 1 (16) Full-bundle CondaQA instructions for people 62.5↰

Iteration 2 (16) Affirmative-only CondaQA instructions for people 81.3↰

Iteration 3 (16) Started from scratch 75.0↰

Iteration 4 (16) + Overgenerate & Filter paraphrasing and incoherent edits 81.3↰

Iteration 5 (16) + Identify then undo negation 100.0↰

Final Evaluation ⇒ Iteration 5 (114) 98.2

Scope↰

Iteration 1 (16) Full-bundle CondaQA instructions for people 0.0↰

Iteration 2 (16) Scope-only CondaQA instructions for people 25.0↰

Iteration 3 (16) Started from scratch 50.0↰

Iteration 4 (16) + Few-shot check incoherent passages 62.5↰

Iteration 5 (16) - Remove fewshot prompting in coherency check 62.5↰

Iteration 6 (16) + Change scope via QA generation 75.0↰
Iteration 7 (16) + Wording changes 75.0↰

Iteration 8 (16) + Tweak task instructions 68.7↰

Iteration 9 (16) - Remove coherency check 68.7↰

Iteration 10 (16) + Overgenerate & Filter failed scope change checked with QA 87.5
Filter incoherent passages↰

Final Evaluation ⇒ Iteration 10 (114) 88.6

DROP Iteration Note % Valid

Compositional↰

Iteration 1 (16) Started from scratch 12.5↰

Iteration 2 (16) + Overgenerate & Filter edits that do not add steps 43.7
Filter compound or incoherent edit-questions↰

Iteration 3 (16) + Wording changes 43.7↰

Iteration 4 (16) + Include reasoning step types in the prompt & 81.2
improve the number of reasoning steps filter↰

Final Evaluation ⇒ Iteration 4 (100) 65.0

Temporal↰

Iteration 1 (16) Started from scratch 87.5
+ Overgenerate & Filter incoherent edits + equal event order edits↰

Final Evaluation ⇒ Iteration (100) 86.0

Table 13: The percentage of valid edits in a sample of 16 for intermediate evaluations, and 100 or 114 for final
evaluations. Edits are generated with gpt-4-turbo-2024-04-09 and assessed by one author of this paper.
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Dataset Passage Human-Authored
Question

LLM-
Generated
Question

DROP To open the regular season, the Lions hosted the St. Louis Rams. The Rams took
an early lead when Greg Zuerlein kicked a 48-yard field goal, the only scoring
drive of the first quarter. The Lions responded in the second quarter when Joique
Bell ran in a touchdown from 1 yard out. St. Louis made it a 1-point game
when Greg Zuerlein kicked a 29-yard field goal, and took the lead again when
Cortland Finnegan intercepted a Kevin Smith pass and ran it back 31 yards for
a touchdown. The final points of the half were scored when Detroit’s Jason
Hanson kicked a 41-yard field goal. The only points of the third quarter was
a 45-yard field goal by Jason Hanson to tie the game. In the final quarter, the
score continued to sea-saw. First the Rams’ Brandon Gibson caught a 23-yard
touchdown pass from Sam Bradford to take the lead back again, but the Lions
soon tied it back up when Kevin Smith ran in a touchdown from 5 yards out. The
Rams then went up by 3 points when kicked Greg Zuerlein his third field goal of
the game, this one from 46 yards out. In the final 2 minutes, the Lions completed
their third 80-yard scoring drive with a game-winning 5-yard touchdown catch
by Kevin Smith, his second of the game. Greg Zuerlein’s third field was the last
of the game. The Lions were able to start 1-0 and capture their second straight
regular season opening win.

How many more
yards was the last
touchdown than the
first?

How many
touchdowns did
Kevin Smith
score in total
during this
game?

DROP Hoping to rebound from their road loss to the Jaguars, the Chargers went home
for a Week 12 duel with the Baltimore Ravens. After a scoreless first quarter,
San Diego struck first with kicker Nate Kaeding getting a 27-yard field goal.
Afterwards, the Ravens took the lead with RB Willis McGahee getting a 1-yard
TD run. Fortunately, the Chargers regained the lead with QB Philip Rivers
completing a 35-yard TD pass to TE Antonio Gates (with a failed PAT), Kaeding
kicking a 46-yard field goal, Rivers completing a 5-yard TD pass to WR Chris
Chambers, and Kaeding kicking a 41-yard field goal. In the third quarter, San
Diego increased its lead with Rivers and Gates hooking up with each other
again on a 25-yard TD pass. Baltimore would manage to one final score as
Ravens QB Kyle Boller completed a 13-yard TD pass to FB Le’Ron McClain.
Fortunately, in the fourth quarter, the ’Bolts sealed the win with Kaeding nailing
a 41-yard field goal. RB LaDainian Tomlinson (24 carries for 77 yards) became
the fourth-fastest player and the 23rd player in NFL history to get 10,000 career
rushing yards.

How many yards
did Rivers com-
plete?

What was the
total distance of
all field goals
made by Nate
Kaeding in the
game?

DROP Hoping to rebound from their road loss to the Jaguars, the Chargers went home
for a Week 12 duel with the Baltimore Ravens. After a scoreless first quarter,
San Diego struck first with kicker Nate Kaeding getting a 27-yard field goal.
Afterwards, the Ravens took the lead with RB Willis McGahee getting a 1-yard
TD run. Fortunately, the Chargers regained the lead with QB Philip Rivers
completing a 35-yard TD pass to TE Antonio Gates (with a failed PAT), Kaeding
kicking a 46-yard field goal, Rivers completing a 5-yard TD pass to WR Chris
Chambers, and Kaeding kicking a 41-yard field goal. In the third quarter, San
Diego increased its lead with Rivers and Gates hooking up with each other
again on a 25-yard TD pass. Baltimore would manage to one final score as
Ravens QB Kyle Boller completed a 13-yard TD pass to FB Le’Ron McClain.
Fortunately, in the fourth quarter, the ’Bolts sealed the win with Kaeding nailing
a 41-yard field goal. RB LaDainian Tomlinson (24 carries for 77 yards) became
the fourth-fastest player and the 23rd player in NFL history to get 10,000 career
rushing yards.

How many yards
was the longest field
goal of the game?

How many
more yards did
Nate Kaeding’s
second field
goal in the
game exceed
his first field
goal by?

Table 14: Examples of Human-Authored and LLM-Generated Questions for the DROP Dataset.
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Passage Human-Authored Question LLM-Generated
Question

The south celestial pole is visible only from the Southern Hemi-
sphere. It lies in the dim constellation Octans, the Octant. Sigma
Octantis is identified as the south pole star, more than one
degree away from the pole, but with a magnitude of 5.5 it is
barely visible on a clear night.

Would inexperienced sailors be
able to easily use Sigma Octan-
tis to determine their direction
of travel within one compass de-
gree of accuracy on a cloudless
night?

Would Sigma Octan-
tis be considered a
reliable star for nav-
igators to use under
cloudy skies or in
light-polluted areas?

It is difficult to distinguish an extinct volcano from a dormant
(inactive) one. Dormant volcanoes are those that have not erupted
for thousands of years, but are likely to erupt again in the future.
Volcanoes are often considered to be extinct if there are no
written records of its activity.,. Before its catastrophic eruption
of 1991, Pinatubo was an inconspicuous volcano, unknown
to most people in the surrounding areas. Two other examples
are [...]

From the way Pinatubo is de-
scribed in the passage, is it rea-
sonable to assume that it was
of fairly modest height, and/or
lacking in the usual cone shape
that is commonly associated
with volcanoes?

Would Pinatubo likely
have been a main
point of interest on a
geological tour before
its eruption in 1991?

Much like elephants, manatees are polyphyodonts, and continu-
ously replace their teeth from the back of the jaw. Adults lack
incisors, canines, and premolars, and instead have 8 to 10
cheek teeth in their mouth. Manatees have an infinite supply
of teeth moving in from the back and shedding in the front [...]

If the skull of an unknown ani-
mal is discovered to have premo-
lars, is it possible that the skull
belongs to an adult manatee?

If someone discov-
ered a canine tooth,
could it belong to an
adult manatee?

Table 15: Examples of human-authored and LLM-generated questions for the CondaQA Dataset. The negated
statement is highlighted in bold and the negation is highlighted in blue.

9924



Validity
Assessment

Passage Original Question LLM-Generated
Compositional
Edit

Author Note

Mutually
Valid

The U.S. finance industry comprised only 10% of total
non-farm business profits in 1947, but it grew to 50% by
2010. Over the same period, finance industry income as
a proportion of GDP rose from 2.5% to 7.5%, and the
finance industrys proportion of all corporate income rose
from 10% to 20%. The mean earnings per employee
hour in finance relative to all other sectors has closely
mirrored the share of total U.S. income earned by the
top 1% income earners since 1930. The mean salary
in New York Citys finance industry rose from $80,000
in 1981 to $360,000 in 2011, while average New York
City salaries rose from $40,000 to $70,000. In 1988,
there were about 12,500 U.S. banks with less than $300
million in deposits, and about 900 with more deposits,
but by 2012, there were only 4,200 banks with less than
$300 million in deposits in the U.S., and over 1,800 with
more.

How many more
dollars was the
average New York
salaries in 2011
compared to av-
erage New York
salaries in 1981?

What is the differ-
ence between the in-
crease in the mean
salary of New York
City’s finance sec-
tor and the average
salary increase in
New York City from
1981 to 2011?

The edit adds a reasoning step of
calculating the mean salary in-
crease of the finance sector and
subtracting the average salary in-
crease which was the required
reasoning step in the original
question.

Mutually
Invalid

The Steelers traveled to Kansas City to take on the Chiefs.
In the first quarter, the Chiefs scored first when Cairo
Santos kicked a 30-yard field goal for a 3-0 lead. The
Steelers would tie it up later on as Chris Boswell nailed
a field goal from 24 yards out to make the game 3-3.
In the second quarter, it was all Chiefs when Santos
nailed 2 more field goals: from 27 and 22 yards out
moving ahead 6-3 and the eventual halftime score of 9-3.
After the break, the Chiefs moved ahead by double digits
when Chircandrick West ran for a 1-yard touchdown for
a 16-3 game. Backup QB Landry Jones was able to find
Martavis Bryant on a 19-yard pass to make the score
16-10 for the Steelers later on in the third quarter. In the
fourth quarter, the Steelers came within 3 when Boswell
nailed another field goal from 36-yards out for a 16-13
game. However, the Chiefs eventually sealed the win
when Alex Smith found Chris Conley on a 6-yard pass
for a final score of 23-13. With the loss, the Steelers fell
to 4-3 and also 2-2 without Roethlisberger as the starter.
The defense failed to force any takeaways, but got inside
the pocket and sacked Smith twice.

How many field
goals did Cairo
Santos make?

How many field
goals did Cairo
Santos make if the
total number of
field goals in the
game was 5?

The edit adds in extra informa-
tion but it does not require an
additional reasoning step to an-
swer the question. The reason-
ing steps are the same as the
original question.

Author
Valid

+

Annotator
Invalid

A 2016 survey conducted by the Razumkov Centre found
that 70% of the population declared themselves believers
in any religion, while 6.3% declared themselves non-
believers, and 2.7% declared to be atheists. Of the total
Ukraian population, 81.9% declared to be Christians,
comprising a 63.4% who declared to be Eastern Ortho-
dox Church, 8.5% Ukrainian Greek Catholic Church,
7.1% simply christians, 1.9% Protestantism, and 1.0
Catholic Church. Islam comprises 1.1% of the popula-
tion, while Judaism and Hinduism were the religions of
0.2% of the population each. A further 16.3% of the pop-
ulation believed in some other religion not identifying in
one of those listed hitherto; it may comprise Rodnovery
and other faiths.

How many percent
of the total Ukra-
ian population were
not declared Chris-
tians?

What is the sum of
the percentage of
the total Ukrainian
population that
were declared
non-Christians
and those who
declared themselves
non-believers or
atheists?

The edit, while adding reason-
ing steps, is no longer answer-
able. Since the percent of
the population that are non-
believers or atheists has some
unknown overlap with the per-
cent of the population that is
non-christian, it is impossible to
calculate with certainty the sum
which the edit asks for. Anno-
tators may have just noted the
additional reasoning step and
marked the edit as valid.

Table 16: Examples of LLM-generated compositional edits for DROP with various validity assessments from
annotators and one of the authors of this paper. Compositional edits must add an additional reasoning step to the
original question. The answer to a valid compositional edit must be either a span of text from the question or
passage, a date, or a number.
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Validity
Assessment

Passage LLM-Generated
Question

Author Note

Mutually
Valid

Coming off their impressive road win over the 49ers, the Falcons went home for a
Week 6 Sunday night duel with the Chicago Bears. After a scoreless first quarter,
Atlanta would trail early in the second quarter as Bears quarterback Jay Cutler
found wide receiver Johnny Knox on a 23-yard touchdown pass. Afterwards, the
Falcons took the lead as quarterback Matt Ryan completed a 40-yard touchdown
pass to wide receiver Roddy White and a 10-yard touchdown pass to tight end
Tony Gonzalez. After a scoreless third quarter, Chicago would tie the game in
the fourth quarter with Cutler hooking up with tight end Greg Olsen on a 2-yard
touchdown. Atlanta would regain the lead as running back Michael Turner got
a 5-yard touchdown run. Afterwards, the defense would fend off a last-second
Bears drive to lock up the victory.

By how many yards
was Matt Ryan’s
touchdown pass to
Roddy White longer
than his touchdown
pass to Tony Gonza-
lez?

The question is answerable nu-
merically, requires complex rea-
soning (subtraction), and re-
quires identifying multiple parts
of the passage to answer. Since
it meets all the requirements dis-
tinctly, this question is easily cat-
egorized as valid.

Mutually In-
valid

Concerned by the Burmese consolidation of Shan states and Laotian states, China
launched four invasions of Burma between 1765 and 1769. At first, the Qianlong
Emperor envisaged an easy war, and sent in only the Green Standard troops
stationed in Yunnan. The Qing invasion came as the majority of Burmese forces
were deployed in their latest invasion of Siam. Nonetheless, battle-hardened
Burmese troops defeated the first two invasions of 1765-1766 and 1766-1767
at the border. The regional conflict now escalated to a major war that involved
military manoeuvres nationwide in both countries. The third invasion led by the
elite Manchu Bannermen nearly succeeded, penetrating deep into central Burma
within a few days’ march from Ava. But the Bannermen of northern China could
not cope with unfamiliar tropical terrains and lethal endemic diseases, and were
driven back with heavy losses. After the close-call, Hsinbyushin redeployed
his armies from Siam to the Chinese front. The fourth and largest invasion got
bogged down at the frontier. With the Qing forces completely encircled, a truce
was reached between the field commanders of the two sides in December 1769.

How many different
invasions of Burma
did China launch
between 1765 and
1769?

This question is answered di-
rectly in the original passage in
a single span "China launched
four invasions of Burma be-
tween 1765 and 1769." so it
does not meet the requirements
of a DROP question and is in-
valid.

Author
Invalid

+

Annotator
Valid

Quarrels between Denmark and Sweden led to the Northern Seven Years’ War in
1563, which ended in 1570 with the Treaty of Stettin. Primarily fought in western
and southern Scandinavia, the war involved important naval battles fought in
the Baltic. When Danish-held Varberg surrendered to Swedish forces in 1565,
150 Danish mercenaries escaped the subsequent massacre of the garrison by
defecting to Sweden. Among them was Pontus de la Gardie, who thereafter
became an important Swedish commander in the Livonian War. Livonia was
also affected by the naval campaign of Danish admiral Peter or Per Munck, who
bombarded Swedish Reval from sea in July 1569. The Treaty of Stettin made
Denmark the supreme and dominating power in Northern Europe, yet failed to
restore the Kalmar Union. Unfavourable conditions for Sweden led to a series of
conflicts that only ended with the Great Northern War in 1720. Sweden agreed
to turn over her possessions in Livonia in return for a payment by Holy Roman
Emperor Maximilian II. Maximilian failed to pay the promised compensation,
however, and thereby lost his influence on Baltic affairs. The terms of the treaty
regarding Livonia were ignored, and thus the Livonian War continued. From
Ivan’s point of view, the treaty enabled the powers involved to form an alliance
against him, now that they were no longer fighting each other.

How many years
was it between the
end of the Northern
Seven Years’ War
and the beginning
of the Great North-
ern War?

The authors interpretation of the
information only ended with the
Great Northern War in 1720 is
that the beginning year of the
Great Northern War is not ex-
plicitly mentioned, so the ques-
tion is too ambiguous to be an-
swered with information from
the passage. Annotators likely
interpreted the same quote as re-
ferring to the year the war be-
gan, in which case the question
would be valid.

Author
Valid

+

Annotator
Invalid

Coming off their season-sweeping home win over the 49ers, the Seahawks stayed
at home for a Week 11 duel against the Chicago Bears, in the rematch of last
year’s NFC Divisional game (previously in Chicago). In the first quarter, Seattle
trailed early as Bears RB Cedric Benson got a 43-yard TD run, along with kicker
Robbie Gould getting a 31-yard field goal. The Seahawks would get on the
board with QB Matt Hasselbeck completing a 19-yard TD pass to WR D. J.
Hackett. In the second quarter, the Seahawks took the lead with RB Maurice
Morris getting a 19-yard TD run. However, Chicago regained the lead with RB
Adrian Peterson getting a 5-yard TD run. Seattle would tie the game kicker Josh
Brown getting a 40-yard field goal. In the third quarter, the Seahwaks retook
the lead as Hasselbeck completed a 4-yard TD pass to WR Nate Burleson for
the only score of the period. In the fourth quarter, the Bears tried to retaliate as
Gould kicked a 47-yard field goal. Afterwards, Seattle pulled away with Brown
kicking a 23-yard and a 46-yard field goal. Chicago’s final response would be
Gould nailing a 48-yard field goal.

How many yards
were the field goals
that Josh Brown
made in the fourth
quarter?

An author of this paper marked
the question as valid as it can
be answered by summing up the
two field goals from Brown. An-
notators likely marked it as in-
valid as the question does not ex-
plicitly ask for the total yards of
the field goals, so the question
could be interpreted as asking
for the yards of each field goal
individually.

Table 17: Examples of LLM-Generated Questions for DROP with various validity assessments. Questions must
involve complex reasoning and looking at more than one part of the passage to answer. The answer to a valid DROP
question must be either a span of text from the question or passage, a date, or a number.
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Validity
Assessment

Passage LLM-Generated
Question

Author Note

Mutually
Valid

The south celestial pole is visible only from the Southern
Hemisphere. It lies in the dim constellation Octans, the
Octant. Sigma Octantis is identified as the south pole
star, more than one degree away from the pole, but
with a magnitude of 5.5 it is barely visible on a clear
night.

Would Sigma Oc-
tantis be considered
a reliable star for
navigators to use un-
der cloudy skies or
in light-polluted ar-
eas?

The question targets the negation that
the star is barely visible, and asks about
an implication of the star being barely
visible.

Mutually
Invalid

During the 1980s and early 1990s, Murdoch’s publica-
tions were generally supportive of Britain’s Prime Minis-
ter Margaret Thatcher. At the end of the Thatcher/Major
era, Murdoch switched his support to the Labour Party
and its leader, Tony Blair. The closeness of his relation-
ship with Blair and their secret meetings to discuss na-
tional policies was to become a political issue in Britain.
This later changed, with "The Sun", in its English edi-
tions, publicly renouncing the ruling Labour government
and lending its support to David Cameron’s Conserva-
tive Party, which soon afterwards formed a coalition
government. In Scotland, where the Conservatives
had suffered a complete annihilation in 1997, the
paper began to endorse the Scottish National Party
(though not yet its flagship policy of independence),
which soon after came to form the first ever outright
majority in the proportionally elected Scottish Parlia-
ment. Former Prime Minister Gordon Brown’s official
spokesman said in November 2009 that Brown and Mur-
doch "were in regular communication" and that "there is
nothing unusual in the prime minister talking to Rupert
Murdoch".

Did "The Sun" ini-
tially support the
SNPś stance on in-
dependence when
they first endorsed
the party?

The question targets the negation, but
not an implication of the negation. It
asks for a direct factual interpretation of
the negation, so the question is invalid.

Author
Invalid

+

Annotator
Valid

A Dominican friar, Orsini focused on his religious re-
sponsibilities as bishop rather than on papal adminis-
tration. Orsini’s lack of political expertise led him
to increasingly rely on an unscrupulous secretary
(Cardinal Niccolò Coscia) whose financial abuses ru-
ined the papal treasury, causing great damage to the
Church in Rome.

Did Orsini’s choice
of a close asso-
ciate contribute pos-
itively to his leader-
ship effectiveness?

One author concluded that this question
did not target the implications of the
negated statement of Niccolò Coscia be-
ing unscrupulous directly. His being un-
scrupulous is not directly attributable to
Orsini’s leadership effectiveness. Orsini
could have been extremely effective de-
spite Niccolò’s unscrupulous behavior.
Annotators likely felt that the direct con-
nection did exist, and therefore rated the
question as valid.

Author
Valid

+

Annotator
Invalid

The walls and sanctum’s door frame of the both lev-
els are intricately carved. These show themes such as
"makaras" and other mythical creatures, apsaras, ele-
phants in different stages of activity, females in waving
or welcoming gesture. The upper level of Cave 6 is sig-
nificant in that it shows a devotee in a kneeling posture
at the Buddha’s feet, an indication of devotional worship
practices by the 5th century. The colossal Buddha of
the shrine has an elaborate throne back, but was hastily
finished in 477/478 CE, when king Harisena died. The
shrine antechamber of the cave features an unfin-
ished sculptural group of the Six Buddhas of the Past,
of which only five statues were carved. This idea may
have been influenced from those in Bagh Caves of Mad-
hya Pradesh.

Is there more than
one fully completed
sculptural group in
the antechamber of
the cave?

An author concluded that this question
was valid as the negation implies what
the answer to this question would be.
The answer should be "don’t know"
here because despite the finished or un-
finished state of the sculptural group,
there could potentially be more sculp-
tural groups in the antechamber. Anno-
tators marked the question invalid, ei-
ther due to assuming that an answer of
"don’t know" made the question invalid,
or deeming the connection between the
implication of the negation and the ques-
tion too weak.

Table 18: Examples of LLM-Generated Questions for CondaQA with various validity assessments. Questions must
be about an implication of the negated statement. The negated statement is highlighted in bold and the negation is
highlighted in blue.
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Validity
Assessment

Passage LLM-Generated Paraphrase Edit Author Note

Mutually
Valid

The school song, "Fair Reed," is sung to the tune of the
1912 popular song "Believe Me, if All Those Endearing
Young Charms." It may be imitative of the Harvard an-
them "Fair Harvard," which is also sung to the tune of
"Believe Me, if All Those Endearing Young Charms." It
was composed by former president William Trufant
Foster shortly after Reed’s founding, and is rarely
heard today.

The school song, "Fair Reed," is sung to the tune of
the 1912 popular song "Believe Me, if All Those En-
dearing Young Charms." It may be imitative of the Har-
vard anthem "Fair Harvard," which is also sung to the
tune of "Believe Me, if All Those Endearing Young
Charms." Former president William Trufant Foster
composed it shortly after Reed’s founding, and it is
seldom heard today.

The edited passage has the same
meaning as the original, and
the negation rarely is no longer
present, so the edit is valid.

Mutually
Invalid

Most of what is known about Anthony comes from the
"Life of Anthony". Written in Greek around 360 by
Athanasius of Alexandria, it depicts Anthony as an
illiterate and holy man who through his existence in
a primordial landscape has an absolute connection
to the divine truth, which always is in harmony with
that of Athanasius as the biographer.

Most of what is known about Anthony comes from the
"Life of Anthony". Written in Greek around 360 by
Athanasius of Alexandria, it portrays Anthony as an
uneducated yet holy man who, through his life in a
primordial landscape, achieves a total connection to
the divine truth, which is invariably aligned with that
presented by Athanasius as the biographer.

Although the negation is no
longer present, the edited pas-
sage does not retain the same
meaning as the original. Uned-
ucated does not imply the same
meaning as illiterate . There-
fore the edit is invalid.

Author
Invalid

+

Annotator
Valid

In 2008, Narconon executive Marie Cecchini published,
with Richard Lennox, a paper that claimed to show that
the Narconon educational program reduced drug use
among youths. However, the study was funded by
Narconon’s parent organisation, ABLE, and subse-
quent correspondence in the same journal asserted
that the study’s conclusions were contradicted by its
own data: that the control group "were more likely
to resist pressures to take drugs" than the Narconon
group.

In 2008, Narconon executive Marie Cecchini published,
with Richard Lennox, a paper that claimed to show that
the Narconon educational program reduced drug use
among youths. However, the study was funded by
Narconon’s parent organisation, ABLE, and subse-
quent correspondence in the same journal asserted
that the study’s conclusions were contradicted by its
own data: the control group "were more likely to
yield to pressures to take drugs" less than the Nar-
conon group.

While the edited passage does
remove the negation, the result-
ing passage is incoherent. "were
more likely to yield to pressure
to take drugs" less than the
Narconon group doesn’t make
any sense, since the presence of
"more" implies that there is an-
other group the control group is
more likely than to yield to pres-
sure to take drugs. If the edit had
been "were less likely to yield to
pressure to take drugs", then the
edit would be valid. Annotators
likely just saw that the double
negation preserved the meaning
of the original passage, and in-
terpreted the sentence as coher-
ent.

Author
Valid

+

Annotator
Invalid

In the early 20th century and into the Mexican Revolu-
tion, the production of coffee was particularly important
but labor-intensive. This would lead to a practice called
"enganche" (hook), where recruiters would lure workers
with advanced pay and other incentives such as alcohol
and then trap them with debts for travel and other items
to be worked off. This practice would lead to a kind
of indentured servitude and uprisings in areas of the
state, although they never led to large rebel armies as
in other parts of Mexico.

In the early 20th century and into the Mexican Revolu-
tion, the production of coffee was particularly important
but labor-intensive. This would lead to a practice called
"enganche" (hook), where recruiters would lure workers
with advanced pay and other incentives such as alco-
hol and then trap them with debts for travel and other
items to be worked off. This practice would lead to a
kind of indentured servitude and uprisings in areas
of the state, albeit without resulting in the formation
of large rebel armies as seen in other parts of Mexico.

An author marked this edit as
valid as it retained the mean-
ing of the original passage (that
the practice did not lead to
the formation of large rebel
armies). Annotators marked it
as invalid, possibly because the
exact meaning of the original
passage is slightly changed in
the paraphrase edit.

Table 19: Examples of LLM-Generated Paraphrase Edits for CondaQA with various validity assessments. Paraphrase
edits must be a rewrite of the original negated statement such that the new passage has the same meaning as the
original, but the negation is no longer included. The negated statement is highlighted in bold and the negation is
highlighted in blue.
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Validity
Assessment

Passage LLM-Generated Scope Edit Author Note

Mutual Valid Much like elephants, manatees are polyphyodonts, and
continuously replace their teeth from the back of the jaw.
Adults lack incisors, canines, and premolars, and
instead have 8 to 10 cheek teeth in their mouth. Man-
atees have an infinite supply of teeth moving in from the
back and shedding in the front, which are continuously
formed by a dental capsule behind the tooth-row. These
teeth are constantly worn down by the abrasive vascular
plants they forage, particularly aquatic grasses. Unlike
in manatees, the dugong’s teeth do not continually grow
back via horizontal tooth replacement. The dugong has
two tusks which emerge in males during puberty, and
sometime later in life for females after reaching the base
of the premaxilla. The number of growth layer groups
in a tusk indicates the age of a dugong.

Much like elephants, manatees are polyphyodonts, and
continuously replace their teeth from the back of the jaw.
Adults lack molars and instead have 8 to 10 incisors,
canines, and premolars in their mouth. Manatees have
an infinite supply of teeth moving in from the back and
shedding in the front, which are continuously formed by
a dental capsule behind the tooth-row. These teeth are
constantly worn down by the abrasive vascular plants
they forage, particularly aquatic grasses. Unlike in mana-
tees, the dugong’s teeth do not continually grow back via
horizontal tooth replacement. The dugong has two tusks
which emerge in males during puberty, and sometime
later in life for females after reaching the base of the
premaxilla. The number of growth layer groups in a tusk
indicates the age of a dugong.

The edit changes what is be-
ing negated by lack from the in-
cisors, canines and premolars to
the molars, so the scope edit is
valid.

Mutually
Invalid

It is difficult to distinguish an extinct volcano from a dor-
mant (inactive) one. Dormant volcanoes are those that
have not erupted for thousands of years, but are likely
to erupt again in the future. Volcanoes are often consid-
ered to be extinct if there are no written records of its
activity. Nevertheless, volcanoes may remain dormant
for a long period of time. For example, Yellowstone has
a repose/recharge period of around 700,000 years, and
Toba of around 380,000 years. Vesuvius was described
by Roman writers as having been covered with gardens
and vineyards before its eruption of 79 CE, which de-
stroyed the towns of Herculaneum and Pompeii. Before
its catastrophic eruption of 1991, Pinatubo was an
inconspicuous volcano, unknown to most people in
the surrounding areas. Two other examples are the
long-dormant Soufrière Hills volcano on the island of
Montserrat, thought to be extinct before activity resumed
in 1995, and Fourpeaked Mountain in Alaska, which, be-
fore its September 2006 eruption, had not erupted since
before 8000 BCE and had long been thought to be ex-
tinct.

It is difficult to distinguish an extinct volcano from a dor-
mant (inactive) one. Dormant volcanoes are those that
have not erupted for thousands of years, but are likely
to erupt again in the future. Volcanoes are often consid-
ered to be extinct if there are no written records of its
activity. Nevertheless, volcanoes may remain dormant
for a long period of time. For example, Yellowstone has
a repose/recharge period of around 700,000 years, and
Toba of around 380,000 years. Vesuvius was described
by Roman writers as having been covered with gardens
and vineyards before its eruption of 79 CE, which de-
stroyed the towns of Herculaneum and Pompeii. Before
its catastrophic eruption of 1991, Pinatubo was an in-
conspicuous volcano, except to a few local geologists
who had studied its potential for activity. Two other
examples are the long-dormant Soufrière Hills volcano
on the island of Montserrat, thought to be extinct before
activity resumed in 1995, and Fourpeaked Mountain in
Alaska, which, before its September 2006 eruption, had
not erupted since before 8000 BCE and had long been
thought to be extinct.

The negation in the edit is still
negating the Pinatubo volcano.
As the subject of the negation
has not changed, the scope edit
is therefore invalid.

Author
Invalid

+

Annotator
Valid

Hearts is an "evasion-type" trick-taking playing card
game for four players, although most variations can ac-
commodate between three and six players. It was first
recorded in America in the 1880s and has many variants,
some of which are also referred to as "Hearts"; espe-
cially the games of Black Lady and Black Maria. The
game is a member of the Whist group of trick-taking
games (which also includes Bridge and Spades), but
is unusual among Whist variants in that it is a
trick-avoidance game; players avoid winning certain
penalty cards in tricks, usually by avoiding winning
tricks altogether. The original game of Hearts is still
current, but has been overtaken in popularity by Black
Lady in the United States and Black Maria in Great
Britain.

Hearts is an "evasion-type" trick-taking playing card
game for four players, although most variations can ac-
commodate between three and six players. It was first
recorded in America in the 1880s and has many variants,
some of which are also referred to as "Hearts"; espe-
cially the games of Black Lady and Black Maria. The
game is a member of the Whist group of trick-taking
games (which also includes Bridge and Spades), but
is unusual among Whist variants in that it involves
using a unique scoring system where points are de-
ducted for each trick won, encouraging players to
win as few tricks as possible. The original game of
Hearts is still current, but has been overtaken in popular-
ity by Black Lady in the United States and Black Maria
in Great Britain.

An author interpreted the sub-
ject of negation in both the
original and edited passages
as Hearts being different from
other Whist variants. The scope
edit changes why Hearts is dif-
ferent from other Whist variants,
but not the subject of what is un-
usual, which remains that Hearts
is different from other Whist
variants. An annotator likely
interpreted the change in why
Hearts is different as a sufficient
change in scope of the negation.

Author
Valid

+

Annotator
Invalid

Gwen Stacy is recast as Paige Embry in "The Refrigera-
tor Monologues". She is the unofficial leader of the Hell
Hath Club, a group of women in the afterlife trying to
cope with the brutal termination of their plot lines, and
provides connecting narration for each of their stories.
She loved wearing her lab coat and feels unhappy
about being stuck in the clothes she was buried in.

Gwen Stacy is recast as Paige Embry in "The Refrigera-
tor Monologues". She is the unofficial leader of the Hell
Hath Club, a group of women in the afterlife trying to
cope with the brutal termination of their plot lines, and
provides connecting narration for each of their stories.
She loved wearing her lab coat and feels unhappy
about not being able to wear it anymore, as she is
stuck in the clothes she was buried in.

The difference here is subtle, but
the subject of the negation un-
happy is on being stuck in the
clothes she was wearing in the
original passage, and is on not
being able to wear her lab coat
anymore in the scope edit. An
author deemed this change in
subject as sufficient. An annota-
tor likely did not agree that the
change in scope was different
enough for the edit to be valid.

Table 20: Examples of LLM-Generated Scope Edits for CondaQA with various validity assessments. Scope edits
must be a rewrite of the original passage such that what is being negated by the negation is changed. The negated
statement is highlighted in bold and the negation is highlighted in blue.
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Validity
Assessment

Passage LLM-Generated Affirmative Edit Author Note

Mutual Valid Johann Spurzheim was Gall’s most important collabora-
tor. He worked as Gall’s anatomist until 1813 when
for unknown reasons they had a permanent falling
out. Publishing under his own name Spurzheim success-
fully disseminated phrenology throughout the United
Kingdom during his lecture tours through 1814 and 1815
and the United States in 1832 where he would eventually
die.

Johann Spurzheim was Gall’s most important collab-
orator. He worked as Gall’s anatomist until 1813
when, due to professional disagreements over the
methods and applications of phrenology, they had
a permanent falling out. Publishing under his own
name, Spurzheim successfully disseminated phrenology
throughout the United Kingdom during his lecture tours
through 1814 and 1815 and the United States in 1832,
where he would eventually die.

This edit is valid since the rea-
sons for the falling out are no
longer unknown in the Affirma-
tive edit, and the new passage is
coherent and consistent.

Author
Invalid

+

Annotator
Valid

In 2008, Narconon executive Marie Cecchini published,
with Richard Lennox, a paper that claimed to show that
the Narconon educational program reduced drug use
among youths. However, the study was funded by
Narconon’s parent organisation, ABLE, and subse-
quent correspondence in the same journal asserted
that the study’s conclusions were contradicted by its
own data: that the control group "were more likely
to resist pressures to take drugs" than the Narconon
group.

In 2008, Narconon executive Marie Cecchini published,
with Richard Lennox, a paper that claimed to show that
the Narconon educational program reduced drug use
among youths. However, the study was funded by
Narconon’s parent organisation, ABLE, and subse-
quent correspondence in the same journal asserted
that the study’s conclusions were contradicted by its
own data: that the control group "were more likely
to succumb to pressures to take drugs" than the Nar-
conon group.

While the affirmative edit does
undo the negation, it also con-
tradicts an earlier portion of the
passage. The passage states that
the studies conclusions contra-
dict its own data, but the undone
negation actually supports the
studies conclusions. Annotators
likely noted the reversal of the
negation but failed to notice that
it makes the passage as a whole
inconsistent.

Author
Valid

+

Annotator
InValid

Cro-tatting combines needle tatting with crochet. The
cro-tatting tool is a tatting needle with a crochet hook
at the end. One can also cro-tat with a bullion crochet
hook or a very straight crochet hook. In the 19th century,
"crochet tatting" patterns were published which simply
called for a crochet hook. One of the earliest patterns is
for a crocheted afghan with tatted rings forming a raised
design. Patterns are available in English and are equally
divided between yarn and thread. In its most basic form,
the rings are tatted with a length of plain thread between
them, as in single-shuttle tatting. In modern patterns,
beginning in the early 20th century, the rings are tatted
and the arches or chains are crocheted. Many people
consider cro-tatting more difficult than crochet or needle
tatting. Some tatting instructors recommend using a
tatting needle and a crochet hook to work cro-tatting
patterns. Stitches of cro-tatting (and needle tatting
before a ring is closed) unravel easily, unlike tatting
made with a shuttle.

Cro-tatting combines needle tatting with crochet. The
cro-tatting tool is a tatting needle with a crochet hook
at the end. One can also cro-tat with a bullion crochet
hook or a very straight crochet hook. In the 19th century,
"crochet tatting" patterns were published which simply
called for a crochet hook. One of the earliest patterns is
for a crocheted afghan with tatted rings forming a raised
design. Patterns are available in English and are equally
divided between yarn and thread. In its most basic form,
the rings are tatted with a length of plain thread between
them, as in single-shuttle tatting. In modern patterns,
beginning in the early 20th century, the rings are tatted
and the arches or chains are crocheted. Many people
consider cro-tatting more difficult than crochet or needle
tatting. Some tatting instructors recommend using a
tatting needle and a crochet hook to work cro-tatting
patterns. Stitches of cro-tatting (and needle tatting
before a ring is closed) do not unravel easily, similar
to tatting made with a shuttle.

An author of this paper as-
sessed the edit as valid, as it
undoes the negation of unlike
and changes it to similar. Al-
though it changes another part
of the passage, the negation of
unlike compared to stitches of
cro-tatting is removed, and the
passage is coherent and consis-
tent. Annotators likely noticed
that the passage is still saying
that tatting made with a shuttle
does not unravel easily as in the
original passage, and took that
to mean the affirmative edit was
not successful.

Table 21: Examples of LLM-Generated Affirmative Edits for CondaQA with various validity assessments. Affirma-
tive edits must be a rewrite of the original passage such that was being negated is no longer negated, with minimal
changes to the passage to keep it consistent and coherent. The negated statement is highlighted in bold and the
negation is highlighted in blue.

Figure 5: The instructions for the CondaQA preference study (§5).
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Figure 6: This screenshot shows what comes after the instructions in the CondaQA preference study (§5): the
original passage.

Figure 7: After the original passage (Fig. 6), annotators get a definition of a paraphrase edit and two paraphrase
edits.
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Figure 8: The options annotators select for edits in the preference study (§5). Here shown for paraphrase edits.

Figure 9: After the paraphrase edit selection (Figures 7–8), annotators get the scope edit definition and a pair of two
scope edits.
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Figure 10: After the scope edits (Fig. 9), annotators get the affirmative edit definition and a pair of two affirmative
edits.
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Figure 11: After the affirmative edits (Fig. 10), annotators get the CondaQA-style question definition and a pair of
two questions.

Figure 12: The choices for stating a preference between two questions.
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Figure 13: CondaQA answer crowrdsourcing interface used in §6.

Figure 14: The beginning of the instruction for the DROP answer crowdsourcing (§6). The instructions continues
in the next figure.
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Figure 15: The rest of the instruction for the DROP answer crowdsourcing (§6).

Figure 16: Specifying the DROP numerical answer (§6).

9936



Figure 17: Specifying the DROP span answer (§6).

Figure 18: Specifying the DROP date answer (§6).
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Figure 19: The beginning of the instruction for the DROP preference study (§5).
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Figure 20: The middle of the instruction for the DROP preference study.
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Figure 21: The end of the instruction for the DROP preference study.
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Figure 22: After the general instructions, annotators are familiarized with DROP-like questions.
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Figure 23: The annotators are asked to give their preference between two DROP-like questions. One of the questions
is generated, but that is not disclosed. The options are the same as for CondaQA; see Figure 12.
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Figure 24: After selecting a preferred question (if any), annotators are familiarized with DROP compositional edits.
The instruction continues in the next figure.
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Figure 25: The end of the instruction for the compositional edits.
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Figure 26: The annotators are asked to give their preference between two DROP-like compositional edits. One of
the edits is generated, but that is not disclosed. The options are the same as for CondaQA; see Figure 8.

9945


