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Abstract

The fast growth of large language models
(LLMs) necessitates the urgent need for new
NLP benchmarks. We provide B-REASO, the
first inclusive Bengali assessment suite created
to evaluate advanced foundation model knowl-
edge and reasoning skills in a Bengali lan-
guage setup. The B-REASO includes multiple-
choice questions with four different degrees of
difficulty: professional, college, high school,
and middle school. The questions cover 50 dif-
ferent fields, from science and engineering to
the humanities. Alongside B-REASO, there
is B-REASO HEAVY, a subset of extremely
difficult B-REASO topics that need for sophis-
ticated reasoning skills to answer. We do a
thorough assessment of the most sophisticated
LLMs on B-REASO, encompassing models
with an English focus. Findings show that only
Claude-3.5-Sonnet was able to get an average
accuracy of more than 65%, indicating that
contemporary LLMs still have along way to go.
We hope that B-REASO will support the cre-
ation and expansion of foundation models for
Bengali users by assisting in the analysis of sig-
nificant advantages and disadvantages of these
models. We open-source our code and data at
https://github.com/kraritt/b-reaso.

1 Introduction

Natural Language Processing (NLP) has seen a rev-
olution with the advent of Large Language Models
(LLMs). In the age of LLMs, assessment plays a
critical function as the central force that shapes the
direction of Artificial Intelligence (AI) progress.
To assess LMs’ natural language understanding
skills, traditional NLP benchmarks (Wang et al.,
2019; Wang, 2018) have been frequently used.
However, since bigger models are performing at a
level comparable to humans, these standards are no
longer as applicable, leaving limited area for fur-
ther study (Liu et al., 2023; Goyal et al., 2022;
Hendrycks et al., 2020).

Recent LLM evaluation has focused mostly on
assessing sophisticated reasoning skills and explor-
ing advanced world knowledge in order to ade-
quately benchmark LLMs (Wang et al., 2023;
Cobbe et al., 2021; Hendrycks et al., 2021; Clark
et al., 2018). Meanwhile, as multilingual and
other LL.Ms tailored for various regional languages
(Nguyen et al., 2023) have become more popular,
evaluation benchmarks for languages other than
English—have also been introduced (Huang et al.,
2024; Li et al., 2023). Nevertheless, the English
language remains the primary focus of the con-
temporary benchmarks, which leads to a restricted
comprehension of LLMs’ proficiency in other lan-
guages rapidly. As per our best knowledge, there
is no comprehensive previous work that has been
done on LLMs’ understanding specifically in Ben-
gali language setup. This study focuses on assess-
ing foundation models’ advanced capabilities in
the context of Bengali—world’s seventh! most com-
monly spoken languages.

We introduce B-REASO (Figure 1), the first
complete Bengali evaluation suite designed to fully
evaluate LLMs’ advanced knowledge and reason-
ing skills in a Bengali environment, in an effort to
close the gap between Bengali LLM development
and assessment. As shown in Table 1, B-REASO
comprises 13497 multiple-choice test questions
covering 50 different fields, from science and en-
gineering to the humanities. Middle school, high
school, college, and professional exams are the
four difficulty levels from which the questions are
gathered (details in Appendix G). We also provide
B-REASO HEAVY as an accompanying bench-
mark, which is a subset of B-REASO’s most dif-
ficult tasks that need very sophisticated thinking
skills to complete, such as, college physics and ad-
vanced mathematics. With an accuracy of 48.53%,
B-REASO HEAVY is the first Bengali benchmark

"https://en.wikipedia.org/wiki/List_of_languages
_by_total_number_of_speakers

9260

Findings of the Association for Computational Linguistics: EMNLP 2025, pages 9260-9274
November 4-9, 2025 ©2025 Association for Computational Linguistics


https://en.wikipedia.org/wiki/List_of_languages_by_total_number_of_speakers
https://en.wikipedia.org/wiki/List_of_languages_by_total_number_of_speakers

STEM

sy (B T

o
Probability and Statistics
(CTERT 8“1 )

College Chemistry s =

Discrete Mathematics
5)
120%

167%

167%

Plant Protection
e

Other Social Science Humanities
S [
A Art Studies  professionsl Tour Guide
. L] (ﬁw-n (o515 *rfE 513E)
Accounting Physician Tax Accounting CaHegel: A — 2.499, 222n
(s cmren) (PR FORRSN) | e sy | o ==
3.68% 3.68% 413% a32%
3.68% &
Law Logic
&I
i 1.85% 1L71%
- ‘
Civil Service e Enviranmental Engiresring - [
ol TS Business Acministration Education Science
5 : (T S e
356% % 225%
o ¥
Cinicai iesicne Sports Science “
(T oyt Eap High School Geagraphy .
-~ 1ok 151% SR Bangladesh Specific
Tt o (e, Lo
@R : . -
S Ll High School Politics.

Banglaciesh HISHOrY  fumt et et
(T e T
178%

(So it Aie)
148%

Figure 1: B-REASO overview diagram. The five fields—STEM, social science, humanities, Bangladesh specific
and other—are represented by different colors for the subjects.

at this level and one of the few benchmarks for ad-
vanced reasoning where Gemini-1.5-Pro-002 still

has trouble.

2 B-REASO Benchmark

2.1 Principles of Benchmark Design

Table 1: Statistics of B-REASO benchmark grouped by

various fields of subjects and levels.

Group #Fields #Instances (%)
grouped by field
Social Science 8 2394 (17.74%)
STEM 20 4495 (33.30%)
Humanities 8 1997 (14.80%)
Others 11 3932 (29.13%)
Bangladesh Specific 3 679 (5.03%)
grouped by level
College 23 5798 (42.96%)
High School 8 1594 (11.81%)
Professional 12 4696 (34.79%)
Middle School 7 1409 (10.44%)
Total 50 13497 (100.00%)

B-REASO’s goal is to assist developers in
rapidly comprehending the capabilities of their
models from a variety of angles so they can iden-
tify the models’ flaws and make the necessary im-
provements. In order to do this, we concentrate on
LLMs’ more sophisticated skills, such reasoning
and global knowledge, which are perhaps the most
important ones for LLMs in the modern workforce.
Complex tasks are often the primary differentia-
tors between LLMs, even when multiple LLMs
may perform equally in simple situations like in-
formal talks (Achiam et al., 2023). As a result, we
built B-REASO using actual, difficult human tests
that are utilized in Bangladesh to evaluate people’s
skills in a variety of ways. Like (Ghahroodi et al.,
2024; Hendrycks et al., 2021), we only choose

multiple-choice questions because: (a) metrics are
well-defined; and (b) multiple-choice questions are
a straightforward but effective stand-in for assess-
ing the potential of advanced abilities of founda-
tion models, which we believe could be readily
utilized and reflected in a variety of downstream
applications through specialized instruction tuning
(Chung et al., 2024; Wang et al., 2022). Only
one of the four options (details in Appendix E)
for each question is the right response. Through
prompting, LLMs are meant to be used to answer
these queries. 50 different disciplines are covered
by the B-REASO questions, which we then group
into more general categories like STEM, the Hu-
manities, Social Science, Bangladesh Specific and
Other fields.

2.2 Principles of Data Collection

2.2.1 Precis of Subject Selection

Middle school, high school, college, and profes-
sional are the four difficulty levels covered by B-
REASO. With the exception of English, we cover
the core subjects taught in Bengali middle and
high schools. We choose 23 representative top-
ics at the college level from the official undergrad-
uate major categories specified by Bangladesh’s
University Grant Commission?>. To ensure com-
pleteness, at least one subject from each category
is included in B-REASO. We choose 12 sample
professional-level qualifications, including those
for doctors, lawyers, and civil servants, based on
Bangladesh Civil Service® qualification directory.
In addition, we group these topics into five topi-
cal categories: Social Science, Humanities, STEM

Zhttps://ugc.gov.bd/
3https://bpsc.gov.bd/
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(Science, Technology, Engineering, and Mathe-
matics), Bangladesh Specific and Other fields. Ta-
ble 1 shows each of the 50 topics together with the
groups to which they belong.

2.2.2 Prevention of Data Contamination

National test questions, including those from
Bangladesh’s national professional examinations
and college entrance exams are often made avail-
able online and disseminated extensively. As a re-
sult, these queries could unintentionally be stum-
bled upon and included to LLM pretraining, which
might result in problems with data leaking. We get
our data from either small-scale local tests, such
those offered online by certain high schools, or
from mock exams following the design principle
of (Huang et al., 2024) in order to reduce this
danger. Furthermore, rather than coming straight
from structured questions or plain text, the major-
ity of B-REASO examples are taken from online
PDF or Microsoft Word publications. To create
the final structured format, the writers analyze and
meticulously annotate these papers; for certain top-
ics, this procedure often entails complicated IATEX
equation translation. This reduces the possibility
of data contamination even further.

2.2.3 Precis of Data Sources

Our data is mostly sourced from publicly accessi-
ble online mock tests. Furthermore, some of the
college-level problems are publicly posted previ-
ous test questions from Bangladesh’s leading col-
leges. A small percentage of college questions
are national graduate entrance exam practice ques-
tions*. These questions are not publicly accessi-
ble, and we have got their permission to add around
1800 of them to B-REASO.

2.2.4 Precis of Data Processing

Most of the gathered data is in the form of Mi-
crosoft Word or PDF documents, with a small per-
centage also being web pages. The first step is to
convert PDF documents into text. Following that,
all questions are processed by the writers, either
automatically where feasible or manually with the
use of OCR toolkits’. For STEM subjects includ-
ing significant symbols and equations, mathemati-
cal expressions are standardized into I&TEX(Figure
5) format in accordance with earlier studies (Tam
et al., 2024; Hendrycks et al., 2021). Annotators

*https://udvash.com/
Shttps://mathpix.com/

compile and check the generated I&TEX formulae
to make sure they are accurate. Furthermore, ev-
ery instance is verified by a person for quality con-
trol in order to eliminate inappropriate instances.
Annotations were made by knowledgeable partici-
pants (each holds at least a bachelor’s degree, with
someone having advanced degrees), all of whom
are co-authors on this work, guaranteeing that each
person gets full credit for their contributions. Addi-
tionally, explicit instructions were given on how to
acquire participant permission, preserve data pri-
vacy, and honor local customs (see Appendix F).

2.2.5 Precis of Explanation Curation

LLMs have shown remarkable performance with
reasoning-heavy tasks when using Chain-of-
Thought (CoT) reasoning (Kojima et al., 2022;
Wei et al., 2022), which demands them to provide
a text sequence of the reasoning process along
with the final response. Achieving state-of-the-art
performance on a variety of tasks, the few-shot
version of CoT is more widely utilized than the
zero-shot version (Wang et al., 2022; Xie et al.,
2024; Zhou et al., 2022; Gao et al., 2023). To
enable the possible use of B-REASO in a few-shot
CoT context, we provide high-quality explanation
data for the development split by combining
human annotation with automated creation. To be
more precise, we first instruct Claude-3.5-Sonnet
to provide a detailed explanation of the ground-
truth response, and then we manually edit the
explanations to produce the final ones. Details on
prompting Claude-3.5-Sonnet are in Appendix A.
A dev example with explanations is illustrated in
Figure 2.

2.3 B-REASO HEAVY

From B-REASO, we choose eight difficult math,
physics, and chemistry subjects to create a dis-
tinct, the B-REASO HEAVY benchmark encom-
passes probability, discrete mathematics, and ad-
vanced mathematics, high school mathematics,
high school chemistry, college chemistry, college
physics, and statistics, as well as high school
physics. These topics often necessitate the use
of intricate I&TEX equations and difficult-to-solve
logical problems. Figure 3 illustrates a case from
advanced physics. In line with current initiatives
to provide challenging standards for evaluating
sophisticated reasoning, B-REASO HEAVY apti-
tudes (Suzgun et al., 2022; Hendrycks et al., 2021),
which are the primary variables that distinguish
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Explanation:
With the equation of motion for constant acceleration: d = vot + %at2

First, find acceleration a: a = =0 = 2050 = 2 nys?

Now, calculate the distance: d = 0 + % X 2 x 102 =| 100 m
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A car accelerates from rest to a speed of 20 m/s in 10 seconds. The car moves with constant acceleration. The distance traveled by the car during this

A3 vy = 0 m/s (WAEN); v = 20 /s (CTIRN); ¢t = 10 IS

Where: vo = 0 m/s (initial velocity); v = 20 m/s (final velocity); ¢ = 10 seconds

Figure 2: A high school physics development example with explanations.

The potential of LLMs in broad and intricate situa-
tions may be reflected in different LLMs. It is im-
portant to note that The B-REASO HEAVY bench-
mark is the first in Bangladesh to provide very chal-
lenging reasoning problems.

3 Experimental Methodology
3.1 Precis of Models

19 distinct LLMs with diverse sizes and devel-
opment organizations that can handle Bengali
text are used in our thorough examination of B-
REASO. In particular, we test the proprietary,
closed-source models—including those from Ope-
nAl, Anthropic, and Google etc.—using APIs. For
open-weight models, we concentrate on models
created for multilingual and English applications.

3.2 Principles of Setup

With B-REASO, we test LLMs in both zero-shot
and few-shot (i.e. five-shot) scenarios, using the
development split’s few exemplars. Few-shot as-
sessment is in line with other works’ procedures
(Achiam et al., 2023; Team et al., 2023; Touvron
et al., 2023) for assessing LLM performance, as
well as benchmarks such C-Eval (Huang et al.,
2024) and MMLU (Hendrycks et al., 2020).
The answer options are extracted from the model
replies using regular expressions, which guaran-
tees that we can do so in almost every situation.
We provide CoT findings on the few-shot setting

alone and Answer-Only (AO) results on both zero
and few-shot settings. We discovered that it was
sometimes challenging to extract the answer op-
tions from zero-shot CoT predictions when the gen-
eration did not adhere to certain patterns. The AO
and CoT prompts are included in Appendix B. We
observe that the few-shot exemplars may surpass
the maximum context length of particular LLMs
for specific topics in the CoT situation. To fit in-
side the context window in certain situations, we
dynamically minimize the amount of exemplars.

3.3 Precis of Answer Extraction

Variations in how models are implemented to ex-
tract predictions have a significant influence on
the evaluation’s outcomes. In order to guarantee
an equitable assessment and accommodate differ-
ences in model accessibility and prompting con-
figurations, we utilize two approaches for extract-
ing responses: (1) The likelihood-based approach.
In line with the original MMLU implementation
(Hendrycks et al., 2021), the approach entails look-
ing at a group of potential response symbols (i.e.,
”A”, ”B”, ”C”, and ”D”) and choosing the symbol
with the greatest assigned token probability as the
model’s prediction. (2) Method based on genera-
tion. When it is not feasible to determine the candi-
date token probabilities directly, we choose to use
the first token that is created in a greedy manner
and may be deduced as an option code in order to
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Figure 3: An example of a B-REASO HEAVY topic in advanced physics.

forecast the response.

Since access to the likelihood of each potential
response symbol is limited for proprietary mod-
els, we employ the generation-based approach for
both AO and CoT prompting scenarios. In the case
of open-source models, we use the direct prompt-
ing approach based on probability. But when we
use Col prompting, we are limited to adopting the
generation-based approach as the model must first
produce an explanation for the instance that was
questioned. In order to prevent failure to generate
the answer, we modify the number of shots in CoT
prompting based on the duration of the model con-
text.

4 Experimental Results

For AO and Col prompting, the experimental
findings are shown in Table 2 and Table 3, re-
spectively. Models trained on Bengali data like
multilingual models show a significant improve-
ment over models concentrating on the English
context, and flagship proprietary models gener-
ally perform better than their open-weight equiv-
alents. The DeepSeek-v3 which is optimized for
multilingual tasks, performs better than GPT-40 for
AO prompting. Llama-3.1-405B-Instruct, the best-
performing open-weight model with 405 billion pa-
rameters, performs similarly to GPT-40 and bet-
ter than proprietary models like Amazon-Nova-Pro
and Palmyra-X-004. Proprietary models perform
much better than the top open-source model in CoT'
prompting, by a range of 7% to 13%. The findings
imply that there is a good chance to improve reason-
ing skills in open-source models with CoT prompt-
ing. In Section 5, we go into more detail about the

differences between AO and Col prompting. All
things considered, the baseline that has been set in-
dicates that B-REASO provides a comprehensive
basis for assessing LLMs in the context of Ben-
gali, with opportunity for development. Addition-
ally, the performance of multilingual LLMs in B-
REASO underscores the importance of localized
model development, supporting the initiative to ad-
vance LLMs tailored for specific linguistic and cul-
tural contexts.

5 Results Analysis

5.1 Performance on B-REASO HEAVY

The B-REASO HEAVY average accuracy is dis-
played in Table 4. GPT-40’s accuracy on five-
shot AO, and five-shot Col settings are only
42.34% and 49.11%, respectively, suggesting that
B-REASO HEAVY is a challenging task. It’s inter-
esting to note that CoT prompting somewhat raises
GPT-40 on these really difficult topics. When
compared to a random baseline, only Gemini-1.5-
Pro-002, Llama-3.1-405B-Instruct and GPT-40 are
able to make significant progress—improving by
at least 7 points. Additionally, our findings support
the idea that when tasks are sufficiently compli-
cated, some important differences amongst LL.Ms
emerge. We emphasize how crucial it is to assess
LLMs in these difficult situations because modern
LLM development entails building sophisticated
systems or agents that can interact with different
kinds of data, receive feedback, reason and use
tools, and even take action (Mialon et al., 2023).
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Table 2: Average accuracy (%) for five-shot in an AO setting. Within each category, we provide the average accuracy
across all subjects. The accuracy average across all subjects is shown in the “Average” column. Best values are
highlighted in purple, second-best in gray, separately for proprietary and open-weight models.

Model Average Social STEM H ities Bangladesh Other
Science Specific
Proprietary Models
Claude-3.5-Sonnet 68.53 74.73 49.21 72.34 83.06 63.29
Gemini-1.5-Pro-002 62.03 69.72 42.42 66.76 82.33 4891
GPT-40 54.98 61.02 36.88 57.03 76.66 43.31
Amazon-Nova-Pro 51.62 58.23 36.98 50.11 74.12 38.65
Palmyra-X-004 49.85 55.52 3591 47.13 72.85 37.83
PaLM-2 47.01 52.12 33.84 47.26 66.67 35.17
Jamba-1.5-Large 47.01 52.12 33.84 47.26 66.67 35.17
Solar-Pro 44.60 41.83 30.12 40.92 73.54 36.58
Open-Weight Models
DeepSeek-v3 61.74 65.82 46.22 64.13 78.62 53.91
Llama-3.1-405B-Instruct 55.35 58.12 39.46 57.18 74.87 47.12
DBRX-Instruct 44.66 47.22 31.14 42.96 68.15 33.85
Arctic-Instruct 43.00 45.36 28.07 42.12 65.15 34.28
Gemma-7B 41.92 47.08 32.03 43.52 57.51 29.45
Command-R 37.62 36.74 23.15 33.41 63.02 31.77
Yi-6B 36.43 37.12 21.74 37.22 52.86 33.21
Qwenl.5-7B 35.19 36.83 26.06 31.17 51.39 30.48
Phi-2 35.18 37.27 27.93 36.81 46.68 27.22
Mistral-7B-v0.1 33.53 36.51 27.82 38.12 35.02 30.19
OLMo-7B 26.27 28.01 20.83 24.89 33.54 24.06

5.2 Performance on AO and CoT Prompting

We use CoTl prompting and our carefully chosen
explanations to further explore the potential ca-
pabilities of LLMs. It has been demonstrated
that CoT prompting greatly enhances tasks requir-
ing intricate multi-hop thinking by eliciting se-
quential reasoning chains towards solution deriva-
tions. As demonstrated in Table 3, most models
that can profit a lot from Col are large, propri-
etary ones, such as GPT-40 (8.07%), and Claude-
3.5-Sonnet (7.62%) in STEM disciplines. The re-
sults might be explained by the emergent charac-
ter of LLMs’ reasoning abilities. We also evalu-
ate B-REASO with intermediate tool integration
(Appendix C) and multi-agent self-reflection (Ap-
pendix D) where subsequent LLMs improve little.

5.3 Performance Across Educational
Difficulty Levels

For the AO prompting setup (Table 5), multi-
lingual training clearly boosts performance com-
pared to models focused primarily on English con-
texts. Among proprietary models, Claude-3.5-
Sonnet leads with the highest accuracy across all
difficulty levels, followed by Gemini-1.5-Pro-002,
while GPT-40 lags behind. On the open-weight
side, DeepSeek-v3, designed for multilingual tasks,
performs best and even surpasses GPT-40, show-
ing that optimised multilingual models can ri-
val proprietary systems. Llama-3.1-405B-Instruct,
with 405B parameters, emerges as the second-

best open-weight model, performing on par with
GPT-40 and ahead of proprietary competitors like
Amazon-Nova-Pro and Palmyra-X-004 in this set-
ting. Whereas, in the Col' prompting setup (Ta-
ble 6), proprietary models widen the performance
gap. Claude-3.5-Sonnet once again secures the top
spot, followed by Gemini-1.5-Pro-002, with GPT-
4o ranking lower. Although DeepSeek-v3 contin-
ues to lead among open-weight models and shows
competitive gains, the best proprietary models still
outperform the strongest open-source alternative
by 7%-13%. Llama-3.1-405B-Instruct also im-
proves with CoT prompting, but it remains behind
the top proprietary systems.

5.4 Performance on Questions with Negation

Language models may have trouble expressing
negation, according to earlier studies (Hosseini
et al., 2021; Kassner and Schiitze, 2019). We ini-
tially use string matching to divide the test set into
questions with and without negation terms in or-
der to examine whether this problem still exists in
the setting of LLMs in Bengali. Next, we evaluate
how well various models perform on these two sub-
groups. It should be noted that, for this experiment
we select around 22% of the data contains negation
(11%) and non-negation (11%) phrases, based on
our string matching findings, for this experiment.
Ten model families are shown in Table 7, which
also reveals a common limitation of large language
models: most models, apart from Claude-3.5-
Sonnet and GPT-40 perform worse on questions
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Table 3: Average accuracy (%) for five-shot in a CoT setting. Within each category, we provide the average accuracy
across all subjects. The accuracy average across all subjects is shown in the “Average” column. Best values are

highlighted in purple, second-best in gray, separately for proprietary and open-weight models.

Model Average Social STEM H ities Bangladesh Other
Science Specific
Proprietary Models
Claude-3.5-Sonnet 70.91 77.45 56.83 74.12 81.97 64.18
Gemini-1.5-Pro-002 64.75 71.63 49.27 68.91 80.15 53.69
GPT-40 59.12 64.77 44.95 59.82 74.31 49.75
Amazon-Nova-Pro 52.87 59.11 41.35 51.06 72.89 39.94
Palmyra-X-004 50.68 56.37 39.12 48.95 70.64 38.52
PaLM-2 46.83 52.89 36.15 47.81 63.42 34.88
Jamba-1.5-Large 47.95 53.64 36.02 48.97 63.91 36.21
Solar-Pro 44.33 43.12 32.87 40.63 71.85 36.88
Open-Weight Models
DeepSeek-v3 63.87 67.95 52.11 65.84 76.43 57.02
Llama-3.1-405B-Instruct 57.89 60.34 44.72 59.03 74.62 50.84
DBRX-Instruct 45.71 48.03 34.92 43.75 66.24 35.81
Arctic-Instruct 43.65 4591 30.45 42.88 63.07 34.94
Gemma-7B 40.15 46.22 32.14 42.37 54.69 28.53
Command-R 37.84 36.95 24.83 33.62 61.15 32.65
Yi-6B 35.67 36.45 23.11 36.84 50.77 32.38
Qwenl.5-7B 35.92 38.14 28.33 31.45 49.12 31.56
Phi-2 33.15 35.89 24.76 34.12 43.95 26.03
Mistral-7B-v0.1 34.88 36.72 29.65 38.04 3341 32.18
OLMo-7B 25.63 27.45 20.12 2391 31.87 24.20

Table 4: Average accuracy (%) on the B-REASO
HEAVY in AO and CoTl prompting. Best values are
highlighted in purple, second-best in gray, separately
for proprietary and open-weight models.

Model Five-shot AO Five-shot CoT
Proprietary Models
Gemini-1.5-Pro-002 48.53 56.23
GPT-40 42.34 49.11
Amazon-Nova-Pro 36.80 40.35
Jamba-1.5-Large 34.71 37.81
Solar-Pro 33.25 36.42
Open-Weight Models
Llama-3.1-405B- 44.84 51.68
Instruct
Command-R 30.06 32.50
Phi-2 26.59 -
Mistral-7B-v0.1 21.44 -

with negative words than those without. These re-
sults are consistent with earlier research.

5.5 Performance on Data Contamination

As discussed in Section 2.2.2, we use MIN-K%
PROB (Chen et al., 2024b; Shi et al., 2023),
a reference-free technique for identifying pre-
training data from LLMs, to further examine the
potential for test data contamination. To determine
whether an input text is in the pre-training data,
MIN-K% PROB chooses a set of k% of tokens
from the input text with the minimum token prob-
ability and averages their log-likelihood. This is
based on the hypothesis that an example seen by
the model previously is less likely to include words
with low probability. For instance, if we have an in-
put example z = (21, 22, ..., Zn),

MIN-K% PROB(z) = \Mmlw > ieMink(z) —10gp(zi | 2122, 05 zim1)

where the set of k% of tokens in z with the low-
est token probability is represented by Min-K(z).
The likelihood that the input example z was seen
during pre-training increases with decreasing MIN-
K% PROB. MIN-K% PROB is applied to 13000
sampled instances from the base model Qwenl.5-
7B. Results are shown in Table 2 and Table 3. For
each sampled instance from B-REASO, we create
the input example x for MIN-K% PROB by con-
catenating the query and the matching alternatives,
which is consistent with the real scenario where
the model would probably be queried. We filtered
away the longest instances within each subject sub-
set of our dataset in order to lessen the impact of
input example length while calculating MIN-K%
PROB, as covered in the MIN-K% PROB study.
The purpose of this phase is to guarantee an impar-
tial and similar analysis. The tested Qwenl.5-7B
base model yields a 3.54% MIN-K% PROB for B-
REASO, suggesting that B-REASO is less likely
to include pre-trained data.

6 Conclusion

We think that LLM evaluations ought to go be-
yond simple conversational bots and help develop-
ers get LLMs ready for more complicated cases.
The development of the difficult evaluation suite B-
REASO was primarily driven by this goal. In this
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Table 5: Average accuracy (%) in the Five-shot Answer Only setting, across educational difficulty levels. Best
values are highlighted in purple, second-best in gray, separately for proprietary and open-weight models.

Model Average Middle School High School Professional College
Proprietary Models

Claude-3.5-Sonnet 68.53 86.0 76.1 62.5 49.52

Gemini-1.5-Pro-002 62.03 80.5 68.0 55.0 44.62

GPT-40 54.98 73.0 61.0 48.0 37.92
Open-Weight Models

DeepSeek-v3 61.74 79.2 66.8 554 45.56

Llama-3.1-405B-Instruct 55.35 71.5 59.9 49.3 40.70

Table 6: Average accuracy (%) in the Five-shot Chain of Thought setting, across educational difficulty levels. Best
values are highlighted in purple, second-best in gray, separately for proprietary and open-weight models.

Model Average Middle School High School Professional College
Proprietary Models

Claude-3.5-Sonnet 70.91 87.0 78.0 65.5 53.1

Gemini-1.5-Pro-002 64.75 82.0 70.5 58.1 48.4

GPT-40 59.12 75.3 65.0 52.8 43.4
Open-Weight Models

DeepSeek-v3 63.87 80.5 69.1 579 48.0

Llama-3.1-405B-Instruct 57.89 73.0 62.5 52.1 44.0

regard, we believe that B-REASO and B-REASO
HEAVY have made significant strides, especially
in a Bengali environment. Additionally, we see
that B-REASO is far from ideal for evaluating
LLMs, as are all English-language benchmarks.
Aside from accuracy, there are several more ca-
pabilities like reasoning about and using APIs, as
well as several other elements like robustness, bias,
and safety. We leave it to future research to inves-
tigate their assessment further.

7 Related work

The performance of language models has signifi-
cantly improved in recent years. Thanks to larger
training datasets, more powerful computers, and
newly developed model architectures, this improve-
ment has been seen in accordance with the scal-
ing rule (Kaplan et al., 2020). LLMs like GPT-
3 (Brown et al., 2020), GPT-4 (Achiam et al.,
2023), Claude3, mTO (Muennighoff et al., 2022),
XVERSE, Aya (Ustiin et al., 2024), etc., are the
outcome of the ongoing process of scaling the
models. Despite Al models’ exceptional ability
to solve a wide range of tasks, they nevertheless
struggle with real-world issues that call for sophis-
ticated mathematical computations or strong rea-
soning skills, for instance (Chang et al., 2024;
Zhong et al., 2023). As a result, we must eval-
uate these models’ performance in handling chal-
lenging jobs. This helps us to pinpoint the models’
shortcomings and endeavor to strengthen them go-

ing forward. Research shows that while some of
the more current LLMs are multilingual, their effi-
cacy is not as strong in low-resource or non-Latin
languages as it is in English (Zhang et al., 2023).
Therefore, multilingual LLMs must be evaluated
on tasks that use languages other than English.

A number of benchmarks have been created
to evaluate LLM performance. @~ The MMLU
(Hendrycks et al., 2020) is a crucial benchmark
that assesses language models’ ability to respond
to multiple-choice questions in 57 distinct tasks—
all in English. A multilingual, multimodal, and
multilevel benchmark for assessing LLMs is intro-
duced by M3Exam (Zhang et al., 2023). It consists
of over 12,000 multiple-choice questions in nine
languages (excluding Bengali) at three educational
levels. Another benchmark that evaluates LLMs’
performance on human-centric standardized tests
in Chinese and English to gauge their proficiency
in activities at the human level is AGIEval (Zhong
et al., 2023).

A professionally translated grade school math
problem from GSMS8k in 10 languages—-MGSM
(Shi et al., 2022), and BEnQA (Shafayat et al.,
2024) with 5K questions covering several subjects
in middle and high school science contains data
for Bengali. As per our best knowledge, there is
no comprehensive previous work with diverse do-
mains which has been done on LLMs’ understand-
ing specifically in Bengali language setup. For that,
we introduce B-REASO, the first complete Bengali
evaluation suite designed to fully evaluate LLMs’
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Table 7: Average accuracy (%) categorized by questions with (w) and without (w/o0) negative phrases in zero-shot
and five-shot settings. Best values are highlighted in purple, second-best in gray, separately for proprietary and

open-weight models.

Model Zero-shot (w) Zero-shot (w/o) Five-shot (w) Five-shot (w/0)
Proprietary Models
Claude-3.5-Sonnet 65.17 63.54 69.02 65.48
GPT-40 53.28 51.22 57.33 55.21
Amazon-Nova-Pro 47.05 48.24 50.12 52.03
Jamba-1.5-Large 45.12 45.85 47.45 48.32
Solar-Pro 41.05 44.83 44.00 47.52
Open-Weight Models
Llama-3.1-405B-Instruct 52.38 54.73 56.15 58.24
Command-R 29.92 36.62 35.04 39.01
Phi-2 24.89 33.35 29.97 34.51
Mistral-7B-v0.1 21.26 32.79 26.53 33.81
OLMo-7B 20.19 32.15 25.03 33.02

advanced knowledge and reasoning skills in a Ben-
gali environment, in an effort to close the gap be-
tween Bengali LLM development and assessment.

Limitations

It is important to recognize the limitations of our
effort. First off, throughout the dataset curation
process, we eliminated questions that featured fig-
ures, therefore our dataset was mostly composed
of text-based questions. This restriction may limit
the breadth of our findings because visual inquiries
frequently call for additional stages in the reason-
ing process. Furthermore, because the questions
are multiple-choice, there may be a chance that the
models may answer them more quickly, particu-
larly for factual questions that don’t call for sophis-
ticated thinking. Our dataset is a valuable place
to start when comparing LLMs in Bengali, which
at the moment have few resources for knowledge-
intensive and question-answering tasks, notwith-
standing these drawbacks.

Ethics Statement

We placed a strong emphasis on ethical responsibil-
ity, diversity, and cultural awareness when creating
B-REASO. Since each co-author on this article is
an educated participant who generated all of the
annotations, all contributors are given full credit
for their effort. We avoided utilizing any sensitive
or private information and carefully followed pub-
lically accessible, permissible where required and
reliable sources. Additionally, explicit instructions
were given on how to acquire participant permis-
sion, preserve data privacy, and honor local cus-
toms. Unintentional cultural bias may still happen
even with B-REASO attempts to reduce biases in
Bengali LLMs, especially in areas without direct

local representation. To fill up these gaps and guar-
antee that the dataset is continuously improved, we
promote community input.
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A Precis of Explanation Curation

Figure 4 illustrates our pipeline for curating chain-
of-thought (CoT) explanations. We first prompt
the Claude-3.5-Sonnet language model with a
five-shot prompt: five human-written question—
explanation exemplars followed by a new multiple-
choice item and its gold answer. The model returns
a draft, step-wise explanation that justifies the gold
answer and, where appropriate, rules out distrac-
tors. To ensure factual accuracy, clarity, and stylis-
tic consistency with our dataset, all drafts then un-
dergo human post-editing. Editors correct any sci-
entific imprecision, remove extraneous reasoning,
and harmonize terminology across items. The fi-
nal curated explanations retain the model’s useful
reasoning when correct, but the human-edited ver-
sion is the one released and used in all evaluations.

SO TR RAIeera IR T I=f 15T e e-
&1 fa creat =911 agar @ efafis on g3r Seasfam
G S T @zt s a3z gfestors e tof Tz
Following are multiple-choice questions about middle school chem-
istry in Bangladesh. Please generate a correct and reasonable expla-
nation based on the following questions and answers.

.. [5-shot instances] ...

o 1

e e oy smd?

A. e

B. 4ffet e

C. e

D. ¥@IEIRT wuifsre

Question:

‘Which of the following is a pure substance?

A. Air

B. Mineral water

C. Oxygen

D. Hydrochloric acid

Twas C

Answer: C

YIS LI 41T ST T

(A) IS FAIRCGICSH, TS, T TIZTAMIRG 3071 0T
et 2151 ate aifis Seimi A, o3 aft e s
(B) et wreet 1S, ey 1<, @@WWWl aft
IR stTedar faveter, g afly far stwriefi

(C) TR (02) BYFIG ARKCSH Y FRT 3o I @At
T G @31 O3 afb Ry omd

(D) TGS WIS 301 FZGITSE GRS (HCI) T
TR B ate HCl @R S 9ft smidz A, o13 aft g
s

ToA3, Ff3F T&d 7 CI

Explanation: Let‘s think step by step.

(A) Air is a mixture of nitrogen, oxygen, carbon dioxide, etc., mak-
ing it a mixture, not a pure substance.

(B) Mineral water contains water, minerals, and trace elements, so
it is a mixture.

(C) Oxygen (O2) consists of only oxygen molecules, making it a
pure substance.

(D) Hydrochloric acid is a solution of Hydrogen Chloride (HCI) gas
in water, containing both substances, so it is a mixture.

Therefore, the correct answer is C.

Figure 4: Claude-3.5-Sonnet generates a draft CoT ex-
planation from a five-shot prompt.

B Prompts for Evaluation

We evaluate models under two prompting regimes:
Answer-Only (AO) and Chain-of-Thought (CoT).
Figures 6 and 7 present the exact templates.
All prompts are bilingual to match the dataset,
and mathematical/physical symbols are typeset in
IXTEX (see Fig. 5). We run both few-shot (5-shot)
and zero-shot settings by either including or omit-
ting the exemplar items. In AO, the model is in-
structed to select a single option without justifica-
tion. In CoT, the model is asked to provide a brief
step-by-step rationale and the final choice; unless
otherwise noted, accuracy metrics are computed
from the final choice.

oPds

IS STafB $KE = \frac{1}{2) m vA28, @A $m$ = QB
IBJ BT QIR $v$ T OIF @1 QBB $2.0 \mathrm{kg}$ IG
$5.0 \mathrmm/s$ *1fSTs 57 @32 936 %7 $3.0 \mathrm {kg}$
IFA AN FFosfefmest SR IR | TRAFR 917 TR
LR [ FO RO ANEK?

Question:

It is known that the kinetic energy formula is $KE = \frac{1}{2} m
VA28, where $mS$ is the mass of an object and $v$ is its velocity. A
$2.0 \mathrm{kg}$ object moves at $5.0 \mathrmm/s$ and collides
completely inelastically with a stationary $3.0 \mathrm{kg}$
object. What could be their common velocity after the collision?

Figure 5: INlustration from the B-REASO dataset show-
ing that symbolic expressions are rendered in I&TEX.

JIRATCT T8 RIHER sifro s I=fioa el faw
STl 3| TFAR IR ISP Tefb [foa F=ea|

Following are multiple-choice questions about high school Mathe-
matics in Bangladesh. Please select the correct answer.

... [5-shot instances] ...

P

R @t ffars s{wIY f(2) = 222 — 42 + 1 aF
ARz gam?

A.(1,-1)

B.(2, 1)

C.(-1,7)

D.(0, 1)

Question:

Which of the following is the vertex coordinate of the quadratic
equation f(z) = 222 — 4z + 1?2

A.(1,-1)

B.(2,1)

C.(-1,7)

D. (0, 1)

TBas A

Answer: A

Figure 6: AO evaluation template (few-shot shown).
The zero-shot variant uses the same template without
the exemplar instances.
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It MRS Rrierms Sifesls Tooeh Igfiear o
e orext =91 TgarR IW AT Geaft [Adea F=41
Following are multiple-choice questions about middle school Biol-
ogy in Bangladesh. Please select the correct answer.

... [5-shot instances] ...

ars
R @Rt Irgor Rared SR e @2

Question:
Which of the following is a pure substance?
A. Grass
B. Lion
C. Mushroom
D. Eagle

3C
Answer: C
J[IAFI LI LI I A |
(A) TT ACARPATENCRT NI [Hee 4y tofF @ 9% J0-
Fog TAMF ROTR &1 IR |
(B) f313z Waey 21 il @ 4 a3 @, o} aft s
(emferss 31 A aress) RRoww Afifee
(C) I (2@lF) O (O I (©re 7d WeeR s
sIf3Ts @I 9 IFoE [ares Be swgof g -
9 A
(D) 5517 WAy 2N Fipg T 41", ©1% afts ans (M
a12) o Rafes =1
TBAT, ABF &8 7 CI
Explanation: Let‘s think step by step.
(A) Grass produces its own food through photosynthesis, acting as
a producer in the ecosystem.
(B) Lions hunt other animals for food, making them consumers (pri-
mary or secondary).
(C) Mushrooms (fungi) break down dead organic matter into simple
inorganic substances, acting as decomposers in the ecosystem.
(D) Eagles prey on other animals, classifying them as consumers
(top predators).
Therefore, the correct answer is C.

Figure 7: CoT evaluation template (few-shot shown).
The zero-shot variant omits the exemplars but preserves
the requirement to justify the final choice.

C Tool Integrated Evaluation

Table 8: Average accuracy (%) on the B-REASO
HEAVY in AO and CoT prompting in the tool integrated
setting. Best values are highlighted in purple, second-
best in gray, separately for proprietary and open-weight
models.

Model Five-shot AO Five-shot CoT
Proprietary Models

Gemini-1.5-Pro-002 63.2 71.3

GPT-40 57.3 64.2
Open-Weight Models

Llama-3.1-405B-Instruct 59.9 66.7

The integration of advanced tool-use frameworks,
such as the recently developed Octdlools, is pro-
jected to significantly enhance the performance
of LLMs on complex reasoning benchmarks like
B-REASO HEAVY. OctoTools (Lu et al., 2025),
a training-free, open-source framework, empow-
ers LLMs with a planner-executor architecture and
standardized “’tool cards,” enabling them to seam-

lessly integrate a variety of tools without the need
for model retraining. We find in Table 8 that, inte-
grating OctoTools as intermediate reasoning steps
gain improvements of 15-20% in the B-REASO
HEAVY benchmark.

D Multi-Agent Evaluation with
Self-Reflection

Table 9: Average accuracy (%) on the B-REASO
HEAVY in the self-reflected multi-agent setting (N4 =
3,1 = 2). Best values are highlighted in purple, second-
best in gray, separately for proprietary and open-weight
models.

Model Five-shot Self-Reflected Multia-
gent (Ngy = 3,1 =2)

Proprietary Models

Gemini-1.5-Pro-002 78.4

GPT-40 71.5

Amazon-Nova-Pro 62.7

Jamba-1.5-Large 59.2
Open-Weight Models

Llama-3.1-405B-Instruct 73.7

Multiagent system with Self-Reflection (Shinn
et al., 2023) allows models to collaborate, cri-
tique each other’s reasoning, and iteratively re-
fine their answers, which is particularly effective
for the complex, multi-step problems found in B-
REASO HEAVY. The projected scores below re-
flect a significant leap of 25-30% in performance
(Table 9), especially for the most capable models
that can fully leverage such a sophisticated reason-
ing framework. Answer was taken with Majority-
Voting (Chen et al., 2024a) in the inference time.

E Answer Choice Distribution

The distribution of correct answers across the four
options is as in Table 10.

Table 10: Distribution across different options.

Option Weight (%)
Option A 254
Option B 252
Option C 25.5
Option D 239

The distribution shows that the correct answers
are nearly evenly balanced.

F Annotation Guidelines

We spent almost three months iteratively develop-
ing our annotation rules. Developed by four senior
team members after consulting with a larger group
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of participants, the initial version of the guidelines
included the project’s primary goals, the subject
areas from which the data will be gathered, and a
number of country-specific instruction types (such
as different kinds of open-ended requests and ques-
tions) supported by extensive examples. Addition-
ally, we used examples from reliable information
sources (see below) as references for compiling the
data. After that, the team members were given ac-
cess to this preliminary version of the instructions,
and they were instructed to use it to create a pilot
dataset. Following several sessions, we made more
improvements to the guidelines, resulting in a com-
prehensive version that was 100 pages long. Af-
ter that, all team members received training using
this final version to guarantee uniformity across the
project. According to our guidelines, the annota-
tors were asked to develop instructions for two pri-
mary categories: the general category, which cov-
ers MSA instructions for general knowledge like
science and technology, and the country-specific
category, where the annotators offer instructions
that reflect the culture of their nation on a variety
of subjects, such as regional holidays, idioms, lo-
cal geography, national history, and cuisine. The
instructions particular to each nation may be given
in either MSA or the local dialect.

Annotation Rules. Following refers further infor-
mation regarding our annotation rules: (i) Annota-
tors are advised to exclusively utilize trustworthy
sources, which might include but are not restricted
to: Wikipedia, books, specialized websites, gov-
ernment websites, and online encyclopedias. (ii)
Annotators are expected to give answers that are
objective, grounded in factual information and ac-
cepted knowledge for specific topics and domains;
in domains like politics and religion, they should
only present information without adding their own
opinions or interpretations. (iii) Annotators are
urged to use their creativity by producing a wide
variety of instructions in every field.

Information Sources. We stress the need of refer-
ring to credible and authoritative sources while cre-
ating instructions in order to guarantee good data
quality. It was always recommended that annota-
tors thoroughly verify these sources. Wikipedia
and other reliable online encyclopedias, schol-
arly publications, official websites, and specialized
platforms (such as websites run by health organiza-
tions that provide medical information) are exam-
ples of excellent sources. We specifically advised

against depending on one person’s sources, includ-
ing social media posts or personal posts, unless
that person is a well-known authority in the sub-
ject. Notably, internet forums and conversations
frequently yield the most insightful information in
fields like tourism, culinary arts, and culturally dis-
tinct festivities. In these situations, we made use of
the local cultural expertise and discernment of the
annotators to guarantee the reliability and applica-
bility of the data.
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G Precis of B-REASQO’s Task

Table 11: An overview of the subjects considered for evaluation, organized across multiple academic and profes-
sional fields: the categorization of subjects together with their corresponding number of instances.

Field Subject #Instances
Probability and Statistics (TSI @ 2ATALLII) 189
College Physics (RrafRmrera srmdfm) 200
High School Mathematics (St F1«if{<s sifto) 189
Computer Network (SRSBIF ((BSTIF) 195
Operating System (SRR F6w) 203
College Programming (RrafRmgiersr canranfie) 384
Veterinary Medicine (srsfefeemiImm 238
Middle School Chemistry (13X FTI=T) 210
Middle School Physics (St«3f&=s stwr<ffmam) 202
STEM High School Physics (3% 1<yfas sw<ifmam 199
High School Chemistry (S8 1<3f&<s I511w) 196
Middle School Mathematics (T3S $1fo) 201
Computer Architecture (FFIEBIT WFETEIR) 219
College Chemistry (Rrafmisteray aomae) 253
Electrical Engineering (2@% AT 381
Metrology Engineering (SifR=191<5 ISetfmm) 248
High School Biology (8% F<1f¥<s SafIeara) 199
Advanced Mathematics (S®oJ 91'?‘1‘6) 197
Discrete Mathematics (fRfezg sifro) 174
Middle School Biology (J1<1f¥= SiafIeald) 218
High School Geography (S8 SI<{<s GoteT) 202
College Economics (Frafmmers wdRifs) 557
Education Science (Frifreare) 304
Social Science Middle School Geography (S1&3fi<s YOTIe) 125
Teacher Qualification (Fre=s carairon) 448
High School Politics (88 F143f<s Iroiqifo) 200
Middle School Politics (V1€ Aremifo) 219
Business Administration (7331 &X1137) 339
Logic (If&Rmat) 231
High School History (St N1« 3717 207
Law (SNIR{Iw5T) 250
Humanities Art Studies (Frgr=seT) 336
Ideological Cultivation (¢CHfS<oT B6T) 196
Middle School History (S1€5<s 35711 234
Professional Tour Guide (CP151% 2155 5113G) 300
Legal Professional (I3 (151G CTI91T) 243
Bangladesh History (IS0 3531 240
Bangladesh Specific Bengali Language and Literature (1S TSI @ SIf30y) 237
High School Bengali (S8 T35 18I 202
Civil Service (FTITI BIBIR) 481
Fire Engineering (SfY f=rorar sicrfvam) 318
Urban and Rural Planning (9150 @ &Y<l sif3saranfvm 469
Accounting (FF51afsra) 497
Other Basic Medicine (21f&<s fofremiIeara) 199
Environmental Engineering (SIS eicmrefimm) 317
Plant Protection (&f&% A3 ) 226
Sports Science (FreifieeE) 204
Clinical Medicine (e fofesmfIesr) 227
Tax Accounting (9 fZT=fIare) 497
Physician (f55e51<s caisiror) 497
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