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Abstract

This study investigates the validity and
reliability of reasoning models, specifically
OpenAl's 03-mini and o04-mini, in
automated essay scoring (AES) tasks. We
evaluated these models' performance on the
TOEFL11 dataset by measuring agreement
with expert ratings (validity) and
consistency in repeated evaluations
(reliability). Our findings reveal two key
results: (1) the validity of reasoning models
03-mini and o4-mini is significantly lower
than that of a non-reasoning model GPT-40
mini, and (2) the reliability of reasoning
models cannot be considered high, with
Intraclass Correlation Coefficients (ICC) of
approximately 0.7 compared to GPT-4o0
mini's 0.95. These results demonstrate that
reasoning models, despite their excellent
performance on many benchmarks, do not
necessarily perform well on specific tasks
such as AES. Additionally, we found that
few-shot prompting significantly improves
performance for reasoning models, while
Chain of Thought (CoT) has less impact.

1 Introduction

The development of Large Language Models
(LLMs) has marked a significant breakthrough in
artificial  intelligence, showing remarkable
progress and versatility across various fields
(Brown et al., 2020; Wei et al., 2022; Kojima et al.,
2023; OpenAl, 2023). These advances have made
substantial impacts in education, where LLMs are
being actively adopted and tested in different
learning contexts (Kasneci et al., 2023; Yan et al.,
2024; Jeon and Lee, 2023). One of the notable
applications in this domain is automated essay
scoring (AES). AES represents a well-established
research field with over fifty years of continuous
development and improvement (Page, 1966;
Hussein et al., 2019; Ke and Ng, 2019; Ramesh and
Sanampudi, 2022). In recent years, fine-tuned deep
neural networks, especially those based on BERT
architectures, have shown superior performance in
this task, setting new standards for automated
assessment accuracy.

The application of LLMs in AES has gained
significant attention from researchers worldwide
(Mizumoto and Eguchi, 2023; Yancey et al., 2023;
Naismith et al., 2023; Pack et al., 2024; Kim and Jo,
2024; Yoshida, 2024; Lee et al., 2024; Tate et al.,
2024). For instance, a study by Pack et al., (2024)
evaluates the validity and reliability of LLMs for
AES in language education, finding GPT-4
exhibited the best performance with excellent intra-
rater reliability and good validity.

Meanwhile, recent advancements in LLMs
include reasoning models, which have been
enhanced through reinforcement learning and
demonstrate superior performance across various
benchmarks (OpenAl, 2024; OpenAl, 2025a;
OpenAl, 2025b; DeepSeek-Al, 2024). However,
while these models are expected to show improved
capabilities in AES, their actual performance in this
specific domain remains unclear.

We investigate validity and reliability in AES for
reasoning models, specifically OpenAl's 03-mini
and o4-mini. Through evaluation using six
prompting strategies combining zero-shot and few-
shot prompting with Chain of Thought (CoT), we
ensure robust findings. For validity, we measure
agreement between expert and model ratings on the
TOEFL11 dataset. For reliability, we evaluate
intra-rater ~ consistency  through  repeated
evaluations. Our findings demonstrate two key
results: (1) reasoning models 03-mini and o4-mini
show significantly lower validity than non-
reasoning model GPT-40 mini, and (2) reasoning
models exhibit moderate rather than excellent
reliability. These results reveal that reasoning
models, despite excellent performance on many
benchmarks, do not necessarily perform well on
different tasks such as AES.

2 Methods

2.1 Dataset

We used TOEFL11 (Blanchard et al., 2013) as the
essay dataset, which was designed to support
research in natural language processing. The
dataset contains 12,100 English essays with expert
ratings on a three-point scale (low, medium, and
high). These ratings were initially evaluated by
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multiple experts using a 5-point rubric and
subsequently compressed to a 3-point scale
following a standardized set of rules. The original
rubric ratings are not included in the dataset.

In our evaluation process, we first had Al models
score essays on a five-point scale using the rubric,
then classified the scores following the original
methodology: scores below 2.5 as low, between 2.5
and 3.5 as medium, and above 3.5 as high. For
quantitative analysis, we converted the low,
medium, and high to 1, 2, and 3, respectively.

2.2 Models

To evaluate the essay assessment capabilities of
reasoning models, we employed OpenAl's 03-mini
(03-mini-2025-01-31) and 04-mini (04-mini-2025-
04-16), with GPT-40 mini (gpt-40-mini-2024-07-
18) serving as our reference model. We focused on
these models due to cost constraints and for rapid
preliminary analysis. We accessed these models
through Microsoft Azure OpenAl Service API. The
reasoning models used their default parameters,
while GPT-40 mini had the temperature set to 0
with other parameters at default values. We chose
temperature 0 for GPT-40 mini to achieve near-
deterministic behavior and ensure consistent,
reproducible results across our experiments.

2.3 Prompt

We developed several types of prompts based on
previous research (Yancey et al., 2023; Naismith et
al., 2023; Yoshida, 2024). To evaluate the influence
of representative prompt engineering techniques
such as CoT and few-shot prompting, we created
three prompt types with varying CoT degrees: S
(score only, no CoT), SR (score before rationale),
and RS (score after rationale). For each type, we
prepared both zero-shot and few-shot versions,
creating a total of six prompts (Sz, SRz, RSz, Sf,
SRf, RS{). Since few-shot examples can influence
scoring ability (Yoshida, 2024), to reduce bias, we
randomly selected three expert evaluations for each
essay as few-shot examples. This design assesses
both CoT's isolated effect (comparing S with
SR/RS) and CoT-few-shot interaction across
models.

The prompts comprised several components:
Instruction, Essay Prompt, Response, Rubric,
Expert Examples (in the case of few-shot), and
Output Format. For the Rubric section, we
employed the original rubric used in TOEFL.
Lastly, in the Output Format section, for S we

output only the Rating, for SR we output the Rating
followed by the Rationale, and for RS we output
the Rationale followed by the Rating. Figure 1
shows an example template for a prompt of RSf.

2.4 Validity Evaluation

To evaluate the validity of reasoning models in
AES, we obtained Al ratings for all essays and
calculated their agreement with expert ratings. We
used Quadratic Weighted Kappa (QWK), a widely
adopted metric in AES evaluation (Ke and Ng,
2019; Ramnarain-Seetohul et al., 2022), as our
measure of agreement. For QWK wvalue
interpretation: values below 0.00 indicate poor,
0.00-0.20 slight, 0.21-0.40 fair, 0.41-0.60 moderate,
0.61-0.80 substantial, and 0.81-1.00 almost perfect
agreement (Landis and Koch, 1977). To test
significant differences in QWK across models and
prompts, we conducted paired bootstrap tests with
1,000 resampling iterations at a 5% significance
level. The p-values were adjusted using Holm's
correction to account for multiple comparisons.

2.5 Reliability Evaluation

We tested the intra-rater reliability of AES
reasoning models by having each model evaluate
900 essays (300 per expert-rated category) across
20 sessions using best-performing prompts. We
calculated Intraclass Correlation Coefficients
(ICC) (3,1) values treating sessions as fixed raters
with 95% confidence intervals via bootstrap
resampling (1,000 samples). We used ICC(3,1)
because each essay is scored once per session and
our interest is the reliability of a single session’s
score. To test significant differences between ICCs,
we employed nonparametric bootstrap testing with
1,000 samples based on distribution differences at
a 5% significance level, applying Holm's method
for multiple comparison correction.

You are a rater for writing responses on a high-stakes
Enﬁllsh language exam for second language learners. You
will be provided with a prompt and the test-taker's response.
Your rating should be based on the rubric below, following
the specified format. There are rating samples of experts so
that you can refer to those when rating.

# Prompt

"H"Essay pl"()rﬂpt"""

# Response

"""Essay to be evaluated"""

# Rubric

Rubric

# Rating samples of experts:
Samples

# Output format:

Rationale: [<<<Your rationale here.>>>]
Rating: [<<<Your rating here.>>>]

Figure 1: An example template for a prompt of RSf.
Data should be inserted in ifalics.

8389



zero-shot few-shot
LLM Model Sz SRz RSz Sf SRf RSf
03-mini 0.440 0.460 0.442 0.539 0.542 0.542
04-mini 0.447 0.457 0.445 0.536 0.537 0.539
GPT-40 mini | 0.628 0.618 0.621 0.595 0.575 0.555

Table 1: QWK between expert and Al ratings for all essays evaluated using each model and prompt. Bold
and underlined numbers indicate the highest QWK across models and prompts respectively.

03-mini / RS 04-mini / RS gpt-4o0-mini / Sz
g_l— 0.06 | 0.05 | 0.01 | { 0.06 | 0.05 | 0.01 | 4 0.05 | 0.06 | 0.00 Lo
&:E— 0.07 | 0.31 | 0.16 | { 0.08 | 0.30 | 0.16 | { 0.03 0.09 0.5
I;'J'I— 0.00 | 0.08 | 0.26 | { 0.00 | 0.08 | 0.26 | 4 0.00 | 0.10 | 0.25 0.0
Lolw Medlium Hilgh Lcl)w Medlium Hilgh LOIW Medlium Hilgh .
Al Rating Al Rating Al Rating

Figure 2: Confusion matrices between expert and Al ratings, featuring the prompt-model combinations that
achieved the highest QWK for each model. H, M, and L indicate high, medium, and low. Each cell shows the
proportion of cases where the expert rating (vertical axis) aligns with the Al rating (horizontal axis).

3 Results

3.1 Validity Evaluation

Table 1 shows QWK results for all essays across
models and prompts. All test results are detailed in
the Appendix, and we discuss QWK results in line
with the main test findings. Surprisingly, GPT-40
mini demonstrated high QWK across all prompts
between models. GPT-40 mini / Sz showed the
highest QWK, which was significantly higher than
QWK using other models and prompts except for
GPT-40 mini / RSz.

Regarding few-shot, for 03-mini and o4-mini,
the QWK of few-shot was significantly higher than
that of zero-shot in all combinations within the
same model. Additionally, there were no significant
differences between any combinations of few-shot
prompts within the same model. For GPT-40 mini,
the QWK of zero-shot was significantly higher
than that of few-shot in all combinations. Among
zero-shot prompt combinations within the same
model, the QWK of SRz was significantly lower
than the QWK of Sz and RSz.

Figure 2 illustrates confusion matrices between
expert ratings and Al ratings, which shows the
combination of model and prompt with the highest
QWK. For all three models, while the
discrimination rates for low and high essays were
not substantially different, for medium essays, both
03-mini and 04-mini demonstrated similar patterns,

showing a general tendency to assign high ratings.
In contrast, GPT-40 mini showed relatively higher
agreement rates with expert evaluations.

3.2

Figure 3 shows the ICC results. The ICC values
were: 03-mini = 0.70, 04-mini =~ 0.71, GPT-40 mini
~0.95. For ICC value interpretation: values below
0.5 indicate poor reliability, 0.5-0.75 moderate
reliability, 0.75-0.9 good reliability, and values
above 0.9 excellent reliability (Koo and Li, 2016).
Based on this criterion, 03-mini and o04-mini
showed moderate reliability, while GPT-40 mini
demonstrated excellent reliability.

Reliability Evaluation

k%
kkk

1.00
0.90 —

0.75 —

ICC

0.50 —

0.25 —

0.00
03 /RSf 04 /RSf 40/ Sz
Model / Prompt type

Figure 3: ICC in the model and prompt
combination that had the highest QWK. Bars
indicate 95% confidence intervals (***: p<0.001).
03-mini, 04-mini, and GPT-40 mini are
abbreviated as 03, 04, and 4o, respectively.
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4 Discussion

Our study found that newer models 03-mini and
04-mini performed significantly worse than GPT-
40 mini. This underperformance persisted across
all six prompting strategies tested, suggesting this
stems from fundamental model characteristics
rather than prompting techniques. The low QWK
was caused by reasoning models rating expert-
rated medium essays as high. Detailed analysis of
reasoning processes in correctly versus incorrectly
evaluated essays may help us understand these
patterns.

In our experiments, the highest QWK of 0.628
achieved by GPT-40 mini is below the state-of-the-
art score of 0.782 achieved by Cho et al. (2024),
who introduced the Dual-scale BERT + CNN
model for multi-trait AES. Although our prompts
did not reach state-of-the-art performance with
LLM-based AES, considerable potential remains
for further improvement through fine-tuning,
advanced prompt-engineering techniques, or
ensemble methods.

For reasoning models, few-shot performance
was  significantly  superior to  zero-shot
performance. While earlier research (DeepSeek-Al,
2024) and OpenAl’s best practices (OpenAl,
2025¢) recommend zero-shot over few-shot
approaches for reasoning models, our results
contradict these recommendations. We found that
providing examples improves performance even in
reasoning models, suggesting genuine potential for
prompt engineering.

There were no significant differences in few-
shot prompts regarding reasoning provision or
placement (Sf, SRf, RSf), showing CoT has less
impact than few-shot prompting. Since reasoning
models perform reasoning internally, they could
already use a form of CoT, explaining the lack of
differences.

Reliability revealed reasoning
models achieved moderate consistency (ICC~(0.7),
considerably lower than GPT-40 mini's excellent
reliability (ICC~0.95) with a deterministic
parameter setting (temperature 0). This 0.25-point
ICC gap has important implications: reasoning
models require 56% more evaluations to achieve
equivalent reliability in high-stakes assessments.
Score variability likely originates from reasoning
models generating different reasoning paths for the
same essay, causing fluctuations that do not occur
in deterministic non-reasoning models. Low

evaluation

reliability and limited validity reinforce each other:
unstable scores lead to worse agreement with
human raters. This suggests unstable scoring in
reasoning models contributes to lower validity
scores, creating challenges for AES applications.
Our experiments found that reasoning models
03-mini and o4-mini, despite strong benchmark
performance (OpenAl, 2025a; 2025b), showed
lower validity and reliability in AES than GPT-40
mini. This demonstrates that benchmark
performance doesn't guarantee effectiveness across
all tasks. Previous research (Yoshida, 2024) made
similar observations, and our results confirm this
pattern applies to reasoning versus non-reasoning
models. Therefore, evaluating each model on
specific tasks is essential rather than assuming
universal effectiveness. Additionally, reasoning
models' improved performance with few-shot
approaches shows potential for prompt engineering,
representing one contribution of this research.

5 Conclusion

In this study, we investigated the validity and
reliability of reasoning models (03-mini and o4-
mini) in AES tasks using the TOEFL11 dataset.
Through comprehensive evaluation using QWK
for validity and ICC for reliability, we found that
reasoning models demonstrated lower performance
compared to the non-reasoning model GPT-40 mini
despite their superior performance on general
benchmarks.

Our key findings revealed that (1) reasoning
models achieved QWK values of 0.539-0.542,
significantly lower than GPT-40 mini's 0.628, and
(2) reasoning models showed moderate reliability
(ICC~0.7) compared to GPT-40 mini's excellent
reliability (ICC~0.95) with a
parameter setting (temperature 0). Additionally, we
discovered that few-shot prompting significantly
improved reasoning model performance, while
CoT had minimal impact.

These findings contribute to our understanding
that state-of-the-art models may not universally
excel across all tasks, highlighting the critical
importance of task-specific evaluation rather than
relying solely on general benchmark performance.
This research provides essential guidance for
practitioners in selecting appropriate models for
AES and underscores the need for continued
investigation into model performance across
diverse applications.

deterministic
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Limitation

While our findings provide valuable insights into
AES using reasoning models, several limitations
should be acknowledged. First, although the
TOEFLI11 dataset is widely recognized in AES
research, our experiments were limited to this
single dataset. We focused on TOEFLI11
specifically because essay-scoring rubrics vary
considerably across different corpora, and the
rubric text forms the bulk of each prompt,
substantially  affecting scoring  patterns.
Concentrating on one uniform rubric therefore
provides a clean first look at reasoning models in
AES without the confounding effects of varying
assessment criteria. Each dataset in AES research
has unique characteristics including varying essay
prompts, rubrics, and target student populations,
requiring careful adaptation of prompting
strategies and experimental methodologies. Given
the scope and complexity of conducting rigorous
multi-dataset evaluations, we focused our initial
investigation on TOEFL11 to establish a detailed
methodological ~ framework that can be
systematically applied to other datasets in future
studies. To enhance the generalizability of our
findings, future studies should consider evaluating
model performance across multiple established

datasets, such as the Automated Student
Assessment Prize (ASAP) dataset, which
represents  different writing contexts and
assessment criteria.

Second, while our study provides

comprehensive evaluation through six different
prompting strategies and reliability analysis, our
analysis focused primarily on overall scoring
patterns and consistency without investigating
which specific aspects of essay evaluation (e.g.,
coherence, grammatical accuracy, or argument
development) contributed most to the observed
variability in reasoning model performance.
Understanding these detailed evaluation patterns
could provide more nuanced insights into why
reasoning models tend to rate expert-evaluated
"medium" essays as "high" (Figure 2) and why
their evaluations show greater variability (ICC~
0.7) compared to GPT-40 mini. This limitation
represents an important direction for future
research in understanding the fundamental
differences between reasoning and non-reasoning
models in AES tasks.

Finally, our analysis was limited to OpenAl's
models despite the availability of alternative LLMs

and pre-trained language models (PLMs) such as
BERT-based systems. This decision was driven by
cost constraints and the need for rapid preliminary
analysis, leading us to focus on representative
OpenAl models as benchmark examples. While
this allowed for in-depth evaluation of reasoning
versus non-reasoning approaches, extending the
analysis to other major providers (e.g., Google's
Gemini, Anthropic's Claude, DeepSeek's models)
lies outside the current scope and will be pursued
as future work. Additionally, incorporating
established fine-tuned PLMs into comparative
analysis would provide a more comprehensive
landscape view. Given the rapid development in
this field, continuous evaluation with emerging
reasoning models will be essential to determine
whether our findings reflect universal
characteristics of reasoning approaches or specific
architectural traits of the models tested.
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Appendix

Table 2 shows the p-values for QWK between all
combinations of models and prompts.

03/Sz |03/SRz|03/RSz|03/Sf |03/SRf|03/RSf|04/Sz |04/SRz|04/RSz|04/Sf |o4/SRf|o4/RSf|40/Sz |40/SRz|40/RSz|40/Sf |40/SRf|40/RSF
03/Sz - 0.000 1.000 0.000 0.000 0.000 1.000 0.068 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
03/SRz 0.000 - 0.068 0.000 0.000 0.000 0.280 1.000 0.120 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
03/RSz 1.000 0.068 - 0.000 0.000 0.000 1.000 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
03/Sf 0.000 0.000 0.000 - 1.000 1.000 0.000 0.000 0.000 1.000 1.000 1.000 0.000 0.000 0.000 0.000 0.000 0.068
03/SRf 0.000 0.000 0.000 1.000 - 1.000 0.000 0.000 0.000 1.000 1.000 1.000 0.000 0.000 0.000 0.000 0.000 0.324
03/RSf 0.000 0.000 0.000 1.000 1.000 - 0.000 0.000 0.000 1.000 1.000 1.000 0.000 0.000 0.000 0.000 0.000 0.232
04/Sz 1.000 0.280 1.000 0.000 0.000 0.000 - 1.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
04/SRz 0.068 1.000 0.000 0.000 0.000 0.000 1.000 - 0.364 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
04/RSz 1.000 0.120 1.000 0.000 0.000 0.000 1.000 0.364 - 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
04/Sf 0.000 0.000 0.000 1.000 1.000 1.000 0.000 0.000 0.000 - 1.000 1.000 0.000 0.000 0.000 0.000 0.000 0.000
04/SRf 0.000 0.000 0.000 1.000 1.000 1.000 0.000 0.000 0.000 1.000 - 1.000 0.000 0.000 0.000 0.000 0.000 0.000
04/RSf 0.000 0.000 0.000 1.000 1.000 1.000 0.000 0.000 0.000 1.000 1.000 - 0.000 0.000 0.000 0.000 0.000 0.068
40/Sz 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 - 0.000 1.000 0.000 0.000 0.000
40/SRz 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 - 1.000 0.000 0.000 0.000
40/RSz 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 1.000 1.000 - 0.000 0.000 0.000
40/Sf 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 - 0.000 0.000
40/SRf 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 - 0.000
40/RSf 0.000 0.000 0.000 0.068 0.324 0.232 0.000 0.000 0.000 0.000 0.000 0.068 0.000 0.000 0.000 0.000 0.000 -

Table 2: P-values in the significance test results for QWK across all model and prompt combinations. The
areas shaded in gray indicate combinations that were significant at the 5% level. 03-mini, 04-mini, and GPT-
40 mini are abbreviated as 03, 04, and 4o respectively.

8394




