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Abstract

Currently, leveraging large language models
(LLMs) for autism intervention is a signifi-
cant yet challenging task, particularly when
directly employing LLMs as an intervention
doctor. Researchers have mainly focused on
using prompt engineering for role play as an
intervention doctor and integrating auxiliary el-
ements such as visual stimuli to enhance the
sensory experience of the intervention, while
neglecting the challenge that LLMs’ inher-
ent dialogue style and intervention strategies
do not meet the requirements of clinical dia-
logue interventions. To fill the gap, we pro-
pose a comprehensive framework for training
LLMs to conduct dialogue interventions in ac-
cordance with the principles of Applied Behav-
ior Analysis (ABA) which is commonly used
by clinicians. Specifically, we collected clin-
ical recordings of dialogue interventions for
autistic children and constructed the topic di-
alogue dataset ASD-iLLM-8k. By incorporat-
ing the system prompt based on the ABA and
ASD-iLLM-8k dataset, we fine-tuned LLMs
to develop ASD-iLLM. We also proposed a
role-play strategy in which LLMs act as autistic
children to comprehensively evaluate the doctor
model’s capabilities at the dialogue level. Ex-
tensive experiments indicate that ASD-iLLM
outperforms existing models in both automatic
and human evaluation, with intervention strate-
gies and dialogue style more closely resem-
bling those of clinical intervention doctors.
Our dataset, model, and code are available on
https://github.com/Shuzhong-Lai/ASD-iLLM.

1 Introduction

Autism Spectrum Disorder (ASD) is one of the
most common heterogeneous neurodevelopmen-
tal disorders in children, characterized by social

*Corresponding author: lin.yao@zju.edu.cn

Figure 1: An example from the test set which displays
the responses of the human therapist, ASD-iLLM, and
GPT-4.1 about the same dialogue history.

interaction impairment and repetitive or stereotyp-
ical behavior patterns (Association et al., 2013).
These manifestations create substantial challenges
for them in social communication, severely affect-
ing their educational and daily activities (Fuller
and Kaiser, 2020). To alleviate symptoms of social
impairment, clinicians train children to exhibit ap-
propriate behaviors in different scenarios through
dialogue, supplemented by visual stimuli or body
actions. In practical interventions, clinicians ad-
here to Applied Behavior Analysis (ABA) (Cooper
et al., 2007) principles commonly used for behav-
ioral intervention to stimulate the development of
various social skills for autistic children.

The global prevalence of autism is rising an-
nually, reaching approximately 1% (Zeidan et al.,
2022). Although timely diagnosis and treatment
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can significantly improve the core symptoms of
individuals with autism (Estes et al., 2015), this of-
ten requires years of effort and a substantial finan-
cial burden. Moreover, due to uneven healthcare
resources across regions, a considerable number
of children do not receive effective interventions,
leading to social disconnection and living indepen-
dently (Liu et al., 2023; Lin et al., 2025). Therefore,
there is an urgent need for the emergence of new
forms of intervention.

With the rise of large language models (LLMs),
researchers believe that LLMs’ capabilities hold
promise for application in autism therapy (Cho
et al., 2023; Ciobanu et al., 2024; Jang et al., 2024).
Current research primarily concentrates on two
types. Firstly, augmenting various aspects of ex-
isting interventions with LLM capabilities. For
example, providing professional advice to parents
(Ren et al., 2023; Chu et al., 2024; Wang and Tang,
2024; He et al., 2024) or offering cues to assist
children in communication (Jafri, 2024; Haroon
and Dogar, 2024). However, these methods merely
indirectly influence the treatment of autistic chil-
dren and cannot serve as an intervention. Secondly,
investigating whether LLMs can substitute clini-
cians in delivering interventions (Ren et al., 2023;
Tang et al., 2024; Deng et al., 2024). But these
methods only constrain LLMs to act as interven-
tion doctors through prompt engineering, and their
conversational style and intervention strategies still
differ significantly from real clinical intervention
dialogues, as shown in Figure 1.

To address this, we propose Autism Spectrum
Disorder intervention Large Language Model
(ASD-iLLM), which is designed for topic dialogue
intervention for autistic children. We collected real
clinical intervention dialogue recordings of autis-
tic children and constructed a multi-turn dialogue
dataset, ASD-iLLM-8k. Following ABA princi-
ples, we designed the system prompt and used
ASD-iLLM-8k for fine-tuning on LLMs to learn
the conversational style and intervention strategies
used by doctors. Results from both automatic and
human evaluations indicate that ASD-iLLM out-
performs existing state-of-the-art (SOTA) LLMs in
topic dialogue intervention tasks for autistic chil-
dren. The whole framework for ASD-iLLM is
shown in Figure 2.

Our contributions are as follows:

• To the best of our knowledge, we are the first
team to construct a complete framework for

Figure 2: The whole framework for ASD-iLLM.

training LLMs for autism intervention and
build an available Chinese clinical autism in-
tervention dialogue dataset, ASD-iLLM-8k.

• We propose ASD-iLLM for dialogue interven-
tion with autistic children, which closely em-
ulates the conversational style of intervention
doctors and engages with children following
ABA principles.

• We introduced a role-play strategy, employing
a method of randomly selecting response in-
tents, to enable LLMs to simulate autistic chil-
dren. Comprehensive experiments indicate
that ASD-iLLM significantly outperforms ex-
isting models in topic dialogue intervention
tasks for autistic children.

2 Related Work

With the substantial increase in the scale and ca-
pabilities of LLMs, more researchers are explor-
ing the application of LLMs in autism treatment
(Ciobanu et al., 2024). LLM’s conversational and
instruction-following abilities allow it to adapt to
various dialogue scenarios. For adults with autism,
the researchers (Li et al., 2024, 2025) employ vir-
tual reality (VR) to create scenarios and utilize
LLMs for dialogue generation, aiding them in prac-
ticing communication skills for job seeking. Addi-
tionally, (Mishra and Conn Welch, 2024; Mishra
et al., 2024) constructed interactive scenarios for
intervention using the NAO robot equipped with
GPT-2 (Radford et al., 2019), and assessed its effec-
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tiveness through conversations with experts. Echo-
Teddy (Lee et al., 2025) developed a social dia-
logue robot shaped as a toy teddy bear, embed-
ded with the LLM for conversation, showcasing
the potential in supporting children. In address-
ing social impairments, ChatASD Therapist (Ren
et al., 2023) utilizes GPT-4 (Achiam et al., 2023)
and facial video generation technology for inter-
vention, while ASD-Chat (Deng et al., 2024) em-
ploys a design paradigm integrating Verbal Behav-
ior Milestones Assessment and Placement Program
(VB-MAPP) (Sundberg, 2008) and ChatGPT for
topic dialogue interventions. (Pai et al., 2024) cre-
ated a dataset of user-consultant interactions for
fine-tuning Falcon7B (Almazrouei et al., 2023) and
integrated Yolov5 (Redmon et al., 2016) and Mo-
bileNet (Howard et al., 2017) to enhance visual
ability. However, the paper lacks detailed infor-
mation about the dataset and rigorous quantitative
analysis. For emotional support, EmoEden (Tang
et al., 2024) utilizes GPT-4 for dialogue and em-
ploys Midjourney to generate conversational sce-
narios, assisting children in emotion recognition
and expression training.

3 Dataset

Our goal is to modify the conversational style and
intervention strategy of LLM to more closely re-
semble real clinical dialogue intervention scenarios.
However, there is currently no publicly available
dataset for autism dialogue interventions. There-
fore, we have created a multi-turn dialogue dataset
for intervention between doctors and autistic chil-
dren, named ASD-iLLM-8k.

3.1 Data Collection

To ensure the authenticity and quality of the data,
we collaborated with six treatment centers for autis-
tic children after obtaining ethical approval, involv-
ing a total of 20 experienced clinicians. With the
full informed consent of both parents and children,
we used the recording device (H1-Pro, iFlytek Inc.,
China) to collect audio recordings during topic di-
alogue interventions. For clearer audio reception,
the voice recorder was placed in the chest pocket
of the doctor’s coat.

The standards for data collection are as fol-
lows: Firstly, autistic children often suffer from
language development delays. Their chronologi-
cal age does not necessarily reflect their language
abilities. Therefore, we included children whose ac-

Category Doctor Child
Participants Num 20 74
Turns per dialogue 13.55 10.17
Char. per sentence 18.94 4.40
Distinct-2 76.74±8.43 69.03±17.97

Distinct-3 91.12±7.26 66.25±22.93

Table 1: Data statistics of ASD-iLLM-8k dataset.

tual language development age was greater than 24
months. Secondly, the researchers (Dekker et al.,
2019; Hanrahan et al., 2020; van der Wilt et al.,
2022) have indicated that topic dialogue interven-
tions can alleviate social impairment for children.
Therefore, we collected recordings in the form of
topic dialogues, with each record focusing on a spe-
cific topic. Lastly, the recording sampling rate is
16,000 Hz, and the files are stored in WAV format.

3.2 Data Processing

We employed a two-stage processing approach to
transcribe the original audio recordings into multi-
dialogue texts.

Automatic Transcription First, we utilized ex-
isting automated transcription tools to convert the
original recordings into multi-turn dialogues. Deep-
FMSN (Zhang et al., 2018) was employed for au-
dio segmentation, Cam++ (Wang et al., 2023a) was
used to identify whether the segmented audio be-
longed to the child or the doctor. Paraformer (Gao
et al., 2022) was utilized for the audio-to-text tran-
scription. CT-Transformer (Chen et al., 2020) was
applied to predict the punctuation.

Manual Transcription We aimed to enhance
the quality of the multi-turn dialogue text through
manual transcription.

It is noteworthy that during conversations be-
tween the doctor and the child, the child may be-
come unresponsive due to loss of attention or lack
of sentence understanding. In such cases, the doc-
tor will take appropriate actions, such as repeating
questions or simplifying the inquiries, to maintain
the dialogue and encourage the child to engage.
These are the intervention strategies that we expect
the model to learn. However, this state is lost in the
audio-to-text transcription process, as automated
transcription cannot identify the moments when
the child is silent. Therefore, we require the assis-
tance of specialized intervention doctors to help
reconstruct the child’s unresponsive state and en-
hance the quality of the multi-turn dialogue text.
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Figure 3: Topic distribution of ASD-iLLM-8k dataset.

The annotating doctors inserted soft labels [Child
Unresponsive] into the dialogue to supplement
the child’s unresponsive state. Meanwhile, they
correct errors present in the automatic transcrip-
tion, such as inaccuracies in audio segmentation,
speaker identification mistakes, and typographical
errors. Additionally, to protect the privacy of par-
ticipants, we de-identified the data by replacing
specific names or places with aliases.

3.3 Data Augmentation
To diversify the topics and dialogue scenarios of the
dataset, we utilized GPT-4.1 to synthesize multi-
turn dialogues. We used cleaned real dialogues
mentioned above as references to have GPT-4.1
mimic their style to generate new dialogues on
different topics, thus enriching the dataset. We
derived 27 subtopics from 10 main topics clustering
from real clinical dialogues for data synthesis. For
each instance of real multi-turn dialogue, we used
it as a reference dialogue to generate 27 different
subtopic synthetic dialogues to enrich the dataset.

3.4 ASD-iLLM-8K Dataset
We collected 64.2 hours of audio data and tran-
scribed it into 751 instances of topic multi-turn
dialogues. After cleaning, we obtained 287 high-
quality real multi-turn dialogues. We then used
GPT-4.1 for data synthesis, resulting in a total of
8,035 instances of topic multi-turn dialogues. We
released this dataset as the ASD-iLLM-8k.

The statistical information of ASD-iLLM-8k
dataset is shown in Table 1. On average, each
topic dialogue lasts 13.55 rounds, with the child ex-
hibiting an average of 3.18 unresponsiveness states
per dialogue. Furthermore, during the intervention,
both the doctor and the child use relatively few char-

Figure 4: The workflow of DTT from ABA.

acters per sentence, with doctors averaging 18.94
characters and children just 4.4 characters. The doc-
tor needs to use concise and easily understandable
sentences to encourage the child to engage, while
the child’s language development delays and social
impairments significantly reduce their frequency
of responses and word count. We used Distinct-n
(Li et al., 2016) metrics to assess the diversity of
the dataset, revealing that the linguistic richness
of doctors is relatively high. Also, the larger stan-
dard deviations for autistic children suggest that
their articulation is less stable. More details for
data cleaning, topics description, synthesis prompt,
and how to assess the synthesis data quality are
provided in Appendix B. The topic distribution of
ASD-iLLM-8k is illustrated in Figure 3, showing a
balanced distribution of topics.

4 Methodology

4.1 Prompt Design with ABA
ABA is a structured approach commonly used as a
behavioral therapy in treating autism (Foxx, 2008;
Roane et al., 2016). Specifically, doctors integrate
Discrete Trial Teaching (DTT) and Natural Envi-
ronment Teaching (NET) methods from ABA to
intervene with autistic children.

DTT consists of five fundamental elements: in-
struction, response, reinforcement, assistance, and
pause. The basic flow is illustrated in Figure 4.

Instructions are issued by the doctor, who en-
sures they are concise and easy for the child to
comprehend. Through these instructions, the doc-
tor guides the child in understanding language and
learning social skills.

Response refers to the child’s reaction to the in-
struction. In topic dialogue intervention scenarios,
the response is the child’s verbal expression.

Reinforcement involves providing stimuli when
a child responds to an instruction. The purpose of
reinforcement is to encourage the continued occur-
rence of appropriate behaviors, while inappropriate
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Figure 5: System prompt with ABA principles trans-
lated from Chinese.

behaviors diminish or disappear due to a lack of
reinforcement. Reinforcement can be physiologi-
cal, such as favorite foods or toys, or social, such
as praise. In social dialogue interventions, we em-
phasize social reinforcement, enhancing the child’s
socialization through verbal praise and empathy.

Assistance refers to the support provided by the
doctor when an autistic child struggles to respond.
This support can take the form of physical, visual,
or verbal aid. It must be timely and appropriate
to prevent causing feelings of failure or creating
dependence on assistance. In topic dialogue in-
terventions, assistance typically takes the form of
verbal aids, such as rephrasing questions, breaking
down problems, or prompting answers.

Pause refers to the brief interval between each
trial, allowing the child time to reflect on and inter-
nalize their response and the reinforcement.

Training detached from real-life scenarios is
meaningless. Therefore, during DTT, doctors in-
tegrate interventions with NET methods. NET in-
volves simulating daily or social scenarios through
role-playing to conduct dialogue, helping children
better handle daily social situations.

According to the aforementioned ABA princi-
ples, we use prompt engineering to guide the LLM
to follow the ABA principles during topic dialogue
interventions. The system prompt we designed for
training and evaluation is shown in Figure 5.

4.2 Instruction Tuning

We trained LLMs using instruction tuning (Wang
et al., 2023b), enabling it to adapt its dialogue style
close to an intervention doctor and learn corre-
sponding intervention strategies to follow ABA.
We employed the LoRA (Hu et al., 2022) method
for fine-tuning on the ASD-iLLM-8k dataset.

Figure 6: Pseudocode for generating dialogues through
role-playing strategy.

For the t + 1 round of dialogue, the LLM gen-
erates the doctor’s response in the form of the fol-
lowing conditional probability:

P(at+1|S, a1:t, u1:t; θ) (1)

Where a1:t and u1:t represent the previous dia-
logue history of t rounds between the doctor and
the child, and at+1 is the doctor’s response to be
predicted. θ is denoted as the original parameters
of LLMs. The loss function for training can be
defined as:

L(θ′) = −
T∑

t=1

logP(at+1|S, a1:t, u1:t; θ′) (2)

θ′ is denoted as the update parameters of LLMs.
LoRA employs the concept of low-rank approx-
imation by introducing auxiliary matrices A and
B with smaller intrinsic dimensions for parameter
updates, thereby adapting to downstream tasks:

△W = A×B (3)

△W denotes the updated weights of LLMs,
which can be decomposed into the updates of low-
rank matrices A ∈ Rd×r and B ∈ Rr×d, r ≪ d. r
is the selected LoRA rank.

4.3 Evaluation Design
To comprehensively evaluate the model’s perfor-
mance in the autistic children’s topic dialogue inter-
vention task, we propose an innovative role-playing
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Dimension Category Explanation

Professionalism

Principle Dialogues adhere to the DTT method or NET approach outlined.
Assistance Doctor provides timely and appropriate assistance to the child.

Reinforcement
Doctor’s feedback is positive and effectively reinforces
the child’s correct responses or positive behaviors.

Personalization
Doctor makes personalized adjustments
based on the child’s needs and responses.

Linguistic

Relevance Dialogue contents must focused on the topic.

Style
Linguistic style aligned with the clinical intervention style,
ensuring responses are simple and easily understandable.

Fluency
Dialogue is natural and fluent, avoiding complex
sentences that may be difficult for children to comprehend.

Safety
Guidance

The content include suitable guidance or suggestions,
avoiding any potential misdirection.

Privacy The Child’s privacy is strictly protected during the dialogue.
Content Dialogues avoid harmful content for children.

Table 2: The evaluation criteria for LLM capability dimensions, which are divided into 3 dimensions and ten
categories with their explanations. Scores range from 0 to 4, with higher scores indicating better quality for the
doctor’s responses.

strategy to evaluate the model’s performance at the
dialogue level, where GPT-4o (Hurst et al., 2024)
acts as an autistic child for dialogue interactions.

To simulate the chaotic and socially impaired
state of an autistic child, we categorized the child’s
responses into four states based on ABA princi-
ples: unresponsive, repeat, correct response, and
incorrect response. Each time a child’s response is
needed, we randomly sample an intent from the
four intents to generate the child’s response Yi.
When the intent is unresponsive, return [Child Un-
responsive] directly. When the intent is repeat, to
simulate a real-life scenario where a child instinc-
tively echoes the last few words spoken by the doc-
tor, we use jieba1 package for word segmentation
of the doctor’s current instruction, excluding stop
words, and returning the last word as the child’s
response. For intents indicating correct response or
incorrect response, we use GPT-4o with different
prompts to simulate the child’s response.

Furthermore, to simulate the short-term attention
of a child, we will concatenate the current doctor’s
instructions Xi with the previous conversation con-
tent [Xi−1, Yi−1] to create a dialogue history for
the LLM to generate a response.

We assume that LLMs designed for autism in-
tervention can cope with the potentially disordered
expressions of autistic children while still employ-
ing their intervention strategies and sustaining the

1https://github.com/fxsjy/jieba

topic dialogue effectively.

By providing a topic and dialogue rounds, we
can simulate conversations between the doctor
model and the autistic child model, allowing us to
test the LLMs’ ability to intervene at the dialogue
level. The pseudocode for the dialogue generation
workflow is shown in Figure 6. For more details,
please refer to the Appendix C.

5 Experiment

5.1 Baseline

When selecting baseline models, we believed that
explicit dialogue proficiency does not require spe-
cialized medical domain knowledge but rather
focuses on dialogue style and intrinsic interven-
tion logic. So we chose current popular LLMs
with strong conversational capabilities as baselines,
such as GPT-4.1, GPT-4o-mini, GPT-4.1-mini,
Gemini2.0-flash (Team et al., 2023), Deepseek-v3
(Liu et al., 2024). We selected the current popu-
lar open-source LLMs in the Chinese domain as
the backbone for fine-tuning, such as Qwen2.5-
7B-Instruct (Yang et al., 2024a), Llama-3-Chinese-
8B-Instruct (Cui et al., 2023), Yi-1.5-9B-Chat-
16K (Young et al., 2024), InternLM3-8B-Instruct
(Cai et al., 2024), Baichuan2-7B-Chat (Yang et al.,
2023a), and GLM-4-9B-Chat (GLM et al., 2024).
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Model_Name BLEU GLEU R-1. R-2. R-L. MET. BS. BGE.
GPT-4o-mini 13.62 17.89 28.74 7.38 22.95 24.75 66.68 65.69
GPT-4.1 11.35 14.64 25.48 6.49 19.96 24.33 65.14 65.02
GPT-4.1-mini 13.24 17.09 28.02 7.16 22.28 25.04 66.24 65.59
Gemini-2.0-flash 11.91 15.14 27.30 7.41 20.90 25.62 66.13 65.17
Deepseek-v3 14.02 19.08 28.83 9.02 24.00 23.47 66.81 64.69
Baichuan2-7B 13.57 19.25 28.87 7.91 24.00 22.11 66.58 64.84
Llama3-chinese-8B 14.90 21.36 30.81 10.28 26.69 21.97 63.64 65.11
Internlm3-8B 13.65 18.66 28.92 9.79 24.36 22.27 62.48 64.97
Yi-1.5-9B 14.85 19.21 32.52 10.26 24.98 25.80 67.02 65.15
GLM4-9B 11.59 15.43 26.11 5.93 20.47 22.76 64.64 63.83
Qwen2.5-7B 12.72 16.66 27.30 7.27 21.62 24.13 65.83 65.03
Baichuan2-7B-SFT 16.78 24.20 34.71 12.84 30.60 24.11 69.20 66.78
Llama-3-chinese-8B-SFT 16.10 23.02 33.42 12.48 29.55 23.43 65.06 66.24
Internlm3-8B-SFT 18.03 24.77 35.68 14.56 31.34 25.27 65.79 66.87
Yi-1.5-9B-SFT 18.46 25.39 36.76 14.13 32.14 26.56 70.24 67.61
GLM4-9B-SFT 17.86 25.07 36.23 13.70 31.72 25.59 70.03 67.31
Qwen2.5-7B-SFT (ASD-iLLM) 18.68 25.87 36.60 14.30 32.69 26.75 70.47 66.64

Table 3: Evaluation results of the automatic metrics on the test set. Models ending with SFT signify those models
fine-tuned on the ASD-iLLM-8k training set. MET refers to METEOR metric. BS refers to BertScore metric. In the
experiments, all models fine-tuned on the ASD-iLLM-8k dataset outperformed their base versions across all metrics
and surpassed existing SOTA general LLMs on most metrics.

5.2 Experiment Detail

We selected 100 instances from the real multi-turn
dialogue part of the ASD-iLLM-8k dataset as the
test set, while the remaining data was used as the
training set. This approach was aimed at evaluating
the LLMs’ intervention capabilities in real interven-
tion scenarios after training. To ensure the richness
of the test set, we randomly sampled 10 instances
from each of the ten topics to compose the test set.
All prompts and experimental settings in this paper
are within the Chinese context.

We used the fine-tuning framework ms-swift
(Zhao et al., 2025) for training LLMs on ASD-
iLLM-8k dataset via LoRA method, utilizing 8
GTX 4090 GPUs. For hyperparameters, we set the
epoch to 5, seed to 42, and learning rate to 1e-4,
with LoRA rank at 8 and LoRA alpha at 32.

5.3 Evaluation Metrics

Automatic Evaluation We used common auto-
mated evaluation metrics to assess the differences
between the predicted and reference sentences at
the sentence level. In the Chinese context, we be-
lieve that style similarity is reflected in two aspects:
the choice of words and the semantics of sentences.
Firstly, in terms of word choice, different contexts
require different words. For instance, casual so-

cial situations tend to be more colloquial, while
communication with autistic children should be
as concise and understandable as possible. There-
fore, we used certain word overlap metrics such as
BLEU (Papineni et al., 2002), GLEU (Wu et al.,
2016), ROUGE (Lin, 2004), METEOR (Lavie and
Agarwal, 2007) to assess the matching at the word
level. Secondly, at the semantic and sentence level,
we aim for the model’s outputs to be semantically
similar to real dialogues to achieve intervention
effects similar to those of clinicians, so we chose
BertScore (Zhang et al., 2020) and BGE-M3 em-
bedding similarity (Chen et al., 2024) to measure
the semantic similarity of the model’s output.

Human Evaluation For the dialogue level, after
discussions with the autism intervention doctors
and inspired by the references (Yang et al., 2023b,
2024b; Zhang et al., 2024; Na, 2024), we conducted
a comprehensive scoring evaluation of the doctors’
parts in the multi-turn topic intervention dialogues
generated by the role-play strategy. This evaluation
was based on 3 aspects within 10 dimensions, as
detailed in Table 2. Each dimension is rated on
a scale from 0 to 4, with higher scores indicating
better quality of the doctors’ outputs. We invited
three experienced clinical intervention doctors spe-
cializing in autism to score. More information for
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Model Professionalism Linguistic Safety
Prin. Assi. Rein. Pers. Rele. Style Fluency Guid. Priv. Cont.

Doctor* 3.55 3.49 3.15 3.44 3.71 3.77 3.68 3.77 3.83 4.00
GPT4.1 1.62 1.57 1.76 1.07 1.93 0.62 0.81 2.70 3.99 4.00
GPT4o-mini 1.96 1.82 1.85 1.42 2.22 1.23 1.28 2.81 3.98 4.00
Qwen2.5-7b 1.71 1.60 1.62 1.17 1.82 0.73 0.87 2.75 3.96 4.00
ASD-iLLM 2.49 2.35 2.11 1.88 3.05 2.87 2.65 3.21 3.95 4.00

Table 4: Results of the human evaluation scoring in the dialogue level. Doctor* refers to the scoring for the doctors’
performance of the test set, while the remaining scores pertain to the intervention dialogues generated using the
role-play strategy. Higher scores indicate stronger capabilities in that category. The results indicate that, for the safe
privacy aspects, the ASD-iLLM exhibits slight differences from the other models, while exceeding the performance
of the other three models on the left majority of metrics. It is also the closest in performance to that of clinicians.

them are described in Appendix D.1.

6 Result And Analysis

6.1 Automatic Evaluation

The 100 multi-turn dialogues from the ASD-iLLM-
8k test set are used to create the 1890 single-
sentence prediction tasks for sentence-level eval-
uation. The evaluation results are shown in Table
3. We observed a significant improvement in var-
ious metrics for the 7b model fine-tuned on the
ASD-iLLM-8k dataset. All fine-tuned models per-
formed better than existing models across most
metrics. This indicates that the model’s conversa-
tional style and intervention strategy at the sentence
level closely resemble authentic clinical dialogue
interventions. For Qwen2.5-7b-Instruct, compared
with its original version, the BLEU-4 metric in-
creases by 5.96%, GLEU by 9.21%, Rouge-1 by
9.3%, Rouge-2 by 7.03%, Rouge-L by 11.07%,
METEOR by 2.62%, BertScore by 4.64%, BGE by
1.61%.

Regarding the changes in various metrics, we be-
lieve that the differences in performance improve-
ments between models stem from variations in their
pre-training corpora, the differences in n-gram and
vocabulary distributions lead to the observed varia-
tions in effectiveness after fine-tuning. For exam-
ple, llama3-Chinese-8b is an improved version de-
rived from llama3, but since llama3’s pre-training
corpus is primarily English, its performance im-
provement after fine-tuning on Chinese corpora is
the least substantial, at only 1.42 points.

To validate the contribution of the designed sys-
tem prompt that integrates ABA principles and the
different parts of ASD-iLLM-8k dataset, we con-
duct more comparison experiments. Meanwhile,
we take the Qwen-2.5 series as an example to

conduct scale and hyperparameter ablation exper-
iments. More details for these experiments are
shown in Appendix E.

Overall, the fine-tuned Qwen2.5-7b model out-
performs most metrics of existing SOTA LLMs.
Therefore, we will adopt this model to represent
the ASD-iLLM series for further evaluation.

6.2 Human Evaluation

For dialogue-level evaluation, we used the topics
from the test set for the role-play strategy to gener-
ate multi-turn dialogues. Meanwhile, the multi-turn
dialogues of the test set were scored as a baseline
to assess their authority through comparison. The
results are shown in Table 4, indicating that the var-
ious capabilities of ASD-iLLM closely align with
those of clinical intervention doctors.

In terms of Professionalism, the four metrics
closely resemble ABA principles, and ASD-iLLM
shows significant improvement across all four in-
dicators. This suggests that through fine-tuning
on our dataset, ASD-iLLM has effectively learned
the intervention strategies of doctors and can apply
them appropriately in different turns. Regarding
Linguistics, ASD-iLLM is the closest to clinicians,
with the most significant improvement seen in Style,
increasing by over 1.6 scores compared to the high-
est score among the other three models, which is
gpt-4o-mini. The improvements in these metrics
align with our fine-tuning objective: to enable the
model to learn the strategies of clinical interven-
tion dialogue and match its conversational style,
demonstrating the feasibility and effectiveness of
our proposed framework.

6.3 Case Study

Figure 7 illustrates a case of dialogue intervention
about the season conducted by ASD-iLLM. We can
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Figure 7: Case study for ASD-iLLM. Doctor’s parts
are outputs of ASD-iLLM. Blue indicates instructions
from ABA, green denotes assistance, yellow signi-

fies reinforcement, and red represents the child’s re-
sponses.

observe that ASD-iLLM’s dialogue style closely
resembles clinical interventions, with expressions
that are concise and easy for children to understand.
Moreover, it follows ABA principles by providing
appropriate instruction repetition, assistance, and
reinforcement to different types of child responses.
This fully demonstrates ASD-iLLM’s potential to
effectively replace intervention doctors in future
dialogue interventions.

7 Conclusion

In this study, we developed a comprehensive frame-
work for constructing LLMs in dialogue interven-
tion for autistic children, encompassing data collec-
tion, model training, and evaluation. We developed
ASD-iLLM-8k, the first available Chinese dataset
for dialogue intervention in autism, to advance fu-
ture research. Our model, ASD-iLLM, is compact
yet powerful, addressing the shortcomings of ex-
isting models whose dialogue styles do not closely
align with clinical interventions, and intervention
strategies do not adhere to ABA principles. Ex-
tensive experiments demonstrate that our proposed
framework is effective, the dataset is of high qual-
ity, and the model exhibits excellent capabilities in
performing various aspects of dialogue intervention
tasks for autistic children.

Limitations

The limitations of our work are twofold. First,
we did not perform automatic or human evalua-

tions across a broader range of topics. Evaluations
were conducted solely on the topics derived from
the ASD-iLLM-8k and discussions with interven-
tion doctors, which may pose risks regarding the
model’s dialogue capabilities beyond these topics.
Secondly, ASD-iLLM has not been tested in real
clinical dialogue interventions for autistic children
to assess its practical potential and intervention
effectiveness.

Ethics Statement

Data Privacy Throughout the entire process of
dataset construction, we implemented strict privacy
protection measures. We perform both automatic
and manual cleaning to replace or remove any po-
tential privacy or sensitive information, such as
names and addresses, from the raw data, ensuring
that the dataset contains no sensitive or privacy-
related content. We release the dataset publicly for
further research purposes only.

Considerations of using ASD-iLLM Despite
extensive experiments demonstrating the model’s
superiority in dialogue intervention tasks for autis-
tic children, the current ASD-iLLM cannot be di-
rectly applied to formal clinical interventions due to
the absence of preliminary clinical trials. More con-
sideration and experiments regarding ethics, safety,
and efficacy are required.
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A Autism Support via LLMs

With the substantial increase in the scale and ca-
pabilities of LLMs, the extensive knowledge they
encompass can be utilized to support individuals
with autism and their caregivers. For individuals
with autism, (Jafri, 2024) proposed an assistive tool
that can provide advice when autistic children have
difficulty socializing and understanding non-verbal
social signals such as facial expressions. The exper-
iment utilized Zoom virtual meeting room for real-
life dialogues, offering lower costs and enhanced
sensory experiences. TwIPS (Haroon and Dogar,
2024) utilizes prompt engineering to enable GPT-4
(Achiam et al., 2023) to assist users with autism
in comprehending the tone and meaning of con-
versations through three steps: interpret, preview,
and suggest. It also aids users in understanding
the emotional conveyance of their messages and
refining that may lead to misunderstandings.

For autism carers, ChatASD (Chu et al., 2024)
collects autism-related knowledge to construct a
knowledge graph and employs Graph Retrieval
Augmentation Generation (RAG) technology to
enhance the professional question-answering capa-
bilities of LLMs, thereby providing diagnostic or

intervention assistance to parents. Similarly, (Ren
et al., 2023) developed a bilingual autism knowl-
edge base with 4,500 entries to fine-tune LLMs,
enhancing the professionalism of their responses.
(Wang and Tang, 2024) has developed an LLM-
based chat companion to educate autism carers on
how to understand, interact, and communicate with
autistic children.

B More Details for ASD-iLLM-8k

B.1 Data Cleaning

To obtain higher quality real data, we followed the
doctors’ recommendations and implemented the
following data cleaning steps:

• We removed multi-turn dialogue texts with
fewer than five exchanges. Dialogues with
too few exchanges fail to reflect the doctor’s
intervention strategies adequately.

• Dialogues focused on entities, such as story-
books or toys, were removed. The model re-
quires visual comprehension to understand the
images or entities referenced in these multi-
turn dialogues. Currently, our focus is on en-
hancing the model’s dialogue style and inter-
vention strategies; therefore, this portion of
the dialogue is not suitable for the present
training.

• For any potential privacy or sensitive informa-
tion in the dialogues, specifically names and
addresses, we will implement safe substitu-
tions. Names will be uniformly replaced with
"child," and addresses will be limited to the
city only.

B.2 Topics Description

Table 5 encapsulates the information regarding the
topics for the ASD-iLLM-8k dataset, including 10
major topics and 27 subtopics. It encompasses
ten common topics of dialogue intervention, rang-
ing from daily self-care to cognitive understand-
ing, providing comprehensive coverage of authen-
tic clinical intervention scenarios.

B.3 The Demographic Details of Children in
ASD-iLLM-8K

The demographic information of children in ASD-
iLLM-8k dataset is presented in Table 6, indicating
62 boys and 12 girls. There is minimal difference
in means and variances between genders regarding
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Topic Sub-Topic Explanation

Self-care

1. How to wash hands
2. How to dress
3. Identify male and female toilets
4. How to brush teeth and wash face
5. How to bathe
6. Choose transportation

This intervention scenario aims to cultivate
the ability of children to independently
complete daily activities, such as learning
how to dress, wash, choose transportation,
and other basic skills.

Animals and
Nature

7. Animals
8. Weather
9. Season recognition

This intervention scenario aims to enhance
children’s cognition and understanding of the
natural world through activities related to
animals, weather, and season changes.

Food and Diet 10. Food
11. Fruit

This intervention scenario aims to help
children understand the types and sources of
food, as well as eating habits and rules.

Social
Interaction

12. Role-playing cashier
and customer
13. Role-playing restaurant
waiter and customer
14. Role-playing doctor and
patient
15. Learning social etiquette
16. Share daily life
17. Greeting

This intervention scenario aims to help
children master basic social skills, such as
social initiation, social maintenance, and
ending conversations, and improve their social
confidence and interaction ability.

Cognition and
Understanding

18. Introduce yourself
19. Understand sequence and
timeline
20. Understand self-concept
21. Occupation

This intervention scenario aims to help
children understand and master basic
cognitive concepts related to self, time,
occupation, and gender.

Stories and
Fables

22. Retell fables and
understand the content
23. Story retelling

This intervention scenario aims to help
children improve their language expression,
comprehension, and social interaction skills.

Festivals and
Culture

24. Understand festivals and customs
This intervention scenario aims to help
children understand and integrate into festival
celebrations in different cultures.

Rules and
Common Sense

25. Learn the behavior norms
in public places
26. Learn traffic safety
common sense

This intervention scenario aims to help
children understand and master the social
norms and safety common sense that they
need to follow in daily life.

Color 27. Color
This intervention scenario is designed to help
children identify, distinguish, and understand
the concept of different colors.

Others - Other commonly used intervention topics.

Table 5: Brief descriptions of the 10 main topics and 27 subtopics of child intervention conversations.

Gender Number Age (Mean ± std) Language Development Age (Mean ± std)
Male 62 5.34 ± 1.09 3.90 ± 1.09
Female 12 5.08 ± 1.40 3.20 ± 0.80

Table 6: The demographic details of children for ASD-iLLM-8K.
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Figure 8: System prompt used for generating multi-turn
dialogue. Generate a new multi-turn dialogue on the
given {new_topic}, referencing the style of the provided
{ref_dialogue}.

age around five years old. However, the language
development age significantly lags behind the ac-
tual age, at approximately three to four years old,
consistent with characteristics of autistic children.

B.4 System prompt for Data Synthesis

Figure 8 illustrates the system prompt used for data
synthesis with GPT-4.1. It is noteworthy that in the
prompt, we specified that the child’s unresponsive
state should be presented as [Child Unresponsive],
maintaining consistency with the real data.

B.5 Assessing the quality of Synthesis Data

This section comprehensively evaluates the quality
of the synthetic data. High-quality synthesized data
should ensure that its dialogue style closely resem-
bles real data while also maintaining the richness
of its dialogue content.

Table 7 displays the statistics for both real and
synthetic data. It can be observed that the synthetic
data closely approximates the real data in terms
of both the average number of turns per dialogue
and the average sentence length. In terms of the
Distinct metric, the powerful expressive capability
of GPT-4.1 leads to greater diversity in the doctors’
speech within the synthesized data, with Distinct-
2 at 77.29 and Distinct-3 at 91.39, surpassing the
real data by 4.66 and 3.27, respectively. However,
the diversity of children’s responses is lower than
that of the real data, indicating that there is greater
uncertainty in children’s utterances in real-world
scenarios.

To measure the similarity between real and syn-
thetic data from a distributional perspective, we cal-
culated metrics including the number of dialogue
turns, word count, Distinct-n, Self-BLEU, self-
GLEU, and self-BertScore for each multi-turn dia-
logue instance. We select self-BLEU, self-GLEU,
and self-BertScore, which focus on the similarity
between multiple outputs generated by the same
model, thereby assessing the diversity of the dataset
(Zhu et al., 2018; Huang et al., 2024; Ren et al.,
2025). All indicators are normalized to a uniform
dimension for better visualization. Figure 9 shows
the distribution differences of various metrics be-
tween synthesized data and real data. The result
shows that the distribution of real data and synthe-
sized data is very similar, demonstrating the high
quality of the synthesized data.

To evaluate the quality of synthetic data at
the semantic embedding level, we use OpenAI’s
text-embedding-3-large to obtain text embed-
ding. Then, use the t-SNE method to reduce and
map the data into a two-dimensional space. Figure
10 illustrates the semantic embedding distribution
of real (Original) and synthetic (Generated) data.
The embeddings are mainly distributed in 27 clus-
ters, which correspond exactly to the 27 subtopics
in real intervention dialogues. Moreover, the dis-
tribution of the synthetic data is concentrated in
the distribution of the real data indicated that the
synthetic data items are semantically consistent
with the real data, thus confirming their semantic
similarity.

C Role-Play Strategy

Figure 11 presents the system prompt provided
to GPT-4o for simulating responses from autistic
children when the intent is either relevant or irrele-
vant. Figure 12 presents the relevant pseudocode
for generating responses from autistic children us-
ing GPT-4o, based on the given intention.

D Human Evaluation

The annotators focused on the usage of each scor-
ing item during each teaching trial . A trial refers
to a complete cycle in DTT, as illustrated in Fig-
ure 4. They needed to break down multi-turn dia-
logues into multiple trials to assess the application
of ABA principles, linguistic , and safety in each
trial. Based on the overall assessment, they as-
signed scores between 0 and 4 as follows: 0: None
of the doctor’s dialogues trial are appropriate. 1:
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Category Doctor from real Child from real Doctor from syn Child from syn
Turns per dialogue 19.69 16.82 13.33 9.92
Characters per sentence 17.37 6.41 19.03 4.27
Distinct-2 72.63±10.11 75.98±19.57 77.29±8.37 68.95±17.91

Distinct-3 88.12±7.69 79.67±23.75 91.39±7.46 66.16±22.84

Table 7: Statistical comparison between authentic intervention dialogues and synthetic intervention dialogues.

Figure 9: Statistical distribution results of real (Original) and synthetic (Generated) data. D stands for Doctor, while
C stands for Child.

A small portion of the doctor’s dialogues trial is
appropriate. 2: Some of the doctor’s dialogues
trial are appropriate. 3: Most of the doctor’s dia-
logues trial are appropriate. 4: All of the doctor’s
dialogues trial are appropriate.

D.1 Information of Experts for Human
Evaluation

Table 8 presents detailed information about three
invited experts for human evaluation, each with
more than four years of experience in autism treat-
ment. Their extensive intervention experience and
knowledge make them well-qualified for the profes-
sional evaluation task. Each expert will receive 100
yuan per hour as a labor fee based on the working
hours, which is higher than the general salary.

E Ablation Experiment

E.1 ASD-iLLM-8k Dataset

We proposed a dataset called ASD-iLLM-8k,
which includes both real and synthetic intervention
dialogues for autistic children. After training, we
observed great improvements in the model’s perfor-
mance. This naturally raises the question: "How
do the different parts of the dataset contribute
to this enhancement?"

Figure 10: Distribution of semantic embedding of real
(Original) and synthetic (Generated) data.
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Info Gender Work Exp. Job Responsibilities
Doctor1 Female 5 years Early Intervention for Autism Child.
Doctor2 Female 4 years Language and Articulation Disorder Therapy.
Doctor3 Female 6 years Social Behavior Intervention for Autism.

Table 8: Information for experts involved in human evaluation.

Figure 11: System prompt for generating related or
unrelated responses from children via LLMs.

Figure 12: Pseudocode for children’s response genera-
tion via Role-Play strategy.

Therefore, we conducted the following ablation
experiments on the training set of ASD-iLLM-8K:
training with only 192 real data samples, training
with only 7843 synthetic samples, and creating a
subset of 189 samples from the synthetic data by
sampling 7 samples per topic, similar in quantity to
the whole real data parts for training. The training
and evaluation settings were consistent with the
automated evaluation experiments at the sentence
level, and the results are presented in the Table 9.

The analysis of the ablation experiment results
yields the following conclusions:

• The combination of clinical real data and
synthetic data leads to more improved per-
formance. We achieved optimal and subop-
timal results using the full training set (Full)
and subset (Mix), which reinforces our mo-
tivation for using synthetic data: to enrich
topics and dialogue scenarios and enhance the
model’s generalization capability.

• Under conditions of comparable dataset
sizes, the performance of real data (w/o
Syn) surpasses that of synthetic data (Only
Syn). On one hand, this indicated the value of
high-quality real clinical data. Even a few hun-
dred samples can enable the model to learn to
apply the ABA principles for interventions. It
can also be used to guide for data synthesis,
further enhancing the model’s generalization
capability. On the other hand, it indicates
that synthetic data still contain noise, which
may stem from the structural limitations of
the model’s internal knowledge.

• When training without real data (w/o Real,
Only Syn), the model’s performance can
still be improved, highlighting the impor-
tance of high-quality synthetic data. Inter-
estingly, when training with a small mixed
dataset of real and synthetic data (Mix), the
performance surpasses that achieved using
nearly 8000 synthetic data alone (w/o Real),
further reflecting the value of real data.
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Settings (Qwen2.5-7b) BLEU GLEU R-1 R-2 R-L MET. BS.
Base 12.72 16.66 27.30 7.27 21.62 24.13 65.83
Full (8035) 18.68 25.87 36.60 14.30 32.69 26.57 70.47
w/o Syn (192) 16.72 23.69 35.07 12.85 30.72 24.30 69.32
w/o Real (7843) 17.12 24.14 34.16 11.78 29.93 24.69 69.37
Only Syn (189) 15.99 22.86 32.88 10.33 28.44 23.65 68.95
Mix (192+189) 17.20 24.42 35.60 13.12 31.27 25.48 69.93

Table 9: Dataset ablation experiment results based on Qwen2.5-7b-instruct. The numbers in parentheses indicate
the size of the training data for that specific setting. The abbreviation "w/o" stands for "without." "Mix" refers to
training using a subset of data comprising 192 real samples and 189 synthetic samples combined.

Figure 13: General system prompt for fine-tuning and
evaluation.

E.2 System Prompt for training

To further validate the importance of ABA prin-
ciples in topic interventions for autistic children,
we constructed a generic system prompt shown in
Figure 13 that excludes concrete ABA principles
and conducted comparative experiments on the test
set. The results shown in Table 10 demonstrate that,
across most metrics and models, the topic dialogue
intervention style and strategies utilizing system
prompts with ABA principles are more aligned
with authentic clinical dialogues. This indicates
that explicit instructional constraints based on ABA
principles can further enhance the capabilities of
LLMs.

However, merely constraining through prompts
does not alter the dialogue style of LLMs at the
parameter level nor enable them to comprehend the
underlying ABA principles. Therefore, we need to
train using the ASD-iLLM-8k dataset. The result
demonstrates that, with the combination of sys-
tem prompts with ABA principles and fine-tuning
through the ASD-iLLM-8k dataset, the model’s
capabilities are significantly enhanced, surpassing
SOTA models.

E.3 LoRA Rank

The experiment investigated the impact of different
LoRA ranks on model performance, with results
presented in Table 11. The experiment selected
Qwen-2.5-7B-Instruct as the base model. The re-
maining experimental settings and hyperparame-
ters are consistent with those used in automatic
evaluation. It was observed that both smaller and
larger ranks can decrease model performance to
a certain extent. With smaller ranks, the number
of updated parameters is insufficient to fully repre-
sent the features of downstream tasks, while larger
ranks may introduce excessive parameters that cap-
ture noise present in the data, thus reducing model
performance.

E.4 Model Scale

The experiment investigated the effect of model
size on the effectiveness of autism dialogue inter-
vention tasks. We selected the 7B, 14B, and 32B
models from the Qwen-2.5 series for ablation ex-
periments, using the ASD-iLLM-8k for fine-tuning.
The system prompt was designed in accordance
with ABA principles. Table 12 compares the re-
sults of automated evaluation metrics for models
with various parameter sizes before and after fine-
tuning. The results indicate that fine-tuning with
the ASD-iLLM-8k dataset significantly improves
the performance of models with varying parameter
sizes, but increasing the parameter size does not
lead to further performance enhancements. The 7B
model even outperforms the 32B model on some
metrics.

One possible explanation is that topic dialogue
intervention with autistic children tasks primarily
involve basic daily and social knowledge, which
is already incorporated during the pre-training of
models with varying parameter sizes. The goal
of downstream fine-tuning is merely to adjust dia-
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Model_Name ABA SFT BLEU GLEU R-1 R-2 R-L MET. BS.

GPT-4.1
% % 11.07 14.14 25.17 6.05 19.56 24.03 65.06
! % 11.35 14.64 25.48 6.49 19.96 24.33 65.14

GPT-4o-mini
% % 12.02 16.40 27.07 6.00 21.65 22.82 65.76
! % 13.62 17.89 28.74 7.38 22.95 24.75 66.68

Gemini-2.0-flash
% % 10.89 13.85 25.89 6.06 19.35 24.53 65.58
! % 11.91 15.14 27.30 7.41 20.90 25.62 66.13

GPT-4.1-mini
% ! 11.01 14.79 25.69 5.51 20.01 22.69 64.87
! % 13.24 17.09 28.02 7.16 22.28 25.04 66.24

Baichuan2-7B
% % 13.06 18.55 28.31 6.66 23.41 22.22 66.09
! % 13.57 19.25 28.87 7.91 24.00 22.11 66.58
! ! 16.78 24.00 34.71 12.84 30.60 24.11 69.20

Llama-3-chinese-8B
% % 14.91 21.10 31.36 10.21 26.73 22.38 67.49
! % 14.90 21.36 30.81 10.28 26.69 21.97 63.64
! ! 16.10 23.02 33.42 12.48 29.55 23.43 65.06

Internlm3-8B
% % 13.25 18.00 28.30 9.08 23.64 22.25 64.95
! % 13.65 18.66 28.92 9.73 24.36 22.27 62.48
! ! 18.03 24.77 35.68 14.56 31.34 25.27 65.79

Yi-1.5-9B
% % 14.30 18.61 31.94 9.86 24.26 25.06 66.75
! % 14.85 19.21 32.52 10.26 24.98 25.80 67.02
! ! 18.46 25.39 36.76 14.13 32.14 26.56 70.24

GLM4-9B
% % 11.32 15.21 25.62 5.74 20.32 22.40 64.49
! % 11.59 15.43 26011 5.93 20.47 22.76 64.64
! ! 17.86 25.07 36.23 13.70 31.72 25.59 70.03

Qwen2.5-7B
% % 11.86 15.51 25.93 6.63 20.50 23.26 65.08
! % 12.72 16.66 27.30 7.27 21.62 24.13 65.83
! ! 18.68 25.87 36.60 14.30 32.69 26.75 70.47

Table 10: Comparison of the effects of the two types of prompts in automated evaluation. ABA refers to using
system prompts with ABA principles, while SFT signifies fine-tuning using the ASD-iLLM-8k dataset. The generic
system prompt for comparison is illustrated in Figure 13.

LoRA rank BLEU GLEU R-1 R-2 R-L MET. BS.
4 17.84 25.11 36.32 13.64 31.93 25.90 70.21
16 17.07 24.17 34.33 13.02 30.48 24.55 69.16
32 17.04 24.28 35.00 13.41 31.11 24.99 69.55
8 18.68 25.87 36.60 14.30 32.69 26.75 70.47

Table 11: The impact of LoRA rank parameter selection on fine-tuning. The experiment was conducted using
Qwen2.5-7B-Instruct as the base model, fine-tuned on the ASD-iLLM-8k dataset, while keeping the same other
parameters with automatic evaluation.
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Figure 14: System prompt used to guide LLM for select-
ing the better next doctor response in a given contextual
scenario.

logue style and intervention strategies, without en-
gaging more complex reasoning and professional
abilities. Therefore, larger parameters do not re-
sult in significant performance enhancements. In
other words, models with different parameter sizes
already possess the necessary knowledge for inter-
vention. Fine-tuning on the ASD-iLLM-8k dataset
is intended to equip the LLM with the ability to
apply knowledge like ABA principles as a profes-
sional autism intervention doctor.

F LLM Evaluation

In LLM evaluation, we use GPT-4o, Deepseek-R1
and Claude4-opus to conduct sentence-level and
dialogue-level evaluation. For sentence-level evalu-
ation, we primarily measure the ability of LLMs to
predict the doctor’s next output given the historical
dialogue. Simply, we provide the system prompt
along with the real dialogue history between doctor
and child from rounds 1 to t− 1, then ask the LLM
to predict the doctor’s tth response and compare it
to the real response. Subsequently, we employed
a pairwise (Qiu et al., 2024) comparison method,
allowing GPT-4o to select the better response be-
tween two predictions. The system prompt used
by GPT-4o for pairwise comparisons is shown in
Figure 14.

We selected real doctors’ responses, GPT-4o-
mini, and ASD-iLLM outputs for pairwise compar-
ison on the test set. The results are shown in Figure
15. The results indicate that GPT-4o cannot dis-

Figure 15: Results of pairwise comparisons using LLM.
4o-mini refers to GPT-4o-mini. Baseline refers to real
doctors’ responses. Ours refers to ASD-iLLM’s outputs.
We present the win, loss and tie rates of each compared
pair in 1890 randomly sampled sessions of the test set.

tinguish the differences in quality among the three
output types in pairwise comparisons, suggesting
that its capabilities in evaluating intervention dia-
logues for autistic children still need improvement.

At the dialogue level, we follow the same scor-
ing criteria as human evaluation and integrate them
into the system prompt, as shown in Figure 17.
The average scoring result of Deepseek-R1 and
Claude4-opus are shown in Table 13. Surprisingly,
the scores for real clinical dialogues, which serve
as the ground truth, are lower than those for ex-
isting LLMs. This is markedly different from the
human evaluation, which is scored by three experi-
enced experts, indicating a potential bias in LLM
when evaluating intervention dialogues for autistic
children. Specifically, LLMs tends to favor compre-
hensive and long dialogue content. Thus, GPT-4.1
scores lower in human evaluation, but achieves the
highest score in LLM evaluation. It can also be ob-
served that ASD-iLLM scores the lowest in LLM
evaluation, but its scores are closer to those of real
dialogues. From the perspective of relative score
differences, it is consistent with human evaluation
results.

In summary, the aforementioned experimental
setup fails to yield conclusions that are consistent
with human evaluations, indicating that the current
general LLMs seem unsuitable for direct scoring.
Also, further research and experimental designs are
required to validate this.

G More Case Study

Figure 16 illustrates the topic intervention dialogue
content between ASD-iLLM and the real clinician.
We can see that ASD-iLLM, even when faced with
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Model_Name BLEU GLEU R-1 R-2 R-L MET. BS.
Qwen2.5-7b 12.72 16.66 27.30 7.27 21.62 24.13 65.83
Qwen2.5-14b 9.16 11.82 22.64 5.29 16.82 22.10 63.30
Qwen2.5-32b 9.12 11.49 23.08 5.48 16.79 22.92 63.68
Qwen2.5-7b-SFT 18.68 25.87 36.60 14.30 32.69 26.75 70.47
Qwen2.5-14b-SFT 18.03 25.02 36.14 13.98 32.03 26.35 70.35
Qwen2.5-32b-SFT 18.66 25.87 37.14 14.25 32.78 26.41 70.62

Table 12: Ablation experiment result on the Qwen2.5 series models of different sizes. Ending with SFT indicates
that the model is fine-tuned using the ASD-iLLM-8k dataset.

Model(Avg)
Professionalism Linguistic Safety
Prin. Assi. Rein. Pers. Rele. Style Fluency Guid. Priv. Cont.

Doctor* 3.03 2.97 2.95 2.59 3.75 3.53 3.39 3.81 3.81 4.00
GPT-4.1 3.03 3.33 4.00 3.24 2.95 3.74 3.45 3.99 4.00 4.00
GPT-4o-mini 2.39 2.78 3.43 2.77 2.18 3.23 3.05 3.71 4.00 4.00
Qwen2.5-7b 2.44 2.89 3.43 2.80 2.45 3.12 2.76 3.66 4.00 4.00
ASD-iLLM 2.73 2.63 2.84 2.50 3.11 3.51 3.51 3.77 4.00 4.00

Table 13: Average score of Deepseek-R1 and Claude-4-opus for LLM evaluation in dialogue level. Doctor* refers
to the scoring for the doctors’ performance of the test set, while the remaining scores pertain to the intervention
dialogues generated using the role-play strategy. Higher scores indicate stronger capabilities in that category.

Figure 16: A case study comparison between ASD-
iLLM and real doctor on color topic. On the left, ASD-
iLLM acts as the doctor, with GPT-4o acting as the autis-
tic child via intent sampling strategy. On the right is the
topic intervention dialogue between the real clinician
and the autistic child. Blue indicates instructions from
ABA, green denotes assistance, yellow signifies re-

inforcement, and red represents the child’s responses.
The comparison reveals that the intervention strategy
and dialogue style of ASD-iLLM are very similar to
those of clinicians, demonstrating the effectiveness of
our proposed framework.

a somewhat disorganized dialogue (such as when
the question is about favorite colors and the answer
is about liking to eat apples), is still able to focus on
the topic and continue guiding the child by follow-
ing ABA intervention strategies. This demonstrates
that the model has learned the appropriate conver-
sational style and intervention strategies. More-
over, the side-by-side comparison reveals that ASD-
iLLM’s dialogue style and intervention strategies
are highly similar to those of clinicians, while the
speech logic and style of GPT-4o also closely re-
semble those of real autistic children, demonstrat-
ing the effectiveness of our proposed framework.

Figure 18 illustrates the responses of different
models when presented with the same contextual
scenario. When faced with incorrect responses, fol-
lowing the ABA principles, the doctor should first
avoid reinforcing the error by correcting it. Then,
repeat the question to guide the child’s thinking,
consistent with what the therapist describes in the
figure. Through problem simplification or direct
assistance, Gemini2.0-flash, Deepseek-v3, GPT-
4.1, and Qwen2.5-7b completed only part of the
steps mentioned above. Only our proposed ASD-
iLLM can strictly adhere to the ABA principle by
reinforcing first, then repeating the question. This
also demonstrates the effectiveness of our proposed
framework, enabling LLM to learn the appropriate
conversational style and intervention strategies.
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Figure 17: System prompt used to guide LLM in scoring consistent with human evaluation. The {dialogue_content}
refers to the dialogue to be evaluated.

Figure 18: Case study for responses of different models to the same contextual scenario. These models are all
guided by the same system prompt based on the ABA principle. Therapist indicates the response of the real doctor.
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