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Abstract

The rise of large language models (LLMs) has
made natural language-driven route planning
an emerging research area that encompasses
rich user objectives. Current research exhibits
two distinct approaches: direct route planning
using LLM-as-Agent and graph-based search-
ing strategies. However, LLMs in the former
approach struggle to handle extensive map data,
while the latter shows limited capability in un-
derstanding natural language preferences. Ad-
ditionally, a more critical challenge arises from
the highly heterogeneous and unpredictable
spatio-temporal distribution of users across the
globe. In this paper, we introduce a novel
LLM-Assisted route Planning (LLMAP) sys-
tem that employs an LLM-as-Parser to com-
prehend natural language, identify tasks, and
extract user preferences and recognize task de-
pendencies, coupled with a Multi-Step Graph
construction with iterative Search (MSGS) al-
gorithm as the underlying solver for optimal
route finding. Our multi-objective optimization
approach adaptively tunes objective weights to
maximize points of interest (POI) quality and
task completion rate while minimizing route
distance, subject to three key constraints: user
time limits, POI opening hours, and task de-
pendencies. We conduct extensive experiments
using 1,000 routing prompts sampled with vary-
ing complexity across 14 countries and 27 cities
worldwide. The results demonstrate that our
approach achieves superior performance with
guarantees across multiple constraints. 1

1 Introduction

The advancement in the natural language under-
standing capabilities of large language models
(LLMs) has transformed many tasks from manual
planning to automated understanding, reasoning,

*Corresponding author.
1Code and data are available at https://github.com/

liangqiyuan/LLMAP.

Figure 1: Overview of our LLMAP system. LLM-as-
Parser processes user queries to extract key information
and user preferences, which MSGS then leverages to
perform route planning.

and decision making based on human natural lan-
guage input (Song et al., 2023; Huang et al., 2024;
Kambhampati et al., 2024; Yuan et al., 2025). For
example, a transformative domain is autonomous
driving (Sharan et al., 2023; Zeng et al., 2024),
where, for safety considerations, drivers often rely
on voice control for tasks such as music play-
back, message responses, and navigation (Feng
et al., 2024). Beyond predetermined itineraries,
a more common scenario involves users knowing
only their daily tasks, which consist of a series
of points of interest (POI) types such as grocery
stores, pharmacies, and banks, without specific or-
dering or POI selection. This situation introduces
multiple trade-offs, including the balance between
POI quality and distance, while considering vari-
ous constraints such as user time limits and POI
opening hours.

While recent LLM literature has explored spatio-
temporal comprehension and route optimization
capabilities, most studies conduct only simplified
evaluations in toy grid environments (Aghzal et al.,
2023; Fatemi et al., 2024). These works typically
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focus on a single objective, such as minimizing
distance (Meng et al., 2024; Xiao and Wang, 2023),
while other approaches focus solely on constraint
satisfaction without considering distance or POI
quality (Xie et al., 2024; Hao et al., 2024; Zhang
et al., 2024). A typical use case illustrates the com-
plexity in real-world scenario that such works fails
to account for: LLM needs to process qualities
(e.g., ratings) for multiple POIs and make weighted
trade-offs between qualities and distances based on
user preferences, while considering user time lim-
its, POI opening hours, and task sequential depen-
dencies (e.g., purchasing flowers at a florist before
visiting a relative in the hospital). Furthermore,
the context length grows linearly with the number
of POIs, for example, 100 POIs can require up to
20,000 tokens. In practice, these challenges are am-
plified by the highly heterogeneous nature of user
queries, which can originate from anywhere in the
world at any time. Consequently, this combination
of complex information, inherently multi-objective
human expectations, and diverse user preferences
poses a critical challenge: How can LLMs perform
route planning based on user preferences, espe-
cially when faced with large amounts of heteroge-
neous and complex POI information?

In this paper, we introduce LLMAP, a novel
system that combines an LLM-as-Parser with a
novel multi-objective optimization algorithm for
user preference-based route planning, as shown in
Figure 1. This architecture addresses fundamental
limitations in existing approaches that rely solely
on LLM-as-Agent. LLMAP supports the following
capabilities: (i) trade-offs between POI quality and
distance according to user preferences, (ii) adap-
tively tunes objective weights on a per-query ba-
sis, (iii) maximization of task completion rate, and
(iv) guarantee of constraints, including user time
limits, POI opening hours, and task dependencies.
The LLMAP system exhibits inherent scalability,
extending beyond these specific settings to accom-
modate various use cases. Recall that the unique
challenge in our scenario is that user locations and
other information are not known a priori; each user
query is highly heterogeneous and unpredictable,
potentially originating from anywhere in the world
at any time. To address these distinct challenges,
we propose a novel solution that employs LLM-as-
Parser to interpret human language, coupled with a
multi-step graph construction with iterative search
(MSGS) algorithm. Our main contributions can be
summarized as follows.

• We develop the LLMAP system that performs
route planning by interpreting human language
and user preferences on a per-query basis. The
system enables conversational interaction for
real-time preference interpretation and error cor-
rection, while trading off multiple user objectives
and adhering to various operational constraints
throughout the planning process.

• We present the MSGS algorithm for multi-step
multi-objective optimization: first ensuring ad-
herence to constraints including user time limits,
POI opening hours, and task dependencies, then
prioritizing task completion rate, followed by
quality-distance trade-off optimization based on
user preferences.

• We conduct extensive experiments on 1,000 rout-
ing prompts across 14 countries and 27 cities
with heterogeneous POI distributions, evaluating
10+ LLMs with both vanilla and chain-of-thought
(CoT) prompting strategies.

• We benchmark both our LLMAP system and
LLM-as-Agent solutions through comprehensive
experiments, demonstrating LLMAP’s consistent
and substantial advantages in handling multiple
routing objectives (e.g., task completion, quality,
distance) and constraints (e.g., user time limit,
task dependencies, opening hours), while main-
taining superior runtime efficiency.

2 Related Work

2.1 LLM for Planning
Recent advances have explored the integration of
LLMs into various planning domains (Dagan et al.,
2023; Valmeekam et al., 2023; Wu et al., 2024b).
These works leverage LLMs’ natural language un-
derstanding capabilities to interpret user require-
ments while addressing the spatio-temporal charac-
teristics inherent in planning tasks. In travel plan-
ning applications, LLMs are employed to design
multi-day itineraries across different cities while
considering multiple constraints such as budget
limitations, inter-city transportation, and attraction
diversity (Xie et al., 2024; Tang et al., 2024; Hao
et al., 2024; Singh et al., 2024; Wu et al., 2024a;
Ju et al., 2024). For more granular planning tasks,
such as path planning in sandbox environments
with defined start points, endpoints, and obstacles,
LLMs demonstrate capability in environment com-
prehension and optimal path generation (Xiao and
Wang, 2023; Meng et al., 2024). In the domains of
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Figure 2: System architecture of LLMAP system and MSGS algorithm. After the LLM-as-Parser interprets the
user query and retrieves POI information from the map service, the MSGS algorithm is used to identify the optimal
route. Dependency constraints are verified before subgraph construction, while time limits and opening hours are
validated after obtaining local optimal paths.

robotics and autonomous driving, planning tasks
typically involve multiple obstacles in real-world
environments, with visual perception playing a cru-
cial role in the capture of environmental informa-
tion (Shah et al., 2023; Sinha et al., 2024; Kannan
et al., 2024; Han et al., 2024).

2.2 Route Planning Algorithm

Route planning algorithms form the basis of au-
tonomous navigation, with traditional approaches
like Dijkstra, A*, D*, and D*-Lite known for opti-
mality and completeness (Koenig and Likhachev,
2002; Bast et al., 2016). These classical meth-
ods, especially Dijkstra’s algorithm (Haeupler et al.,
2024), perform well on simple graphs. However,
they may face computational challenges when scal-
ing to large-scale maps. Recent research has ex-
plored graph reinforcement learning to address
these limitations (Yu and Hu, 2021; Xing et al.,
2022). However, existing approaches face limita-
tions in their reliance on large-scale training data
and out-of-distribution generalization, while lack-
ing adaptive mechanisms to optimize routing on
a per-query basis and balance multiple objectives.
Furthermore, with human language as the desired
system input, end-to-end learning and inference
becomes challenging (Chen et al., 2024), while
non-end-to-end approaches suffer from informa-
tion loss and inability for joint training (Jin et al.,
2024; Fan et al., 2024). Given these challenges
and the unique characteristics of our research prob-
lem, including highly heterogeneous graphs, lim-
ited node and edge counts (tens to hundreds), and

diverse user preferences, we propose the combina-
tion of LLM-as-Parser and the MSGS algorithm as
a promising solution.

3 Methodology

3.1 LLMAP System Overview

In the LLMAP system, a user interacts with the
LLM to derive target POI types and constraints
from a language instruction. Figure 1 shows a
classic scenario, which involves a user query:

Please help me plan a city walk today. Looking
to hit up a museum, hang out at a park, and
grab some food at a famous restaurant. I’d
like to visit the museum before the park since
museums tend to get more crowded later in the
day. While I want to take my time exploring
the city, I also need to be back at my hotel by
7 PM to catch a soccer match.

This query contains multiple pieces of information:
(i) POI types: museum, park, and restaurant, (ii)
user preference: prioritize quality, (iii) task depen-
dency: museum before park, and (iv) user time
limit: before 7 PM. Based on the POI types, we
search existing map services, such as Google Maps,
to obtain candidate POI information, including (a)
ratings, (b) number of reviews, (c) geographical
locations, and (d) opening hours. Subsequently,
we implement the MSGS algorithm, as shown in
Figure 2, which utilizes a multi-step approach for
graph construction, followed by route planning us-
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Algorithm 1: POI Graph Construction
Input from LLM-as-Parser: POI types (Y) and user

preferences on POI quality (a) and distance (b)
Input from Map Service: POI attributes (X )
Output: POI Graph G
1 Initialize empty node set V ← ∅
2 for each y ∈ Y do
3 Interact with map services to retrieve POI data Xy

4 for each retrieved POI x ∈ Xy do
5 Add node v with attributes x to V

6 Initialize empty edge set E ← ∅
7 for each pair of nodes vi, vj ∈ V where i ≠ j do
8 Calculate edge weight wi,j = a ⋅X+(vj) − b ⋅ δ(vi, vj)
9 Add edge (vi, vj) with weight wi,j to E

10 Return graph G = (V, E ,X,Y)
Algorithm 2: Multi-Step Graph Construction with Itera-

tive Search (MSGS)
Input from LLM-as-Parser: POI types (Y), user

preferences on POI quality (a) and distance (b), user
time limit (Tuser), and a set of task dependency
requirements (Duser)

Input from Map Service: POI attributes (X )
Output: Optimal route (ξ∗)
1 Initialize full graph G = (V, E ,X ,Y) ⊳ Alg. 1
2 Initialize optimal route ξ

∗ ← ∅
3 for each set y ⊆ Y do
4 for permutation y⃗ of y do
5 if y⃗ satisfies Duser then
6 Construct a subgraph Gy⃗

7 Search on Gy⃗ to find its local optimal route
ξ̃∗

8 if ξ̃∗ satisfies Tuser and POI opening hours
Tvi , ∀vi ∈ ξ̃∗ then

9 ξ
∗ ← argmaxξ∈{ξ∗,ξ̃∗} O(ii)(ξ)

10 if ∃ ξ
∗ then

11 Early stop ⊳ Route Found

12 else
13 ξ

∗ ← [start point, end point] ⊳ No Route Found

ing search algorithms (e.g., Dijkstra) to ensure op-
timal solutions across multiple objectives.

3.2 Graph Construction

After acquiring POI data through map service in-
teractions, we employ Algorithm 1 to construct a
POI graph G = (V, E ,X ,Y), wherein V represents
the set of nodes (i.e., discrete POIs), E denotes the
set of edges (delineating potential routes between
POIs), X encompasses the node attribute set (e.g.,
ratings, number of reviews, geographical locations,
and opening hours), and Y represents node types
(e.g., hospital, supermarket). Notably, node types
(a.k.a. POI types) are defined based on tasks in
the user query and can be further refined beyond

the previously mentioned types (e.g., a user’s task
might specify Walmart and Sam’s Club). Addi-
tionally, another scenario involves geographical
types, such as when users want to visit the Hol-
lywood area without being restricted to a specific
POI. Recall the unique challenge in our scenario of
constructing graphs from natural language instruc-
tions, each query results in a highly heterogeneous
POI graph G, varying not only in attributes X and
types Y but also in the number of nodes ∣V∣ and
the number of edges ∣E∣.
3.3 Multi-Objective and User Preferences

Users inherently have multiple objectives, and their
preference priorities vary across different queries.
For example, during travel, users emphasize rat-
ings of attractions and renowned restaurants, while
during busy times, they prioritize shorter routes.
Let ξ = (v0, v1, ..., vN) denote a route in graph G,
where vi ∈ V and (vi, vi+1) ∈ E . Mathematically,
we define the multi-step multi-objective optimiza-
tion problem as follows:

O(i) ∶=max
ξ∈Ω

(∣ {Y(vi)∣vi ∈ ξ} ∣∣Y∣ ) ,
O(ii) ∶=max

ξ∈Ω
( N

∑
i=0

a ⋅ X+(vi+1) − b
N−1

∑
i=0

δ(vi, vi+1)) ,
s.t.

N

∑
i=0

X T (vi) + N−1

∑
i=0

δ(vi, vi+1) ≤ Tuser,

i

∑
τ=0

X T (vτ) + i−1

∑
τ=0

δ(vτ , vτ+1) ≤ Tvi , ∀vi ∈ ξ,

vi ≺ vj , ∀(vi, vj) ∈ Duser,
(1)

where Ω represents all possible routes in graph G,
δ(vi, vi+1) denotes the travel time between con-
secutive POIs, and X T (vi) represents the duration
spent at each POI. This multi-step multi-objective
optimization: O(i) maximizes task completion rate
by optimizing the coverage of desired POI types,
and O(ii) optimizes the trade-off between POI qual-
ity and route distance. We cumulatively optimize
positive attributes X+ (such as ratings and number
of reviews) of each POI visited along the route,
while minimizing the total distance traveled. The
weight vector a and the scalar weight b represent
the positive importance of POI attributes and the
route distance, respectively, which are dynamically
adjusted based on user preferences expressed in
natural language. The optimization is constrained
by user time limit Tuser, opening hours for each
POI Tvi , and task sequential dependencies Duser.

7869



3.4 MSGS Algorithm
Next, we present our proposed MSGS algorithm,
which focuses on reconstructing G to obtain the
optimal route ξ

∗. In real-world scenarios, G typi-
cally exhibits a fully connected topology, since hu-
mans can inherently travel between two locations.
However, this would lead to search failure, as stan-
dard search algorithms (e.g., Dijkstra) would likely
proceed directly to the destination, failing to main-
tain task completion rates. Therefore, we propose
a novel MSGS algorithm to perform multi-step
multi-objective optimization. To satisfy O(i) task
completion rate, we reorganize and reconstruct the
original graph G into multiple directed subgraphs,
then employ a search strategy (in our paper, the
Dijkstra algorithm) to obtain the optimal path. No-
tably, due to the joint effect of multiple constraints,
we traverse all combinations of Y and its subsets
to ensure constraint satisfaction. To address O(ii)
trade-off between POI quality and route distance
based on user preferences, we use LLM-as-Parser
to interpret the user language and derive the weight
vector a and the scalar weight b. The detailed im-
plementation of our LLMAP system is outlined in
Algorithm 2.

4 Experiments

We aim to address two key research questions in our
experiments: (RQ1) Does our LLMAP system out-
perform pure LLM solutions (i.e., LLM-as-Agent)
in route planning tasks? (RQ2) How effectively
can LLM-as-Parser extract accurate information
from human instructions?

4.1 Dataset Generation
Human Instruction. To evaluate the performance
of LLM-as-Agent and LLM-as-Parser, we con-
struct a synthetic dataset called Human Instructions
with Preferences for route Planning (HIPP). The
dataset comprises 1,000 evaluation samples, each
with heterogeneous settings. An example from the
HIPP dataset are provided in Appendix B.1. The
HIPP dataset generation process consists of three
main steps:

1. Synthetic Label: We randomly sample one to
five POI types from a predefined taxonomy com-
prising shopping malls, supermarkets, pharma-
cies, banks, and libraries, utilizing a discrete
uniform distribution. Temporal constraints are
incorporated with probability 0.3 by generating
stochastic time limits between 17:00 and 24:00,

sampled from a discrete uniform distribution.
Furthermore, task dependencies are established
with probability 0.3 between POI categories
via independent Bernoulli trials conducted for
each consecutive POI pair, thereby modeling se-
quential task relationships. The user preference
weights for the quality and distance of POI are
generated using a discrete uniform distribution
over the quantized interval {0, 0.1, 0.2, ..., 1.0},
with the constraint that their sum equals unity
to ensure proper normalization. POI operational
hours are derived from authentic real-world data
obtained through the Google Maps API.

2. Human Instruction (Synthetic Data): We
leverage GPT-4o (OpenAI, 2024) to generate
natural instructions based on these synthetic la-
bels through CoT prompting (Wei et al., 2022;
Kojima et al., 2022). These instructions are de-
signed to be natural and implicit, deliberately ex-
cluding explicit numerical preference weights.

3a. LLM-as-Agent: We employ LLMs to compre-
hend human instructions and process map data,
including POI geographical locations, ratings,
review counts, and other relevant attributes. To
address the token length limitations due to nu-
merous POIs, we sample 10 specific POIs for
each POI type as input to LLMs.

3b. LLM-as-Parser with MSGS: We implement
LLMs to interpret, identify, and estimate param-
eters from these human instructions, generating
estimations in the same JSON format as the syn-
thetic label for evaluation purposes.

Use Case Scenario. We utilize the Google Places
API 2 to retrieve detailed POI information, includ-
ing geographical locations, ratings, number of re-
views, opening hours, etc. Our evaluation scenario
simulates a common use case: a student traveling
from an airport to a university campus while com-
pleting intermediate tasks, such as shopping at a su-
permarket. To ensure generalizability, we conduct
experiments across 27 major cities in 14 countries.
Detailed information on the selected cities and their
information can be found in Appendix B.2.

4.2 Experimental Setup

Route Evaluation. For route planning, we con-
sider the seven evaluation metrics divided into two

2
https://developers.google.com/maps/

documentation/places/web-service/overview
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Method Model
Rating Number of Length Task Completion Constraint Violation (↓)

(↑) Review (↑) (km) (↓) Rate (%) (↑) Time Limit (hrs) Dependency (%) Opening Hours (%)

LLMAP w/o LLM-as-Parser 4.30 5936 29.78 96.69 0.00 0.00 0.00
LLMAP w/o MSGS 1.66 5674 42.45 17.29 0.00 41.23 1.50
SMT Solver (Hao et al., 2024) 1.22 158 34.36 13.90 0.28 2.51 11.10
SMT Solver v2 1.98 491 36.71 100.00 0.00 60.36 22.40

LLMAP Phi-3-mini 2.19 3459 29.58 48.44 0.00 0.00 0.00
LLMAP Phi-3-mini (CoT) 4.40 6910 29.90 96.65 0.00 0.00 0.00

LLM-as-Agent Phi-3.5-mini 3.85 1514 249.50 92.72 12.14 56.04 96.30
LLM-as-Agent Phi-3.5-mini (CoT) 3.85 1510 247.33 92.72 11.88 56.04 96.50
LLMAP Phi-3.5-mini 3.69 5471 29.73 81.60 0.00 0.00 0.00
LLMAP Phi-3.5-mini (CoT) 4.38 6616 29.59 96.47 0.00 0.00 0.00

LLM-as-Agent LLaMA-3.2-3B 4.01 2222 59.29 50.10 0.13 9.57 34.40
LLM-as-Agent LLaMA-3.2-3B (CoT) 4.05 2409 56.50 49.78 0.05 9.11 27.00
LLMAP LLaMA-3.2-3B 4.00 5860 30.21 91.53 0.09 0.00 0.00
LLMAP LLaMA-3.2-3B (CoT) 4.06 6788 30.57 88.48 0.14 0.00 0.00

LLM-as-Agent LLaMA-3.1-8B 3.98 2988 72.98 54.92 0.53 7.29 58.90
LLM-as-Agent LLaMA-3.1-8B (CoT) 3.89 2878 66.85 51.16 0.40 3.19 46.00
LLMAP LLaMA-3.1-8B 3.87 5592 30.32 90.00 0.12 0.00 0.00
LLMAP LLaMA-3.1-8B (CoT) 4.07 6449 30.46 90.24 0.26 0.00 0.00

LLM-as-Agent Mistral-7B 4.09 3313 53.67 46.46 0.01 3.42 19.90
LLM-as-Agent Mistral-7B (CoT) 4.12 3623 53.60 46.78 0.00 3.64 21.00
LLMAP Mistral-7B 4.16 5819 29.85 94.58 0.14 0.00 0.00
LLMAP Mistral-7B (CoT) 4.30 6071 29.56 96.44 0.00 0.00 0.00

LLM-as-Agent Gemma-2-2B 3.78 1529 59.45 34.62 0.05 6.83 27.80
LLM-as-Agent Gemma-2-2B (CoT) 3.77 1543 57.54 33.62 0.04 5.69 23.70
LLMAP Gemma-2-2B 4.40 6909 30.34 96.03 0.00 0.00 0.00
LLMAP Gemma-2-2B (CoT) 4.36 6552 29.68 95.46 0.00 0.00 0.00

LLM-as-Agent Gemma-2-9B 4.09 3585 53.89 53.34 0.00 2.05 21.80
LLM-as-Agent Gemma-2-9B (CoT) 4.10 3506 54.15 53.60 0.00 1.59 20.80
LLMAP Gemma-2-9B 4.05 5077 29.53 93.76 0.25 0.00 0.00
LLMAP Gemma-2-9B (CoT) 3.95 4823 29.52 93.91 0.33 0.00 0.00

LLMAP GPT-3.5 4.23 6957 30.20 92.48 0.30 0.00 0.00
LLMAP GPT-3.5 (CoT) 4.20 6660 30.16 91.81 0.34 0.00 0.00

LLMAP GPT-4o-mini 4.24 6249 29.68 94.03 0.25 0.00 0.00
LLMAP GPT-4o-mini (CoT) 4.24 6172 29.68 94.03 0.30 0.00 0.00
LLMAP GPT-4o 4.26 5720 29.70 96.02 0.00 0.00 0.00
LLMAP GPT-4o (CoT) 4.28 5530 29.73 96.44 0.00 0.00 0.00

LLMAP OpenAI o1-mini 4.07 5372 29.69 93.78 0.31 0.00 0.00
LLMAP OpenAI o1-mini (CoT) 4.09 5348 29.60 93.69 0.32 0.00 0.00
LLMAP OpenAI o1 4.12 5193 29.54 93.53 0.34 0.00 0.00
LLMAP OpenAI o1 (CoT) 4.11 5161 29.48 93.49 0.34 0.00 0.00

Table 1: Main results for route planning evaluation across different methods. Results use a color scheme where blue
indicates superior and red indicates inferior performance, with detailed color threshold specifications in Appendix
A.3. We observe that the proposed LLMAP approach offers a significant compared to the LLM-as-Agent baseline
across various metrics under different model settings.

categories: soft metrics and hard constraints. Soft
metrics include rating, number of reviews, path
length, and task completion rate. Hard constraints
consist of user time limit, task dependency require-
ments, and opening hours compliance. The hard
constraints represent mandatory requirements that
all valid routes must satisfy, while soft metrics re-
flect varying degrees of route quality.

LLM-as-Parser Evaluation. We evaluate the per-
formance of different LLMs and CoT prompting
using four metrics. For POI type identification and
ask dependency detection, we employ the F1 score,
as they effectively distinguish between missing and
superfluous elements. For user time limit extrac-
tion we use accuracy, while for user preference
estimation we use similarity. Details are provided

in Appendix A.3. All four metrics follow a higher-
is-better principle, enabling us to compute average
scores across metrics.

Implementation. In our experiments, we evalu-
ate various LLMs with their corresponding CoT
prompting approaches, including Phi-3-mini (Ab-
din et al., 2024), Phi-3.5-mini (Abdin et al., 2024),
LLaMA-3.2-3B (Dubey et al., 2024), LLaMA-
3.1-8B (Dubey et al., 2024), Mistral-7B-v0.3
(Jiang et al., 2023), Gemma-2-2b (Gemma Team
et al., 2024), Gemma-2-9b (Gemma Team et al.,
2024), GPT-3.5-turbo (OpenAI, 2023), GPT-4o-
mini (OpenAI, 2024), GPT-4o (OpenAI, 2024),
OpenAI o1-mini (OpenAI, 2024), and OpenAI o1
(OpenAI, 2024). All experiments are conducted on
an NVIDIA A100 GPU with 40 GB of memory.
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SOTA Baselines. While numerous prompting tech-
niques have been proposed to enhance LLMs’ rea-
soning capabilities, such as CoT (Kojima et al.,
2022), ToT (Yao et al., 2023), GoT (Besta et al.,
2024), ReAct (Yao et al., 2022), and Reflexion
(Shinn et al., 2024), we primarily focus on com-
paring CoT with our base implementation. This
choice is made as our paper focuses on compar-
ing two fundamental paradigms (LLM-as-Agent
vs. LLM-as-Parser) rather than evaluating various
prompting techniques. Additionally, we observe
that the limitations of LLM-as-Agent approach are
primarily due to the practical constraints of han-
dling extensive POI information, resulting in in-
creased memory usage and inference time, rather
than solely from insufficient reasoning capabilities.
Most existing approaches (Xie et al., 2024; Singh
et al., 2024) adopt the LLM-as-Agent paradigm,
which directly employs LLMs for route planning,
hence we do not include specific annotations. We
also consider an SMT solver-based method for eval-
uation (Hao et al., 2024). For simplicity, we utilize
synthetic labels and implement the SMT solver to
handle three constraints: time limit, dependency,
and opening hours. Given that SMT solvers are
not designed for multi-step multi-objective opti-
mization, we extend the approach to SMT solver
v2, which incorporates task completion rate as an
additional constraint to evaluate the solver’s perfor-
mance in our research scenario.

4.3 Main Results

Comparison with LLM-as-Agent. Table 1
presents a comparative analysis between our
LLMAP system and LLM-as-Agent approach,
demonstrating that LLMAP (LLM-as-Parser +
MSGS) consistently outperforms LLM-as-Agent
across all metrics. We observe two distinct types of
errors in LLM-as-Agent implementations. In the
first case, certain LLMs (e.g., Phi-3.5-mini, Phi-
3.5-mini (CoT)) fail to perform reasonable route
planning, indiscriminately including POIs regard-
less of their feasibility. While this case appears
to achieve high task completion rates, it signifi-
cantly exceeds time limits and disregards depen-
dency constraints. In the second case, while other
LLMs demonstrate the ability to selectively incor-
porate POIs into routes, they struggle to effectively
maximize task completion rates while satisfying
multiple constraints. Although these LLMs show
potential to maximize ratings and the number of
reviews, they exhibit limitations in geographical

LLM
POI Time Lt. Dep. Preference

F1 (%) Acc. (%) F1 (%) Sim. (%)

Phi-3-mini 51.20 37.42 26.80 78.58
Phi-3-mini (CoT) 100.00 90.32 99.36 81.53
Phi-3.5-mini 85.70 73.87 74.91 77.81
Phi-3.5-mini (CoT) 100.00 97.74 99.74 76.82
LLaMA-3.2-3B 98.27 79.35 95.29 82.08
LLaMA-3.2-3B (CoT) 96.49 84.52 87.17 80.19
LLaMA-3.1-8B 94.50 86.13 91.48 78.58
LLaMA-3.1-8B (CoT) 96.60 88.71 93.89 82.68
Mistral-7B 99.28 95.48 97.58 82.81
Mistral-7B (CoT) 99.98 99.68 99.22 80.89
Gemma-2-2B 99.90 89.03 98.16 81.54
Gemma-2-2B (CoT) 99.47 93.23 97.76 81.69
Gemma-2-9B 99.92 92.90 99.60 87.91
Gemma-2-9B (CoT) 99.96 90.65 99.48 84.93
GPT-3.5 100.00 86.13 99.46 77.99
GPT-3.5 (CoT) 100.00 85.81 99.53 77.57
GPT-4o-mini 99.80 90.65 99.74 86.14
GPT-4o-mini (CoT) 100.00 90.65 99.74 86.52
GPT-4o 99.90 98.06 99.78 89.35
GPT-4o (CoT) 100.00 99.03 99.74 89.74
OpenAI o1-mini 99.97 91.29 99.66 88.39
OpenAI o1-mini (CoT) 99.87 90.97 99.70 88.16
OpenAI o1 99.90 90.32 99.74 90.33
OpenAI o1 (CoT) 100.00 90.32 99.81 90.76

Table 2: Evaluation of various LLM-as-Parser models,
with blue highlighting the highest average score.

distance reasoning. LLMAP prioritizes task com-
pletion rate and constraint satisfaction, achieving
superior performance in these objectives.
Comparison with SOTA Baselines. In our sce-
nario, both the LLM-as-Agent solution and the
SMT solver approach (Hao et al., 2024) demon-
strate significant limitations in generating reason-
able routes. The SMT solver’s limitations stem not
only from its focus on constraints while neglect-
ing the trade-offs between human objectives but
also from the substantial complexity and volume
of these constraints. The SMT solver tends to gen-
erate direct routes from start to end point while
bypassing POIs, effectively avoiding constraint vi-
olations. However, such solutions clearly fail to
meet user expectations. To address this limitation,
SMT solver v2 incorporates task completion rate
as an additional constraint. However, due to con-
flicting constraints, while SMT solver v2 satisfies
task completion rate and time limit requirements,
it inevitably violates dependency constraints to ac-
commodate the former two.
Impact of CoT Prompting. We observe that CoT
prompting provides limited benefits for the LLM-
as-Agent approach while substantially enhancing
LLM-as-Parser performance. This disparity arises
because CoT fundamentally aims to help LLMs
emulate human step-by-step reasoning processes.
However, when applied to LLM-as-Agent scenar-
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Figure 3: Impact of LLM-as-Parser on user preference weight estimation. The gray dashed line represents the ideal
scenario where estimations perfectly match the synthetic labels.

ios, neither CoT-enhanced LLMs nor humans can
effectively process hundreds of POIs (in our ex-
periments, limited to 10 POIs per type to reduce
input length) along with their associated informa-
tion and required computations, such as distance
calculations and multi-objective trade-offs. In con-
trast, for LLMAP, CoT prompting effectively facili-
tates LLMs in emulating human reasoning patterns,
leading to a more accurate interpretation of user
instructions, particularly for Phi-3-mini and Phi-
3.5-mini models. We provide a detailed analysis of
CoT performance improvements for these models
in Section 4.4.

4.4 LLM-as-Parser Evaluation

Impact of Estimation Accuracy. Table 2 further
demonstrates the reliability of LLM-as-Parser. We
evaluate the F1 score and accuracy using synthetic
samples against LLM estimations to assess their
capability in extracting POIs, routes, and prefer-
ence information from natural language instruc-
tions. Our results show that LLMs excel at identi-
fying POIs, time limits, and dependencies, as these
elements primarily rely on lexical cues and logi-
cal structures that can be directly parsed from the
instructions. However, the accuracy in estimat-
ing preference weights is comparatively lower, as
LLMs must infer numerical values from textual
descriptions. Natural language rarely conveys pre-
cise numerical information, for example, when a
user states “I am in a hurry,” the inferred distance
weight could range from 0.7 to 0.9.
Impact of Language-to-Numerical Preference.
As illustrated in Figure 3, the distribution of esti-
mates follows similar patterns for both low user
preferences (weights ranging from 0 to 0.3) and

high user preferences (weights ranging from 0.7
to 1.0). Specifically, LLM estimations remain
consistent regardless of the precise synthetic la-
bel values within these ranges. This pattern per-
sists across different LLMs and remains consis-
tent with or without CoT prompting. For balanced
user preferences (weights ranging from 0.4 to 0.6),
LLM estimates cluster around 0.5. While some
models demonstrate more robust estimation capa-
bilities (e.g., Gemma-2-9B, GPT-4o, OpenAI o1-
mini, OpenAI o1) with shorter distribution tails,
all LLMs exhibit a stepped distribution rather than
the ideal linear trend (indicated by the gray dashed
line). This reveals LLM ability to approximately
classify user preferences, or more broadly, sen-
timents, from natural language, while struggling
with fine-grained numerical outputs. This suggests
that further fine-tuning might be necessary to better
capture individual linguistic nuances. A sample
and further analysis are provided in Appendix B.1.

Impact of CoT on Parsing. While CoT prompting
significantly improves the performance of LLM-as-
Parser for certain models (e.g., Phi-3-mini and Phi-
3.5-mini), it adversely affects others (e.g., Gemma-
2-2B (CoT)). The improvements in the former case
can be attributed to the prevention of format errors
that often result in default parameter usage with-
out CoT prompting. However, in the latter case,
CoT prompting leads to an overestimation of POI
correlations. For example, given the instruction “I
want to go to the supermarket and the library to-
day,” there is no explicit dependency (visiting the
supermarket before the library is not mandatory).
Nevertheless, the sequential ordering in the sen-
tence (“supermarket” before “library”) causes the
model to overestimate their interdependence.
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(a) Typographical Error (b) Grammar Error (c) Non-Existent POI

(d) Vague Instruction (e) Ambiguity (f) Misinterpretation

Figure 4: Demonstration of errors and conversational correction strategies. The interface facilitates interaction
between real users and the LLM while maintaining contextual information to support conversational functionality.

4.5 User-to-LLM Conversational Correction

We present user interaction scenarios in Figure 4,
demonstrating user engagement with the LLMAP
system to identify and rectify computational rea-
soning errors through a graphical user interface im-
plemented via the PyQt5 framework. Beyond the
linguistic errors in Figures 4(a), 4(b), and 4(c), we
present three representative LLM reasoning errors
and corrective strategies. Figure 4(d) displays a
user’s vague instruction that fails to explicitly spec-
ify the exact time of the deadline, consequently
hindering the LLM’s ability to infer the time limit
constraint. Figure 4(e) illustrates a case of am-
biguous user instruction, where “quickly” modifies
the action “find” rather than indicating that the
route itself should be fast, resulting in a misinter-
pretation of user preference. In Figure 4(f), the
LLM misconstrues the user’s intention of “find a
place”, where the phrase does not refer to a “place
to have lunch” as a POI, but rather represents one
purpose for visiting the shopping mall. These sce-
narios demonstrate that conversational correction
effectively addresses LLM comprehension errors
through iterative user dialogue.

4.6 Further Analysis

We provide detailed analyses in Appendix C, in-
cluding the time complexity analysis of MSGS, em-
pirical runtime comparisons, ablation study, trans-
portation modes, departure days and times, the im-
pact of geographic variations, and the integration
of essential waypoints.

5 Conclusion

In this paper, we present a novel LLMAP system
that integrates LLM-as-Parser with the MSGS al-
gorithm to facilitate multi-objective route planning.
Our system decomposes the complex task into two
components: using LLMs to understand and extract
information from human instructions, and employ-
ing MSGS to generate optimal routes that satisfy
both constraints and user preferences. Through ex-
tensive experiments across 27 major cities in 14
countries, we demonstrate that our approach out-
performs LLM-as-Agent solutions across multiple
metrics. A future direction is to integrate richer
information sources, such as user text reviews, as
supplementary input to LLMs to enhance prefer-
ence matching.
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Limitations

The primary limitation of our proposed method lies
in the computational overhead of the MSGS algo-
rithm when handling a large number of POI types,
as it requires permutation of POI type sets to find
the optimal solution. Human instructions typically
do not encompass an extensive list of POI types,
as users rarely express intentions to visit dozens of
locations such as hospitals, supermarkets, banks,
bookstores, museums, and theaters in a single re-
quest. Nevertheless, the time complexity of the
MSGS algorithm does increase significantly with
the number of POI types.
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Robert E Tarjan, and Jakub Tetĕk. 2024. Universal
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A Details of Experimental Setup

A.1 Default Settings

LLMs exhibit potential reasoning errors, partic-
ularly in output formatting, which may precipi-
tate system failures such as improper JSON format
generation or missing dictionary keys that trigger
subsequent errors. We therefore establish default
formatting protocols to rectify any LLM output
anomalies. Figure 5 illustrates this phenomenon
wherein Phi-3-mini fails to execute parsing be-
havior in accordance with user instructions dur-
ing inference, instead generating hallucinated out-
puts containing inappropriate keys and semanti-
cally vacuous information. Under these circum-
stances, we implement error correction through de-
fault parametrization to ensure successful system
execution.

Original Output (Erroneous):
{

"pois": ["poi1", "poi2", ...],
"time_constraint": "HH:00",
"dependencies": [["poi1", "poi2

"], ...],
"rating_weight": float,
"route_weight": float,
"weather_constraint": "

weather_condition",
"special_events": ["event1", "

event2", ...],
"traffic_condition": "light/

moderate/heavy",
"vehicle_type": "car/bike/

public_transport"
}

Error Correction (Default Setting):
{

"pois": [],
"time_limit": "None",
"dependencies": [],
"quality_weight": 0.5,
"distance_weight": 0.5

}

Figure 5: An example of Phi-3-mini generating erro-
neous output. The model fails to adhere to expected
schema, producing irrelevant keys and placeholders in-
stead of proper values.

A.2 Time Parameters Setup

We configure the default route departure time as
Monday 10:00 AM in all experiments. The visit
duration parameters are systematically assigned for

different POI categories: 120 minutes for shopping
malls, 30 minutes for supermarkets, 15 minutes for
pharmacies, 20 minutes for banks, and 60 minutes
for libraries. These duration values are incorpo-
rated into the total time calculation whenever the
corresponding POIs are included in the generated
routes.
This experimental configuration is designed to be
flexible and extensible for parameter adjustment,
serving primarily as a mechanism to evaluate route
feasibility with respect to user time limits and POI
operating hours. In practical applications, the sys-
tem can be extended to incorporate real-time data
by leveraging smartphone timestamps and geoloca-
tion services. Furthermore, the visit duration esti-
mates can be refined by integrating Google Maps’
real-time occupancy data for more accurate predic-
tions based on venue congestion levels.

A.3 Evaluation Metrics

Evaluation Metrics Formulation. We evaluate
the performance of our LLM-as-Parser approach
across multiple dimensions: POI type identifica-
tion, user time limit extraction, task dependency
detection, and user preference weight estimation.
For the set-based evaluations, we compute the F1
score by comparing the predictions against ground
truth labels. Formally, for each instance i, we de-
note the ground truth set as yi and the predicted
set as ŷi. The precision, recall, and F1 score are
defined as:

Precision =
1

N

N

∑
i=1

∣ŷi ∩ yi∣∣ŷi∣ ,

Recall =
1

N

N

∑
i=1

∣ŷi ∩ yi∣∣yi∣ ,

F1 =
2 × Precision × Recall

Precision + Recall ,

(2)

where N denotes the number of samples. Further-
more, to assess the capability of our LLM-as-Parser
in extracting user time limits and user preference
weights, we employ two different evaluation met-
rics. For user time limit extraction, we define an ac-
curacy metric. In this context, only two outcomes
are possible: either the label and the estimated
value are identical, yielding a score of 1, or they
differ, yielding a score of 0. For each instance i,
let yi denote the ground truth value and ŷi the es-
timated value. This is formalized via the indicator
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function:

Accuracy =
1

N

N

∑
i=1

I{yi = ŷi},
I{yi = ŷi} = {1, if yi = ŷi,

0, otherwise.

(3)

For user preference weights, we define a similar-
ity metric to measure how close the estimated
weight distribution is to the ground truth. Let
wi = (w1

i , w
2
i , . . . , w

d
i ) denote the ground truth

weight vector for instance i, and ŵi the estimated
weight vector. The similarity is defined as:

Similarity =
1

N

N

∑
i=1

⎛⎜⎝1 − 1

d

d

∑
j=1

»»»»»wj
i − ŵ

j
i
»»»»»⎞⎟⎠ , (4)

where d is the number of weight components, in-
dexed by j (e.g., rating weight and route weight).
This metric yields a value in [0, 1], with 1 indicat-
ing identical distributions and 0 indicating maximal
difference.
Table 3 Visualization. To facilitate better compari-
son of different methods across multiple objectives,
we establish distinct thresholds for each metric as
shown in Table 3, enhancing the visualization of
results in Table 1. These thresholds are determined
based on empirical observations and result distri-
bution, though they can be adjusted according to
user requirements in different scenarios. For rat-
ings, task completion rate, and user time limit, we
implement multiple threshold levels to enable more
nuanced distinctions. In contrast, we employ binary
color coding for number of reviews, route length,
dependency, and opening hours metrics. Through
this color-coded visualization scheme, we aim to
identify methods that satisfy all thresholds, indi-
cated by blue coloring across all metrics.

Table 3: Color threshold settings used in Table 1. This
color-coding scheme is purely for visualization purposes
and does not affect any numerical results.

Rating (↑)
≥ 4

3.5 to 4
3 to 3.5
≤ 3

Number of Review (↑)
≥ 1000
≤ 1000

Task Completion
Rate (↑)
≥ 90%

80% to 90%
70% to 80%

≤ 70%

Route Length (↓)
≤ 30 km
≥ 30 km

Time Limit (↓)
≤ 0 hour

0 to 1/3 hours
1/3 to 1 hour
≥ 1 hour

Dependency (↓)
≤ 0%
≥ 0%

Opening Hours (↓)
≤ 0%
≥ 0%

B Details of Dataset

B.1 HIPP Dataset
The HIPP dataset comprises 1,000 evaluation sam-
ples, each containing a unique synthetic label, hu-
man instruction, and 24 LLM-as-Parser estimations.
Figure 6 illustrates a representative example from
the dataset. Our analysis reveals that most LLMs
successfully perform their basic functions (i.e., ex-
tracting POI types and constraints), with the excep-
tion of Phi-3-mini and Phi-3.5-mini. These excep-
tions stem from their inability to generate informa-
tion in the correct format (i.e., JSON format). To
ensure that route planning does not fail, we imple-
ment default fallback settings for these models, as
demonstrated in Figure 6. Under these fallback set-
tings, the route is simplified to direct travel between
the origin and destination without any intermediate
POI visits. We observe that CoT prompting en-
hances the ability of Phi-3-mini and Phi-3.5-mini to
output correctly formatted responses. While most
models accurately extract POI types, user time lim-
its, and dependency constraints, they exhibit un-
certainty in identifying user preference weights, as
illustrated in Figure 3.
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Synthetic Label:
{

"pois": ["bank", "library", "supermarket", "shopping mall"],
"time_limit": "19:00",
"dependencies": [["bank", "library"], ["library", "supermarket"]],
"quality_weight": 0.9,
"distance_weight": 0.1

}

Human Instruction (Synthetic Data):
Today, let’s plan to visit the bank, library, supermarket, and shopping mall. Please be home by
19:00. Prioritize visiting POIs with high ratings as they are more important today. Start at the bank
before heading to the library, and continue to the supermarket right after the library.

LLM-as-Parser (Estimation):
"Phi-3-mini":
{

"pois": [],
"time_limit": "None",
"dependencies": [],
"quality_weight": 0.5,
"distance_weight": 0.5

}

"Phi-3.5-mini":
{

"pois": [],
"time_limit": "None",
"dependencies": [],
"quality_weight": 0.5,
"distance_weight": 0.5

}

"LLaMA-3.2-3B":
{

"pois": ["bank", "library", "supermarket", "shopping mall"],
"time_limit": "19:00",
"dependencies": [["bank", "library"], ["library", "supermarket"]],
"quality_weight": 0.7,
"distance_weight": 0.3

}

"LLaMA-3.1-8B":
{

"pois": ["bank", "library", "supermarket", "shopping mall"],
"time_limit": "19:00",
"dependencies": [["bank", "library"], ["library", "supermarket"]],
"quality_weight": 0.7,
"distance_weight": 0.3

}

"Mistral-7B-v0.3":
{

"pois": ["bank", "library", "supermarket", "shopping mall"],
"time_limit": "19:00",
"dependencies": [["bank", "library"], ["library", "supermarket"]],
"quality_weight": 0.7,
"distance_weight": 0.3

}
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"Gemma-2-2B":
{

"pois": ["bank", "library", "supermarket", "shopping mall"],
"time_limit": "19:00",
"dependencies": [["bank", "library"], ["library", "supermarket"]],
"quality_weight": 0.8,
"distance_weight": 0.2

}

"Gemma-2-9B":
{

"pois": ["bank", "library", "supermarket", "shopping mall"],
"time_limit": "19:00",
"dependencies": [["bank", "library"], ["library", "supermarket"]],
"quality_weight": 0.8,
"distance_weight": 0.2

}

"GPT-3.5":
{

"pois": ["bank", "library", "supermarket", "shopping mall"],
"time_limit": "19:00",
"dependencies": [["bank", "library"], ["library", "supermarket"]],
"quality_weight": 0.7,
"distance_weight": 0.3

}

"GPT-4o-mini":
{

"pois": ["bank", "library", "supermarket", "shopping mall"],
"time_limit": "19:00",
"dependencies": [["bank", "library"], ["library", "supermarket"]],
"quality_weight": 0.75,
"distance_weight": 0.25

}

"GPT-4o":
{

"pois": ["bank", "library", "supermarket", "shopping mall"],
"time_limit": "19:00",
"dependencies": [["bank", "library"], ["library", "supermarket"]],
"quality_weight": 0.7,
"distance_weight": 0.3

}

"OpenAI o1-mini":
{

"pois": ["bank", "library", "supermarket", "shopping mall"],
"time_limit": "19:00",
"dependencies": [["bank", "library"], ["library", "supermarket"]],
"quality_weight": 0.7,
"distance_weight": 0.3

}

"OpenAI o1":
{

"pois": ["bank", "library", "supermarket", "shopping mall"],
"time_limit": "19:00",
"dependencies": [["bank", "library"], ["library", "supermarket"]],
"quality_weight": 0.7,
"distance_weight": 0.3

}
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"Phi-3-mini (CoT)":
{

"pois": ["bank", "library", "supermarket", "shopping mall"],
"time_limit": "19:00",
"dependencies": [["bank", "library"], ["library", "supermarket"]],
"quality_weight": 0.7,
"distance_weight": 0.3

}

"Phi-3.5-mini (CoT)":
{

"pois": ["bank", "library", "supermarket", "shopping mall"],
"time_limit": "19:00",
"dependencies": [["bank", "library"], ["library", "supermarket"]],
"quality_weight": 0.5,
"distance_weight": 0.5

}

"LLaMA-3.2-3B (CoT)":
{

"pois": ["bank", "library", "supermarket", "shopping mall"],
"time_limit": "19:00",
"dependencies": [["bank", "library"], ["library", "supermarket"]],
"quality_weight": 1.0,
"distance_weight": 1.0

}

"LLaMA-3.1-8B (CoT)":
{

"pois": ["bank", "library", "supermarket", "shopping mall"],
"time_limit": "19:00",
"dependencies": [["bank", "library"], ["library", "supermarket"]],
"quality_weight": 1.0,
"distance_weight": 0.0

}

"Mistral-7B-v0.3 (CoT)":
{

"pois": ["bank", "library", "supermarket", "shopping mall"],
"time_limit": "19:00",
"dependencies": [["bank", "library"], ["library", "supermarket"]],
"quality_weight": 0.7,
"distance_weight": 0.3

}

"Gemma-2-2B (CoT)":
{

"pois": ["bank", "library", "supermarket", "shopping mall"],
"time_limit": "19:00",
"dependencies": [["bank", "library"], ["library", "supermarket"]],
"quality_weight": 0.7,
"distance_weight": 0.3

}

"Gemma-2-9B (CoT)":
{

"pois": ["bank", "library", "supermarket", "shopping mall"],
"time_limit": "19:00",
"dependencies": [["bank", "library"], ["library", "supermarket"]],
"quality_weight": 0.7,
"distance_weight": 0.3

}
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"GPT-3.5 (CoT)":
{

"pois": ["bank", "library", "supermarket", "shopping mall"],
"time_limit": "19:00",
"dependencies": [["bank", "library"], ["library", "supermarket"]],
"quality_weight": 0.7,
"distance_weight": 0.3

}

"GPT-4o (CoT)":
{

"pois": ["bank", "library", "supermarket", "shopping mall"],
"time_limit": "19:00",
"dependencies": [["bank", "library"], ["library", "supermarket"]],
"quality_weight": 0.7,
"distance_weight": 0.3

}

"GPT-4o-mini (CoT)":
{

"pois": ["bank", "library", "supermarket", "shopping mall"],
"time_limit": "19:00",
"dependencies": [["bank", "library"], ["library", "supermarket"]],
"quality_weight": 0.7,
"distance_weight": 0.3

}

"OpenAI o1-mini (CoT)":
{

"pois": ["bank", "library", "supermarket", "shopping mall"],
"time_limit": "19:00",
"dependencies": [["bank", "library"], ["library", "supermarket"]],
"quality_weight": 0.7,
"distance_weight": 0.3

}

"OpenAI o1 (CoT)":
{

"pois": ["bank", "library", "supermarket", "shopping mall"],
"time_limit": "19:00",
"dependencies": [["bank", "library"], ["library", "supermarket"]],
"quality_weight": 0.7,
"distance_weight": 0.3

}

Figure 6: A representative example illustrating the relationship between synthetic labels, human instructions, and
LLM-as-Parser estimations.

7883



B.2 Map Service and Scenario Setting

Map Service. For POI data acquisition, we utilize
the Google Places API to retrieve place (i.e., POI)
information. The API accepts coordinates as in-
put and returns comprehensive POI data within a
specified search radius for given place types (i.e.,
POI types). The returned information includes POI
IDs, names, ratings, numbers of ratings, geograph-
ical coordinates, etc. We set the end point as the
search center with a radius of 5000 meters. Since
the Google Places API limits each query (referred
to as a "page") to 20 POI entries, we iterate through
all available pages to collect complete POI infor-
mation for the specified area. Notably, our system
is not limited to any specific map service API, it
can be readily adapted to work with various map-
ping services (e.g., aviation maps, hiking maps) to
support diverse route planning tasks.
Incomplete POI Data. The real-world data used in
this paper, sourced from Google Places API, while
not producing formatically inaccurate data (e.g.,
ratings outside the 1-5 range) and typically possess-
ing geographical location data, presents instances
of incomplete information, particularly in regions
where Google Maps experiences lower popularity.
Consequently, we implement default configuration
settings to mitigate system operational failures at-
tributable to incomplete data. Specifically, we con-
figure any incomplete data as follows: ratings as
1.0 (i.e., the minimum value), number of reviews as
1 (i.e., the minimum value), and opening hours as
standard business hours (9:00 AM to 5:00 PM). An
extreme case occurs when all POIs within a region
lack any data, resulting in route planning that relies
entirely on distance without considering other user
preferences. These configurations aim to minimize
potential risks in route planning, and researchers
can readily modify these default settings based on
empirical data.
Use Case Scenario. To demonstrate our LLMAP
system’s location-independent applicability and
global generalizability, we conduct extensive test-
ing across 27 major cities in 14 countries world-
wide, as shown in Table 4. We focus on a common
use scenario: students returning to university from
airports with intermediate POI stops for various
activities. This scenario serves as a representative
example that can be readily extended to other situa-
tions, such as airport-to-hotel transfers, commutes
from office to home, or travel between home and
school. Furthermore, our proposed algorithm can

be effectively deployed in scenarios where the start
and end points share the same location, such as
round trips from home to grocery stores. Such
cases are handled by treating identical locations as
distinct nodes with the same coordinates.
Extended Transportation Scenarios. Our sys-
tem’s versatility extends beyond specific transporta-
tion modes, encompassing various mobility sce-
narios including walking (e.g., city walk, hiking
trails), public transit (e.g., urban transit systems,
aviation networks), and logistics delivery. A key
advantage of our approach is its training-free na-
ture, requiring only parameter adjustments to adapt
to different use cases. For example, consider travel
planning where users need to coordinate flights
between multiple destination cities. In this con-
text, the system can optimize multiple objectives
such as minimizing flight duration and costs while
maximizing flight quality (e.g., avoiding budget
airlines), subject to constraints including total trip
duration, city visit sequence, and flight availability.
Given access to flight service data, our LLMAP
system and MSGS algorithm can reliably generate
optimal routes while satisfying all specified con-
straints.
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C Further Analysis

C.1 Time Complexity Analysis

Following Algorithm 2, we analyze the time com-
plexity of our MSGS algorithm in detail. Let k =∣Y∣ represent the number of node types, with each
node type containing the average m = ∣V∣∣Y∣ nodes.
First, enumerating all possible node type orders in-
troduces up to k! permutations. In addition, explor-
ing subsets of these k node types involves up to 2

k

subsets, each potentially requiring (k−r)! permuta-
tions for further exploration. This results in an over-
all exponential complexity driven by k. Second,
for each node type order, the graph construction
has a polynomial time complexity O(km2), while
the Dijkstra search operates with a complexity of
O ((km)2 log(km)). Since (km)2 log(km) dom-

inates km2, the worst-case complexity can be sim-
plified to O (2k ⋅ k! ⋅ (km)2 log(km)).

Considering the early stop mechanism (Al-
gorithm 2, Line 10), the algorithm progres-
sively explores combinations from k node types
to 1 node type until finding a valid solu-
tion. The best-case time complexity be-
comes O (k! ⋅ (km)2 log(km)) when a valid
route containing all POI types is found imme-
diately. The worst-case time complexity re-
mains O (2k ⋅ k! ⋅ (km)2 log(km)) if the algo-
rithm needs to explore all possible combinations.
In our routing scenario, the best case occurs when
the planned route satisfies all constraints while in-
cluding all POI types, while the worst case hap-
pens when including any POI type violates the
constraints. According to Table 1, more than
95% of the cases successfully include all requested
POI types, indicating that our algorithm typically
achieves near best-case performance in practice.

C.2 Runtime Analysis

Beyond the theoretical time complexity analysis,
our empirical runtime measurements in Table 5
demonstrate that the LLMAP system significantly
outperforms baseline approaches in computational
efficiency. In contrast to LLM-as-Agent, our
method utilizes LLMs solely for parsing human
instructions, effectively limiting input length and
reducing execution time. Although the computa-
tional cost of LLM-as-Agent scales linearly with
the number of POIs, our approach remains indepen-
dent of POI counts. Solver-based methods struggle
with our optimization problem due to its multi-step,

Method Parsing Planning Total
Time (s) Time (s) Time (s)

LLM-as-Agent - 18.89 18.89
SMT Solver 1.49 9.32 10.81
SMT Solver v2 1.49 28.38 29.87
Ours 1.49 0.29 1.78

Table 5: Runtime analysis of LLMAP and baseline ap-
proaches on LLaMA-3.2-3B (CoT). Parsing time refers
to the runtime of LLM-as-Parser, while planning time
denotes the runtime of our MSGS algorithm or SMT
solver execution.

multi-objective, and multi-constraint nature, partic-
ularly given the conflicting objectives. To address
these challenges, LLMAP employs a modular ap-
proach where different components serve distinct
purposes: LLMs parse human instructions, while
MSGS constructs subgraphs incrementally to sat-
isfy multiple constraints and objectives. Moreover,
we optimize the time complexity of MSGS through
several key tricks, including early dependency con-
straint checking, omitting edges between nodes of
the same type, and early stop criteria.

C.3 Ablation Study

We present an ablation study in Table 1 to evaluate
the performance impact of removing two key com-
ponents from our LLMAP system: LLM-as-Parser
and MSGS. For the former, we replace LLM-as-
Parser outputs with synthetic labels, while for the
latter, we directly apply the Dijkstra algorithm on
the complete graph without considering the multi-
step subgraph construction process. The synthetic
labels can be viewed as an approximate ideal pars-
ing scenario, though they do not represent a perfor-
mance upper bound since user preference weights
influence route evaluation metrics. We observe
that LLMAP achieves comparable performance to
this ideal scenario across multiple LLMs, as high-
lighted in Table 1 (e.g., GPT-4o, Phi-3-mini (CoT),
Phi-3.5-mini (CoT), Mistral-7B (CoT), Gemma-
2-2B (CoT), and GPT-4o (CoT)), validating the
effectiveness of our LLM-as-Parser approach.

Regarding the w/o MSGS ablation, this variant
fails to generate meaningful routes, instead pro-
ducing direct paths from the start point to the end
point. This occurs because applying the Dijkstra
algorithm directly on the graph focuses solely on
minimizing weighted distances (based on ratings,
number of reviews, and length) without maximiz-
ing task completion rates or considering constraints.
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Average Speed Rating Number of Length Task Completion Constraint Violation (↓)
(km/h) (↑) Review (↑) (km) (↓) Rate (%) (↑) Time Limit (hrs) Dependency (%) Opening Hours (%)

5 (walking) 3.29 5178 28.97 61.11 0.00 0.00 0.00
10 (bicycle) 4.06 5653 29.54 88.09 0.00 0.00 0.00
20 (bus) 4.28 5676 29.72 95.83 0.00 0.00 0.00
30 (car) 4.28 5530 29.73 96.44 0.00 0.00 0.00
40 4.26 5133 29.71 95.99 0.00 0.00 0.00
50 (UAV) 4.25 5072 29.71 95.81 0.00 0.00 0.00
60 4.25 5052 29.69 95.77 0.00 0.00 0.00

Table 6: Impact of different transportation modes.

Departure Day
Rating Number of Length Task Completion Constraint Violation (↓)

(↑) Review (↑) (km) (↓) Rate (%) (↑) Time Limit (hrs) Dependency (%) Opening Hours (%)

Monday 4.28 5530 29.73 96.44 0.00 0.00 0.00
Tuesday 4.28 4719 29.72 96.51 0.00 0.00 0.00
Saturday 4.00 5711 29.31 75.84 0.00 0.00 0.00
Sunday 3.41 7273 28.93 50.59 0.00 0.00 0.00

Table 7: Impact of different departure days.

Departure Time Rating Number of Length Task Completion Constraint Violation (↓)
(HH:MM) (↑) Review (↑) (km) (↓) Rate (%) (↑) Time Limit (hrs) Dependency (%) Opening Hours (%)

08:00 3.72 2039 29.29 75.44 0.00 0.00 0.00
10:00 4.28 5530 29.73 96.44 0.00 0.00 0.00
12:00 4.28 5852 29.70 95.53 0.00 0.00 0.00
14:00 4.18 5502 29.50 88.76 0.00 0.00 0.00
16:00 3.68 5521 29.11 64.17 0.00 0.00 0.00
18:00 3.06 5987 28.74 43.11 0.00 0.00 0.00

Table 8: Impact of different departure times.

This demonstrates the necessity of MSGS’s multi-
step multi-objective optimization approach, which
first maximizes task completion rates under con-
straints before trade-off multiple objectives.

C.4 Impact of Transportation Mode,
Departure Day, and Departure Time

Our LLMAP system demonstrates substantial flexi-
bility in accommodating diverse transportation con-
figurations, analogous to Google Maps function-
ality, thereby enabling users to dynamically cali-
brate parameters in accordance with their specific
requirements. We conduct comprehensive exper-
iments to examine the influence of transportation
modalities, departure scheduling, and temporal con-
straints on system performance metrics.

First, transportation modalities characterized by
varying average velocities exhibit a pronounced
correlation between mobility speed and task com-
pletion efficacy, as demonstrated in Table 6.
Slower modalities such as pedestrian movement (5
km/h) yield diminished completion rates (61.11%),
whereas expedited modalities including public tran-
sit (20 km/h) and private vehicular transport (30
km/h) achieve completion rates exceeding 95%.

These findings indicate that users should prioritize
transportation modality selection based on task-
specific requirements and performance objectives.
Second, departure day analysis reveals substan-
tial performance variations between weekdays and
weekends, as illustrated in Table 7. The system
attains optimal completion rates exceeding 96%
during weekdays, while weekend performance ex-
hibits considerable degradation (Saturday: 75.84%;
Sunday: 50.59%) attributable to the closure of nu-
merous POIs during rest periods. Finally, temporal
sensitivity analysis presented in Table 8 demon-
strates optimal system performance during mid-
morning intervals (10:00-12:00) with completion
rates surpassing 95%, while early morning (08:00)
and evening (18:00) departures manifest reduced
performance metrics (75.44% and 43.11%, respec-
tively). Our LLMAP system enables manual depar-
ture time modification and provides intelligent rec-
ommendations upon detecting POI closures, main-
taining consistency with Google Maps functional-
ity. Adaptive departure time optimization presents
challenges, requiring balance between departure
timing and dwell duration.
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C.5 Impact of User Location and POI Types

Figure 7 illustrates the distribution of POI ratings
and review counts across different cities. The data
reveals significant heterogeneity across cities and
POI types, which presents a fundamental chal-
lenge in serving users worldwide. The frequency
of Google Maps usage varies substantially across
cities. For example, in Chinese metropolises like
Beijing and Shanghai, despite their high population
density, the number of reviews is notably lower due
to Google Maps’ limited popularity among Chi-
nese users. However, international tourists visiting
China may be unfamiliar with or have restricted ac-
cess to local mapping services. A key advantage of
our system is its ability to perform route planning
on such unpredictable data distributions without
requiring any training. Across different POI types,
shopping malls and supermarkets exhibit review
counts approximately an order of magnitude higher
than pharmacies, banks, and libraries, primarily
due to their significantly higher foot traffic. Benefit
by the unique multi-step optimization design of
our MSGS algorithm, which prioritizes task com-
pletion rate before optimizing other metrics, these
order-of-magnitude differences in POI types do not
impede our ability to make appropriate POI selec-
tions.

C.6 Integration of Essential Waypoints

Our LLMAP system currently focuses on effec-
tively removing POIs based on various constraints,
while also possessing the potential to implement
integration of essential waypoints functionality into
route planning. This functionality requires domain-
specific knowledge to formulate constraint rules
for implementation. Similar to the three constraints
established in the current LLMAP system, adding
waypoints functionality can be categorized as orig-
inating from either user instructions or environ-
mental information. For example, the vehicle’s
fuel level constitutes one of the constraints within
the aforementioned environmental information. To
develop an automatic gas station addition feature,
specifically a fuel constraint, we need to determine
that the current fuel level proves insufficient to com-
plete the route based on vehicle fuel capacity, route
length, and fuel consumption rate, thereby iden-
tifying the necessity to incorporate a gas station.
Although intuitively one might anticipate that re-
moving POIs and adding essential waypoints could
generate conflicts, as they represent two distinct

approaches to satisfying constraint conditions, our
designed multi-step optimization strategy readily
resolves these potential conflicts. Since, after ful-
filling all constraint conditions, the subsequent step
maximizes O(i) in Equation (1), which represents
the task completion rate. Evidently, these newly
incorporated essential waypoints, such as gas sta-
tions, do not constitute components of the task com-
pletion rate but have already been addressed within
the constraints. Consequently, this strategic design
establishes a sequential order for removing POIs
and adding waypoints, ensuring that we do not
eliminate task-relevant POIs to satisfy constraints
requiring essential waypoint addition.
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Figure 7: Distribution of ratings and number of ratings for different POI types across different cities.
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D Prompt Template

D.1 Human Instruction Generation

Synthetic Label → Human Instruction (default with CoT prompting):
"system_prompt" =
```
You need to generate a natural human instruction by following these thinking

steps:

1. First sentence: State all the POIs that need to be visited today:
- Look at the list of POIs
- Think about natural way to express visiting multiple POIs

2. Second sentence: State the return time if specified:
- If specific time given , express as deadline
- If no time limit , omit this part

3. Third sentence: Express POI rating vs route length preference indirectly:
- If POI rating weight > 0.5: Express strong desire for high rating POIs
- If route length weight > 0.5: Express urgency or need for efficiency
- If balanced: Express desire for both reasonable rating and efficiency

4. Forth sentence: Express each dependency separately , one by one:
- Convert each [A,B] pair into natural sequence requirement
- Think about natural ways to express "must visit A before B"

Keep the language natural but always follow this structure.
```

"user_prompt" =
```
Based on the following information , generate a natural human instruction:

1. POIs to visit: {', '.join(synthetic_label['pois '])}

2. Return by: {synthetic_label['time_limit ']}

3. Preference analysis:
- POI rating weight: {synthetic_label['quality_weight ']}
- Route length weight: {synthetic_label['distance_weight ']}

4. Dependencies to express: {synthetic_label['dependencies ']}

Generate ONE natural instruction that includes all this information. No prefix
, additional text , or explanation.

```

Figure 8: Prompt template for generating natural human instruction from synthetic label using GPT-4o with CoT
prompting.

D.2 LLM-as-Parser Estimation

LLM-as-Parser – Human Instruction → Estimation (without CoT prompting):
"system_prompt" =
```
Extract POIs , constraints , and weights from a human instruction. POIs should

be a simple string array. Dependencies should be an empty list if no
sequence requirements are mentioned. Weights should be between 0 and 1, and
sum to 1. Extract them from language about importance of POI rating vs

route length.

Output must be valid JSON with structure:
{
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"pois": ["poi1", "poi2", ...],
"time_limit ": "HH:00" or "None",
"dependencies ": [[" poi1", "poi2"], ...],
"quality_weight ": float ,
"distance_weight ": float

}
```

"user_prompt" =
```
Extract POIs , constraints , and weights from this instruction as JSON:
{instruction}

Only output the JSON object. No prefix , additional text , or explanation.
```

Figure 9: Prompt template for POI extraction, constraint identification, and user preference estimation using
LLM-as-Parser without CoT prompting.

LLM-as-Parser – Human Instruction → Estimation (with CoT prompting):
"system_prompt" =
```
Extract POIs , constraints , and weights from human instruction through step -by-

step reasoning:

1. POIs Analysis:
- Look for POIs mentioned that need to be visited
- Create list of unique POIs

2. Time Limit Analysis:
- Search for any specific return time
- Format as HH:00 or "None" if not specified

3. Dependencies Analysis:
- Look for words indicating sequence (before , after , then , etc.)
- Create pairs of [POI1 , POI2] for each sequence requirement

4. Preference Analysis:
- Look for language about POI quality/rating importance vs route

efficiency
- High POI rating emphasis (quality , best places , etc.) -> quality_weight

should be large than 0.5
- High route efficiency emphasis (quick , shortest , save time) ->

distance_weight should be large than 0.5
- Balanced language -> both weights around 0.5

Output must be valid JSON with structure:
{

"pois": ["poi1", "poi2", ...],
"time_limit ": "HH:00" or "None",
"dependencies ": [[" poi1", "poi2"], ...],
"quality_weight ": float ,
"distance_weight ": float

}
```

"user_prompt" =
```
{instruction}

Only output the list object. No prefix , additional text , or explanation.
```
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Figure 10: Prompt template for POI extraction, constraint identification, and user preference estimation using
LLM-as-Parser with CoT prompting.

D.3 LLM-as-Agent Estimation

LLM-as-Agent – Human Instruction → Estimation (without CoT prompting):
"system_prompt" =
```
You are a route planning assistant. Your goal is to plan an optimal route

based on the following objectives:

Primary Objectives:
1. Minimize the total route length/distance
2. Maximize coverage of different POI types (select exactly one POI per

required type)
3. Maximize the quality of visited POIs (based on ratings and number of

ratings)
4. Balance between route efficiency and POI quality
5. Ensure compliance with time limits from instructions
6. Account for dependencies between POIs
7. Respect opening hours of recommended POIs

Visit Duration: shopping mall: 120 mins , supermarket: 30 mins , pharmacy: 15
mins , bank: 20 mins , library: 60 mins

Travel Speed: 30 km/h
Departure Time: 10:00 AM

Always output POI IDs as provided in the input data. Your output must strictly
follow this format:

[POI ID, POI ID, POI ID]

Available POIs:
POI ID: ChIJQ0eRlQ1644kR11stZbdBvM0:
* Type: shopping mall
* Rating: 4.4 (4110 reviews)
* Coordinates: (42.3471832 , -71.0778024)
* Opening Hours: Monday: 11:00 AM - 7:00 PM

...... # Omitting the remaining 9 shopping malls

POI ID: ChIJ296XtDV344kRXTFzOH4n2Vg:
* Type: supermarket
* Rating: 4.4 (4547 reviews)
* Coordinates: (42.38078309999999 , -71.10163109999999)
* Opening Hours: Monday: 7:00 AM - 9:00 PM

...... # Omitting the remaining 9 supermarkets

POI ID: ChIJf52pw8lw44kRzVIBthOOKgM:
* Type: pharmacy
* Rating: 4.1 (38 reviews)
* Coordinates: (42.37640409999999 , -71.0901677)
* Opening Hours: Monday: 9:00 AM - 1:30 PM, 2:00 - 7:00 PM

...... # Omitting the remaining 9 pharmacies

POI ID: ChIJXcQ5xYNw44kRvDwvuZw29wI:
* Type: bank
* Rating: 4.5 (114 reviews)
* Coordinates: (42.35561349999999 , -71.0612641)
* Opening Hours: Monday: 9:00 AM - 5:00 PM

...... # Omitting the remaining 9 banks

POI ID: ChIJU_ibQgx644kRc6zBW_5d1Lk:
* Type: library
* Rating: 4.8 (2770 reviews)
* Coordinates: (42.3493136 , -71.0781875)
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* Opening Hours: Monday: 9:00 AM - 8:00 PM

...... # Omitting the remaining 9 libraries
```

"user_prompt" =
```
{instruction}

Only output the list object. No prefix , additional text , or explanation.
```

Figure 11: Prompt template for POI extraction, constraint identification, and user preference estimation using
LLM-as-Agent without CoT prompting. Due to input token length limitations, we sample 10 specific POIs for each
POI type as input for LLM-as-Agent.

LLM-as-Agent – Human Instruction → Estimation (with CoT prompting):
"system_prompt" =
```
You are a route planning assistant. Your goal is to plan an optimal route

based on the following objectives:

Primary Objectives:
1. Minimize the total route length/distance
2. Maximize coverage of different POI types (select exactly one POI per

required type)
3. Maximize the quality of visited POIs (based on ratings and number of

ratings)
4. Balance between route efficiency and POI quality
5. Ensure compliance with time limits from instructions
6. Account for dependencies between POIs
7. Respect opening hours of recommended POIs

Visit Duration: shopping mall: 120 mins , supermarket: 30 mins , pharmacy: 15
mins , bank: 20 mins , library: 60 mins

Travel Speed: 30 km/h
Departure Time: 10:00 AM

Planning Process:
1. Analyze User Requirements:

- Identify required POI types from human instruction
- Note any specified preferences for particular types

2. Prioritize POI Types:
- Order POI types based on:

* User specified preferences/requirements
* Dependencies between types
* Opening hours

3. Select Specific POIs:
- For each POI type in order:

* Consider only POIs of that specific type
* Choose exactly one POI based on:

- Rating and number of reviews
- Location efficiency (distance to previous/next points)
- Opening hours compatibility

- Ensure only one POI is selected per type

First analyze the constraints and requirements , then plan accordingly. After
planning , validate that your route satisfies all constraints.

Always output POI IDs as provided in the input data. Your output must strictly
follow this format:
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[POI ID, POI ID, POI ID]

Available POIs:
POI ID: ChIJQ0eRlQ1644kR11stZbdBvM0:
* Type: shopping mall
* Rating: 4.4 (4110 reviews)
* Coordinates: (42.3471832 , -71.0778024)
* Opening Hours: Monday: 11:00 AM - 7:00 PM

...... # Omitting the remaining 9 shopping malls

POI ID: ChIJ296XtDV344kRXTFzOH4n2Vg:
* Type: supermarket
* Rating: 4.4 (4547 reviews)
* Coordinates: (42.38078309999999 , -71.10163109999999)
* Opening Hours: Monday: 7:00 AM - 9:00 PM

...... # Omitting the remaining 9 supermarkets

POI ID: ChIJf52pw8lw44kRzVIBthOOKgM:
* Type: pharmacy
* Rating: 4.1 (38 reviews)
* Coordinates: (42.37640409999999 , -71.0901677)
* Opening Hours: Monday: 9:00 AM - 1:30 PM, 2:00 - 7:00 PM

...... # Omitting the remaining 9 pharmacies

POI ID: ChIJXcQ5xYNw44kRvDwvuZw29wI:
* Type: bank
* Rating: 4.5 (114 reviews)
* Coordinates: (42.35561349999999 , -71.0612641)
* Opening Hours: Monday: 9:00 AM - 5:00 PM

...... # Omitting the remaining 9 banks

POI ID: ChIJU_ibQgx644kRc6zBW_5d1Lk:
* Type: library
* Rating: 4.8 (2770 reviews)
* Coordinates: (42.3493136 , -71.0781875)
* Opening Hours: Monday: 9:00 AM - 8:00 PM

...... # Omitting the remaining 9 libraries
```

"user_prompt" =
```
{instruction}

Only output the list object. No prefix , additional text , or explanation.
```

Figure 12: Prompt template for POI extraction, constraint identification, and user preference estimation using
LLM-as-Agent with CoT prompting. Due to input token length limitations, we sample 10 specific POIs for each
POI type as input for LLM-as-Agent.
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