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Abstract

Recent advances in large reasoning models
have enabled complex, step-by-step reasoning
but often introduce significant overthinking, re-
sulting in verbose and redundant outputs that
hinder efficiency. In this study, we examine
whether explicit self-reflection, signaled by to-
kens such as “Wait” and “Hmm”, is necessary
for advanced reasoning. We propose NOWAIT,
a simple yet effective approach that disables
explicit self-reflection by suppressing these to-
kens during inference. Extensive experiments
on ten benchmarks across textual, visual, and
video reasoning tasks show that NOWAIT re-
duces chain-of-thought trajectory length by up
to 27%–51% in five R1-style model series,
without compromising model utility. NOWAIT
thus offers a plug-and-play solution for efficient
and utility-preserving multimodal reasoning.

1 Introduction

Recent advancements in large reasoning models
(LRMs), exemplified by DeepSeek-R1 (Guo et al.,
2025), have shown that complex reasoning abil-
ities can be effectively elicited through simple
rule-based reinforcement learning (Team, 2025;
Qwen, 2025; Abdin et al., 2025; Xia et al., 2025).
These models produce explicit, step-by-step rea-
soning through long chain-of-thought (CoT) trajec-
tories (Yang et al., 2025a; Ma et al., 2025a) before
arriving at final answers. This capability is be-
lieved to be accompanied by the emergence of the
“Aha Moment” phenomenon (Chen et al., 2025b;
Yang et al., 2025b), in which the model begins to
rethink problems and self-reflect on its reasoning
trajectory with anthropomorphic expressions such
as “Wait”, “Hmm”, or “Alternatively”. This was
firstly achieved on R1-style language reasoning
models and has been extended to vision-language
models (VLMs) (Team, 2024; Team et al., 2025),
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enabling multimodal reasoning on images (Zhang
et al., 2025b; Shen et al., 2025a; Huang et al., 2025;
Zhou et al., 2025) and videos (Feng et al., 2025;
Team, 2024; Team et al., 2025).

Despite the effectiveness of long CoT reasoning
with self-reflection, the overthinking problem has
emerged (Chen et al., 2024a; Cuadron et al., 2025;
Chen et al., 2024b; Wu et al., 2025; Sui et al., 2025).
It is characterized by excessively verbose reason-
ing and redundant thought steps, often extending
over thousands of tokens, resulting in significant
computational overhead and high reasoning latency.
Such inefficiencies hinder the practical deployment
of R1-style reasoning models in applications with
limited computational resources.

Although numerous efforts have been devoted
to efficient reasoning, many existing approaches
require additional training, either through reinforce-
ment learning (RL) with length-based rewards (Ag-
garwal and Welleck, 2025; Liao et al., 2025; Luo
et al., 2025) or fine-tuning on variable-length CoT
trajectories (Ma et al., 2025b; Munkhbat et al.,
2025). On the other hand, several training-free
approaches have been proposed to mitigate over-
thinking by reducing token usage during inference.
However, they often compromise the overall model
utility (Ma et al., 2025a) or have only demonstrated
effectiveness on distilled reasoning models (Yang
et al., 2025c,a; Xu et al., 2025).

In this study, we investigate the impact of ex-
cessive self-reflection during the reasoning process
and question whether explicit self-reflection, sig-
naled by “Wait”-like tokens, is really necessary
for advanced reasoning. To this end, we propose
NOWAIT, a simple yet effective training-free ap-
proach that disables explicit self-reflection in R1-
style reasoning models, significantly reducing to-
ken usage while maintaining overall model utility.
As illustrated in Figure 1, we directly intervene in
the inference process by identifying specific key-
word tokens (e.g., “Wait”, “Hmm”, and “Alterna-
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Our Proposal: NoWait

Question: Typical ceiling of 
churches from this period?
A. timber roofs 
B. quadripartite vaults
C. pendentive domes

Visual QA

Question: Cities A and B are 45 miles apart. 
Alicia leaves A biking at 18 miles per hour, 
and Beth leaves B biking at 12 miles per 
hour. They start at the same time. How far 
from City A do they meet?

Textual QA

Do we really need to “Wait” in the reasoning process?

<think>

Okay, let me … Wait,

First,

I need to …

I need to …

Hmm,

Next,

calculate …

calculate …

</think>

R1-style Reasoning Model

Chain-of-Thought

Okay, let me …

Suppress “Wait” Tokens

Wait
First
Hmm
Let
...

Logits (Before)

First
Let
Take
Next
...

Logits (After)

Question: The video shows 
the complete workflow of 
a process. What is the 
name of the first step of 
the process?

Video QA
NoWait is better!

Efficient

Training-Free

Multimodal

Utility-Preserving

Results

Model: QwQ-32B
Dataset: AIME 2025

Reduction: 31%

68

15240

Token 
Count

67

10548

Acc

Original

NoWait

Model: Kimi-VL-A3B
Dataset: MMMU-Pro

Reduction: 51%
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297561

1457

Acc

Token 
Count

Original

NoWait

Model: QvQ-72B-Preview
Dataset: MMVU

Reduction: 27%

62

173464

1260

Acc

Token 
Count

Original

NoWait

Figure 1: Illustrative pipeline for NOWAIT. We introduce NOWAIT, a simple yet effective approach that suppresses
the generation of reflection keywords (e.g., “Wait” and “Hmm”) during inference. NOWAIT reduces chain-of-thought
trajectory length by up to 27%-51% across textual, visual, and video reasoning tasks.

tively”) that indicate explicit self-reflection and sup-
pressing their generation. Specifically, we achieve
this by proactively adjusting the logits of these to-
kens to negative values during decoding, thereby
steering the model toward selecting alternative to-
kens to continue the reasoning process.

Comprehensive experiments show that NOWAIT

achieves strong performance on ten benchmarks
spanning ❶ textual reasoning (AMC 2023 (AI-
MO, 2024), AIME 2024, AIME 2025 (MAA
Committees), GQPA-D (Rein et al., 2024)),
❷ visual reasoning (MMMU (Yue et al., 2024a),

MMMU-Pro (Yue et al., 2024b), MathVista (Lu
et al., 2024), EMMA-mini (Hao et al., 2025)),
and ❸ video reasoning (MMVU (Zhao et al.,
2025), VSI-Bench (Yang et al., 2024)). When in-
tegrated into five R1-style model series, includ-
ing QwQ (Qwen, 2025), Phi4 (Abdin et al., 2025),
Qwen3 (Team, 2025), Kimi-VL (Team et al., 2025),
QvQ (Team, 2024), NOWAIT reduces CoT trajec-
tory length by up to 27%-51% across different
modalities. NOWAIT serves as a plug-and-play
solution for improving reasoning efficiency while
preserving overall model utility and provide new
insights for the efficient reasoning.

2 Preliminaries

Reasoning Model Generation Patterns. Reason-
ing models structure their output using thinking
delimiters (i.e., <think> and <\think>), dividing
the response into two main components: the CoT
trajectory detailing the reasoning process and the

final answer summarizing overall thoughts.
Within the generated CoTs, models employ com-

plex reasoning strategies, such as forward thinking,
backtracking, and self-reflection. Notably, large
reasoning models often continue to reason even
after obtaining an initial result, performing addi-
tional validation steps. Accordingly, we define each
segment of reasoning as a thinking chunk. Each
thinking chunk is associated with an intermediate
answer r. Formally, a thinking chunk can be rep-
resented as a pair (chunki, ri), where chunki is
the reasoning text and ri is the intermediate an-
swer from chunki derived from chunki. Thus, a
complete CoT can be structured as follows:

CoT = {(chunki, ai)}ni=1 . (1)

The final response is the combination of the CoT
trajectory and a concise reasoning summary:

Response = (CoT, summary) . (2)

Self-Reflection within Reasoning Models. As
stated above, a single CoT can contain multiple
reasoning chunks. The transitions between these
chunks are often marked by specific keywords,
such as Wait, Alternatively, or Hmm. Models tend
to switch their reasoning approaches in subsequent
steps, often to verify previous results or explore
alternative paths. However, this mechanism can
sometimes lead to unproductive overthinking, caus-
ing models to repeatedly enter new reasoning steps
and engage in redundant and unnecessary valida-
tion loops. In this study, we introduce NOWAIT, a
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simple yet effective method for efficient reasoning
by intervening in the generation of these keywords.
This method alters models’ self-reflection strate-
gies and can be generalized to various modalities.

3 Removing Thinking Pattern is Better

In this section, we propose NOWAIT, a simple yet
effective method, that improves the reasoning ef-
ficiency while maintaining acceptable model util-
ity. We first expand the method details in Sec-
tion 3.1, and introduce the experimental setup in
Section 3.2. We then report the experiment re-
sults on textual reasoning in Section 3.3. Addi-
tionally, we conduct the comparison experiment in
Section 3.4 and further analyze the generalization
across different modalities ( visual reasoning and

video reasoning ) in Section 3.5.

3.1 Method

NOWAIT functions as an inference-time interven-
tion. It directly prevents the model from generating
the specific tokens associated with self-reflection.
Our method involves three main stages:

Initialize Reflection Keywords List. We begin
by identifying the initial reflection keywords, such
as “Wait”, “Alternatively”, and “Hmm”. To em-
pirically establish the list, we conduct 32 indepen-
dent runs of the QwQ-32B (Qwen, 2025) on AIME
2025 (MAA Committees). Using “\n\n” as delim-
iters, we identify the 15 most frequent monolingual
words as our identified keywords K = {ki}.

Keyword List for Suppressing

“wait”, “alternatively”, “hmm”, “but”,
“however”, “alternative”, “another”,
“check”, “double-check”, “oh”,
“maybe”, “verify”, “other”, “again”,
“now”, “ah”, “any”

Specific Token-Level Keyword List. Secondly,
for each target model α, we expand the initial key-
word list K into a specific token-level list, Kα. For
instance, the variants of “wait” include “ wait”,
“Wait”, “ Wait”, “.wait” and “WAIT”. We achieve
this by iterating through the overall vocabulary
Vα and identifying all variant tokens whose tex-
tual representation contains any keyword from
K as a substring. Specifically, we define that,
is_substr(x, y) = True when x is the substring

of y. This process can be formulated as follows:

Kα = {v ∈ Vα|∃ks ∈ K, s.t.is_substr(ks, v)}

We further manually filter keywords that are not
reasonable (i.e., “Ohio” for “oh”).

Suppressing Keywords Generation. During the
inference, we leverage a logit processor to pro-
hibit models from generating keywords. For any
keyword v ∈ Kα, its corresponding logit is set
to a large negative value. This effectively makes
these reflection-associated tokens, ensuring they
are highly unlikely to be sampled by models.

By surgically preventing the generation of these
targeted reflection-associated tokens, NOWAIT

aims to streamline the LRM’s reasoning pathways.
This targeted intervention is designed to enhance
inference efficiency, reducing both latency and to-
ken costs, without requiring any modification to
the model’s underlying architecture or weights.

3.2 Experimental Setup

Model & Benchmark. To comprehensively evalu-
ate the effectiveness of NOWAIT, we conduct exper-
iments on the open-source models across different
modalities and parameter scales.

For the textual reasoning task, we assess re-
inforcement learning (RL) based models, includ-
ing QwQ-32B (Qwen, 2025), Phi4-Reasoning-
Plus (Abdin et al., 2025), and Qwen3-32B (Team,
2025) on math reasoning benchmarks, AIME
2024, AIME 2025 (MAA Committees), and AMC
2023 (AI-MO, 2024).

For the visual reasoning task, our experiments
cover the state-of-the-art RL-based visual rea-
soning models, Kimi-VL-A3B-Thinking (Team
et al., 2025) and QvQ-72B-Preview (Team, 2024)
and evaluate on MMMU-Pro (Yue et al., 2024b),
MMMU (Yue et al., 2024a), MathVista (Lu et al.,
2024) and EMMA-mini (Hao et al., 2025)

For the video reasoning task, we select QvQ-
72B-Preview and evaluate on VSI-Bench (Yang
et al., 2024) and MMVU (Zhao et al., 2025).

Metrics. The goal of NOWAIT is to preserve the
model’s reasoning accuracy while substantially di-
minishing the number of generated tokens during
inference. Performance is assessed using two key
metrics: ❶ Accuracy (ACC): This measures the
correctness of the model’s final output. ❷ Genera-
tion Length (LEN) quantifies the average number
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Table 1: Experiment results on Textual Reasoning Tasks.

Strategy AMC 2023 AIME 2024 AIME 2025
ACC↑ LEN↓ ACC↑ LEN↓ ACC↑ LEN↓

QwQ-32B

Original 91.25 7542 73.33 14142 66.67 15240
NoThink 72.50 4265 46.67 7980 40.00 8167
NOWAIT 95.50 +4.25 5267 -30% 71.33 -2.00 11907 -16% 68.00 +1.33 10548 -31%

Phi4-Resoning-Plus

Original 90.00 6366 70.00 15161 59.33 16257
NoThink 80.83 3805 34.67 6200 31.33 5549
NOWAIT 96.00 +6.00 4524 -28% 69.33 -0.67 11185 -26% 62.67 +3.34 12490 -23%

Qwen3-32B

Original 97.50 6424 81.33 12720 66.67 14987
NoThink 59.50 1240 25.33 2511 20.00 2165
NOWAIT 96.67 -0.83 5560 -13% 83.33 +2.00 10732 -16% 64.44 -2.67 12930 -14%

of tokens generated by the model per problem in-
stance, calculated over n independent runs.

Baselines. To compare the latency of NOWAIT,
we use both the models’ original performance and
the NoThink strategy (Ma et al., 2025a) as base-
lines. Both NOWAIT and NoThink share a similar
rationale, aiming to intervene in the model’s reason-
ing process. However, while NOWAIT operates at
the token level by prohibiting the output of specific
tokens, NoThink attempts to directly remove the en-
tire reasoning process by prompt engineering. By
including these baselines, we can conduct a more
comprehensive analysis about the model’s perfor-
mance under different intervention approaches.

Experiment Details. For each evaluated bench-
mark, we conduct five independent runs. Except
for the Qwen3 series, we infer without chat tem-
plates on open-ended problems and leverage the
same prompt template for multiple-choice prob-
lems (see Appendix B). Because of the different
thinking patterns, we apply chat templates for the
Qwen3 model inference. In baseline and NOWAIT

experiments, we set a maximum token limit of
32,768 tokens per instance. If a model’s generation
reaches this limit before finishing CoT generation,
that instance is considered incorrect, and the gener-
ation length is 32,768 tokens. If not, we will extract
the final answer from the generated CoT and judge
the correctness. This policy ensures that models
failing to complete their response within the bud-

get are appropriately penalized in Accuracy metric.
For NoThink strategy (Ma et al., 2025a), we set a
token budget of 10,000. Details of the token budget
applied for NoThink can be found in Section A.1.

3.3 LRMs can be Efficient without “WAIT”

Table 1 presents a comprehensive quantitative
overview of our NOWAIT’s performance on various
textual reasoning tasks, evaluated across differ-

ent LRMs with diverse model structures and pa-
rameter scales. Our method NOWAIT consistently
and significantly reduces the output length while
maintaining the reasoning accuracy.

Model Architectures Generalization. Notably,
when integrated with QwQ-32B, NOWAIT im-
proves accuracy on AMC 2023 by 4.25 percentage
points, while reducing output length to just 70%
of the baseline. With another model architecture,
Phi4-Reasoning-Plus, our method achieves an even
greater improvement of 6.00 percentage points,
alongside a 28% reduction in token generation. Ad-
ditionally, Qwen3-32B also benefits from our ap-
proach, reducing output length by 13% with only
a marginal decrease in reasoning accuracy. These
results demonstrate that our method NOWAIT con-
sistently enhances efficiency across diverse model
architectures. This consistency suggests a funda-
mental similarity in the reasoning patterns and re-
dundancy present in different models, underscoring
the broad applicability of our approach.
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Table 2: Comparison Experiments across Multiple
Efficient Reasoning Methods. We use QwQ-32B-
Preview for experiments.

Strategy AIME 2024 AMC 2023
ACC↑ LEN↓ ACC↑ LEN↓

Baseline 42.00 8979 82.50 4143

Token-Budget 46.67 8734 82.50 3636

O1-Pruner 33.33 4289 77.50 2399

NOWAIT 42.00 5764 86.00 3396

Reasoning Difficulty Analysis. We tested our
method on mathematical reasoning benchmarks
spanning various difficulty levels (AMC 2023 <
AIME 2024 < AIME 2025). The experimen-
tal statistics demonstrated strong generalization
across these levels: All tested models achieved
comparable reductions in token usage regardless of
task difficulty. Crucially, NOWAIT enabled mod-
els to maintain or even improve performance on
more challenging tasks. For instance, QwQ-32B
achieved a 1.33% point increase on the challeng-
ing AIME 2025 benchmark, while reducing token
usage by 31%, which is comparable to its perfor-
mance on the college-level AMC 2023. Qwen3-
32B consistently reduced output length by 14% to
16% across all three math benchmarks, while Phi4-
Reasoning-Plus showed similar gains and reduc-
tions from 23% to 28%. On the non-mathematical
GPQA-Diamond task, models showed a slight per-
formance decrease compared to the math reasoning
benchmarks, but still maintained efficiency, with
an overall 11.67% reduction in token usage.

These consistent efficiency gains and stable per-
formance across diverse models and varying tasks
suggest that, despite the architecture and scale,
LRMs exhibit similar inherent redundancy in their
reasoning processes. NOWAIT effectively prunes
this redundancy, demonstrating that substantial ef-
ficiency improvements can be achieved simply by
suppressing the keywords generation, without the
need for complex explicit “waiting” mechanisms.

3.4 Comparison Analysis

Comparison Experiment. We further compare
with existing efficient reasoning techniques, includ-
ing prompt-based training-free technique, Token-
Budget (Han et al., 2024), and training-based tech-
nique, O1-Pruner (Luo et al., 2025), using QwQ-

32B-Preview (Qwen, 2025) on AIME 2024 and
AMC 2023. All inference is conducted without
chat templates to ensure fairness.

As shown in Table 2, NOWAIT exhibits more
significant generation length curtailment compared
to Token-Budget. Although Token-Budget shows
promising results on base models, such as GPT-
4o, its effectiveness does not generalize to cur-
rent LRMs(Deepseek-R1 (Guo et al., 2025), QwQ-
32B (Qwen, 2025)). These reasoning models are
less sensitive to the prompt design, resulting in less
efficiency. O1-Pruner, while effective at reducing
token usage, incurs severe performance degrada-
tion on QwQ-32B-Preview. In contrast, NOWAIT

does not require additional training or data, but
instead guides models to strike an effective bal-
ance between output length and reasoning accuracy,
achieving a spontaneous trade-off.

LRM Cannot Skip Thinking. As shown in Ta-
ble 1, Qwen3-32B, a model specifically trained
for non-thinking patterns, exhibits notable reduc-
tions in token usage. However, for other mod-
els (QwQ-32B and Phi4-Reasoning-Plus) without
non-thinking pattern training, NoThink (Ma et al.,
2025a), a prompt-based method, fails to thoroughly
skip the generation of reasoning steps. While
NoThink does reduce the generation length, the
evaluated model can still generate the thinking
process and demonstrate a serious compromise
in accuracy. This failure indicates that the pres-
ence of explicit "thinking" tokens (“<think>” and
“<\think>”) can influence models’ output, but is
insufficient to precisely control models’ reason-
ing strategy. Our method NOWAIT operates on a
similar premise by targeting key reasoning-related
tokens, but achieves significant efficiency improve-
ments with better maintain on reasoning accuracy.

3.5 Efficient Multimodal Reasoning
In this section, we propose efficient multimodal
reasoning. We assess NOWAIT on visual reasoning
models using image and video reasoning bench-
marks. As shown in Table 3 and Table 4, visual
reasoning models exhibit more exciting outcomes.

Severe Verbosity on Multimodal Reasoning. Al-
though Kimi-VL-A3B-Thinking generates an av-
erage of only 2,000 tokens across four image rea-
soning benchmarks, significantly fewer than that in
math reasoning tasks, our method NOWAIT further
reduces the generation length by an average of 49%,
with only a modest overall accuracy drop of 3.42
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Table 3: Experiment results on Visual Reasoning Tasks.

Strategy MMMU-Pro MMMU MathVista EMMA-mini
ACC↑ LEN↓ ACC↑ LEN↓ ACC↑ LEN↓ ACC↑ LEN↓

Kimi-VL-A3B-Thinking

Original 61.27 2975 57.00 2929 71.50 1822 34.75 5734
NOWAIT 58.73 -2.54 1457 -51% 55.20 -1.80 1746 -40% 69.40 -2.10 1045 -43% 27.50 -7.25 2269 -60%

QvQ-72B-Preview

Original 65.77 2094 66.85 1977 73.54 1338 32.00 2097
NOWAIT 63.79 -1.98 1659 -21% 66.74 -0.11 1571 -21% 70.92 -2.62 939 -30% 28.00 -4.00 1554 -26%

Table 4: Experiment Results on Video Reasoning
Tasks. We use QvQ-72B-Preview for experiments.

Strategy MMVU VSI-Bench
ACC↑ LEN↓ ACC↑ LEN↓

Original 64.10 1734 22.51 1280
NOWAIT 62.20 1260 22.57 1020

Performance -1.90 -27% +0.06 -20%

percentage points. A similar trend is observed with
QvQ-72B-Preview, which achieves up to a 30%
reduction in token usage, accompanied by only a
slight decrease in accuracy (ranging from 0.11%
to 4.00%). For video reasoning tasks, QvQ-72B-
Preview also demonstrates substantial reductions
in output length while maintaining comparable ac-
curacy. Similar to textual reasoning tasks, these
results reveal the same challenging problems that
a significant portion of generated tokens are either
redundant or contribute little to the final reasoning.
Existing multimodal reasoning models still suffer
from severe reasoning inefficiency.

Reinforcement Learning is Less Efficient.
We further evaluate various RL-based reasoning
models across varying benchmarks and modalities.
While a generation of intellectual reasoning mod-
els confirms the effectiveness of the RL algorithm
in advanced reasoning capabilities, the efficiency
of the optimal policy derived from the RL algo-
rithm is still disappointing. The model learns a
reasoning policy from training and begins to spon-
taneously reflect reasoning processes during infer-
ence. However, these algorithms fail to effectively
teach models when reflection is truly necessary. As
a result, these models often adopt a lower threshold
for self-reflection, leading to unnecessary verifica-

tion steps and less efficient reasoning. Our method
suppresses the generation of reflection keywords,
raising the threshold of self-reflection, and making
it more efficient and necessary.

4 Discussion
In this section, we first discuss the effectiveness of
our method NOWAIT in Section 4.1 by case study
and the robustness of the model while applying
NOWAIT in Section 4.2. Additionally, we conduct
an empirical experiment to analyze the difference
between RL-based models and distill models based
on NOWAIT in Section 4.3.

4.1 Why does NOWAIT Work?

As we discussed in Table 3.4, thinking tokens
(“<think>” and “<\think>”) cannot thoroughly
control models’ actions. Similarly, can banning
keywords completely remove self-reflection from
CoTs? If not, why NOWAIT result in more efficient
reasoning? To answer this, we conduct a case study
to analyze the effectiveness of our method.

More Efficient Self-Reflection Mechanism.
NOWAIT does not prohibit models from self-
reflection. However, this method guides models
to skip the unnecessary “waiting” reasoning. To
illustrate this, we select an example from Qwen3-
32B on AMC 2023 benchmark. The NOWAIT CoT
(see Figure 12) is noticeably shorter than the origi-
nal CoT (see Figure 9). Specifically, the NOWAIT

CoT reserves its self-reflection for two clear points:
❶ it notes the extraneous root and instantly dis-
cards it after factoring, ❷ it quickly verifies both
original equations with the numeric solution. By
contrast, the original CoT continually interjects “let
me check again”, and “perhaps another way”, lead-
ing to 5 derivations of essentially the same algebra.
In short, the first approach builds a more concise
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Question

Thinking Length: 445 Tokens, NoWait!

Thinking Length: 2119 Tokens

How does the energy of the pendulum changes after adding a new 
item in the experiment without consideration of friction?

So I'm watching this video where there's a woman conducting some kind of experiment ...
She  starts  by explaining what she's going to do ...
At one point, she steps away from the table briefly and then returns to continue ...
Now, at the end of the video, there's a question about how the energy of the pendulum...
A. Larger B. Smaller, then larger C. Smaller D. Keep same E. Larger, then smaller ...
First, I should recall some basic physics about
So, if the woman adds a new item to the experiment without considering friction ...
Possible scenarios could be:
1. Adding mass to the pendulum: ... 2. Changing the length of the pendulum: ... 3. Adding an obstacle or 
another object that the pendulum interacts with: ... 
But without knowing exactly what she added to the experiment, it's a bit tricky to be precise.
Let me think differently. Suppose she added something that doesn't directly ...
However, if she added mass to the pendulum ...
Wait a minute, maybe I should consider the principle of conservation of energy. ...
But option A suggests that ... Option B says smaller ... Option C says smaller ... Option D says keep 
same ... Option E says larger ... Given that the question specifies... D. Keep same.
However, if adding mass to the pendulum changes its energy ...
But I think the key here is
I'll go with that. **Final Answer** \[ \boxed{D} \]

So I'm watching this video where there's a woman conducting some kind of experiment ...
She  starts  by explaining what she's going to do ...
After that, she introduces a new element into the experiment. She adds something to the setup ...
Throughout the video, she's very animated and engaged, using her hands to show ...
At one point, she steps away from the table to retrieve something, and then returns to continue ...
As the video progresses, she continues to interact with the apparatus ...
Towards the end of the video, she summarizes what she's demonstrated ...
Overall, the video is a well-structured and informative demonstration of pendulum ... 

**Final Answer**: \[ \boxed{D} \]

Ground Truth Answer: D.

Figure 2: One Case Study From QvQ-72B-Preview on MMVU. NOWAIT CoT is more straightforward than the
original CoT, without unnecessary self-reflection and verbosity.

reasoning process with necessary checks to ensure
correctness, whereas the second strategy prefers to
pause to highlight every minor thought, making the
logic scattered and less efficient.

Concise and Straightforward Reasoning. Fig-
ure 8 presents an example from QvQ-72B-Preview
on MMVU. The original CoT contains six in-
stances of self-reflection, resulting in excessive to-
ken usage and a disorganized reasoning process. In
contrast, the NOWAIT CoT exhibits a more stream-
lined and coherent approach. The model analyzes
the video in detail, using a series of time-sequence
cues such as “starts”, “After that”, “At one point”,
“As the video progresses” and “Towards the end
of the video”. With fewer self-reflections, the

NOWAIT CoT organizes its reasoning more log-
ically and systematically, whereas the original CoT
appears fragmented and less focused, always gen-
erating a new reasoning branch by “Wait”. Ulti-
mately, the NOWAIT derives the final answer di-
rectly from its detailed analysis. Unlike the original
policy, NOWAIT encourages the model to connect
observations to conclusions more directly, reducing
unnecessary speculation and making the reasoning
process more concise and straightforward.

4.2 A Closer Look at RL Models Performance

For textual reasoning tasks, our evaluation primar-
ily focuses on the math problems. As we discussed
in Table 3.3, NOWAIT yields consistent experi-
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Figure 3: Accuracy Radar Map on MMMU for QvQ-
72B-Preview.

mental outcomes across math benchmarks of vary-
ing difficulty levels. For multimodal reasoning
tasks, Figure 3 shows the accuracy of the QvQ-
72B-Preview on MMMU across a wide range of
fields. A crucial observation highlights remark-
ably small accuracy divergence between the base-
line and NOWAIT in almost all tested disciplines.
Despite the potential intervention introduced by
NOWAIT, the model’s performance remains closely
aligned with the baseline across diverse academic
and professional subjects. This minimal degrada-
tion strongly indicates the robustness of the QvQ-
72B-Preview when applying NOWAIT, highlight-
ing generalization capability across varying areas.

4.3 Distilled Models Cannot Reasoning
without “Wait”

Recent studies (Yue et al., 2025) underscore the
significant differences between reasoning models
based on reinforcement learning (RL) and those
trained through distillation. To better understand
these differences, we further evaluate the effective-
ness of NOWAIT across Qwen3 series, including an
RL-based model (Qwen3-32B) and several distilled
models (Qwen3-4B/8B/14B).

Figure 4 illustrates the accuracy degradation for
models using NOWAIT, where a higher score in-
dicates a more pronounced decline. The selected
math reasoning benchmarks differ in difficulty, or-
dered as follows: AMC 2023 < AIME 2024 <
AIME 2025. While the RL-based models maintain

AMC 2023 AIME 2024 AIME 2025
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Figure 4: Accuracy Degradation across Qwen3 Seires
Models on Math Reasoning Benchmarks.

consistent performance across these benchmarks,
distilled models exhibit a distinct trend of increas-
ing accuracy degradation as difficulty rises.

Specifically, distilled models show similar accu-
racy degradation relative to the RL-based model on
the simpler AMC 2023. This performance gap ex-
tends significantly as problem difficulty increases,
surpassing a 5-percentage-point drop on AIME
2024 and dramatically exceeding 12 percentage
points on more challenging AIME 2025.

This sharp performance degradation among dis-
tilled models, in contrast to the stable performance
of the RL-based model, demonstrates their higher
sensitivity to reflection keywords. Given that the
supervised fine-tune (SFT) directly injects new
knowledge into models, the CoT structures are
crucial for advanced reasoning. Simply remov-
ing these keywords, however, severely disrupts the
inherent CoT structure, restricting distilled models
from exhibiting full reasoning capabilities. Espe-
cially on more challenging reasoning problems,
distill models fail to effectively conduct validation,
suffering from substantial underthinking.

5 Related Work

Large Reasoning Model The pursuit of ad-
vanced reasoning capabilities in Large Language
Models (LLMs) (OpenAI, 2024) has spurred sig-
nificant research, particularly focusing on strate-
gies that scale computation (Chen et al., 2024c;
Snell et al., 2024) or refine the generation process
during inference. Prior studies apply fundamental
techniques like Chain-of-Thought (CoT) prompt-
ing (Wei et al., 2022), guiding the model to think
step by step, or integrate Process Reward Mod-
els(PRMs), external verifiers, and search-guided
decoding (Brown et al., 2024) to aggregate multi-
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ple reasoning paths and enhance final answer ac-
curacy. These efforts have culminated in a new
generation of powerful Large Reasoning Models
(LRMs), such as ChatGPT-O1 (OpenAI, 2024),
Deepseek-R1 (Guo et al., 2025), QwQ (Qwen,
2025), Gemini2.5 (Google, 2025), which enable
to spontaneous generation of extensive CoT se-
quences involving forward thinking, backtracking,
and verification steps. Within the open-source do-
main, models derive reasoning abilities from di-
verse training paradigms, primarily through rein-
forcement learning (RL) (Guo et al., 2025; Ramesh
et al., 2024; Muennighoff et al., 2025) on reason-
ing tasks or distillation (Guo et al., 2025; Yu et al.,
2024) on high-quality CoT data produced from RL-
based models. Recent works (Yue et al., 2025) have
analyzed the difference between the two types of
models. In this study, we include RL-based models
for further exploration, underscoring the defects of
RL-triggered reasoning capabilities.

Efficient Reasoning While elaborating reason-
ing processes like long CoT demonstrates enhanced
performance on reasoning tasks, the associated
verbosity presents a significant efficiency chal-
lenge (Chen et al., 2024a). The generation of ex-
tensive intermediate steps substantially increase
inference latency and computational cost, hinder-
ing practical deployment in real-world applications.
Consequently, a considerable body of work ex-
plores methods for efficient reasoning, aiming to
reduce the length of reasoning traces without com-
promising accuracy. Some techniques continue to
train models for CoT optimization (Aggarwal and
Welleck, 2025; Luo et al., 2025; Shen et al., 2025b),
such as applying RL with length-based reward de-
sign (Sun et al., 2024; Liao et al., 2025; Luo et al.,
2025; Aggarwal and Welleck, 2025), or fine-tuning
with variable-length CoT data (Han et al., 2024; Yu
et al., 2024; Munkhbat et al., 2025). Other methods
conform training-free strategy, applying dynamic
reasoning paradigms during inference (Yang et al.,
2025a; Zhang et al., 2025a; Wu et al., 2025; Lin
et al., 2025) or leveraging prompts to guide efficient
reasoning (Cheng and Van Durme, 2024; Xu et al.,
2025; Han et al., 2024; Ma et al., 2025a). While
existing studies are effective in cutting down the
token usage, our study provides a new insight to re-
think the internal mechanism of efficient reasoning
and propose efficient multimodal reasoning.

Self-Reflection & Overthinking Parallel to en-
hancing reasoning capabilities and efficiency, re-

cent studies analyze the intricacies of the gener-
ated thought processes. Within these generated
sequences, an interesting phenomenon occurs - mo-
ments marked by keywords like "wait" and "hmm",
which we term Aha Moment (Guo et al., 2025; Liu
et al., 2025). These moments seemingly indicate a
capability for self-reflection (Chen et al., 2025a),
allowing models to reassess their reasoning path
and verify their CoT before concluding. Prior stud-
ies (Yang et al., 2025b; Zhang et al., 2025a) have
begun to characterize these moments and probe the
latent states to explore the potential mechanisms
behind such spontaneous self-reflection. However,
the frequent occurrence of these keywords can also
lead to significant Overthinking (Chen et al., 2024a;
Sui et al., 2025), where the model continues reflect-
ing even after reaching correct intermediate or final
conclusions. Building on the initial characteriza-
tions from previous work, our study takes a further
step to evaluate the functional effectiveness of these
spontaneously generated Aha Moments, directly
addressing whether they are essential contributors
to the reasoning outcomes or potentially represent
a form of inefficient behavioral mimicry.

6 Conclusion

This work demonstrates that explicit self-reflection,
signaled by tokens such as “Wait” and “Hmm”, is
not essential for advanced reasoning in R1-style
models. By suppressing these tokens during infer-
ence, the proposed NOWAIT approach effectively
reduces overthinking and shortens chain-of-thought
trajectories without compromising overall model
utility. Extensive experiments across diverse mod-
els and benchmarks in textual, visual, and video
reasoning tasks demonstrate that NOWAIT serves
as an efficient and utility-preserving solution for
multimodal reasoning, offering new insights for the
lightweight deployment of large reasoning models.
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Limitation

In this study, we introduce NOWAIT, a simple yet
effective method for efficient reasoning on different
modalities, and conduct experiments across various
models and benchmarks. Although the promising
results, we acknowledge that existing benchmarks
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cannot comprehensively exhibit the reasoning ca-
pabilities of models from all aspects.
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A Baseline Implementation Details

Our experiments include three baselines, NoThink-
ing (Ma et al., 2025a), TokenBudget (Han et al.,
2024), and O1-Pruner (Luo et al., 2025). In this
section, we will systematically introduce the imple-
mentation details of these techniques.

A.1 NoThinking

The core idea of NoThinking is to leverage prompts,
guide reasoning models to skip the reasoning pro-
cesses, and directly generate a final response. For
models that have not been post-trained for non-
reasoning mode, such as QwQ-32B and Phi4-
Reasoning-Plus, we apply the prompt template as
follows:

Prompt Template for NoThinking

{Question}
<think>
Okay, I think I have finished thinking.
<\think>

We then adopt a budget forcing technique specifi-
cally for NoThinking. Different from the token bud-
get we apply for normal inference and NOWAIT,
we set the token budget to 10,000 and forced
models to generate Final Answer when the model
reaches the token budget.

A.2 Token-Budget

We apply the TALE-EP strategy, a prompt-based
method. This method consists of two steps:

❶ Directly answering the reasoning model:

Prompt Template for TALE-EP

Task: Analyze the given question and esti-
mate the minimum number of tokens re-
quired to generate a complete and accu-
rate response. Please give the response by
strictly following this format: [[budget]],
for example, Budget: [[12]].

❷ We include a token budget in the prompt to
guide models to think efficiently.

Table 5: Prompt Template Applied for Token Budget.

Prompt method Content

Vanilla CoT Let’s think step by step:

Token Budget
Let’s think step by step and
use less than {budget} tokens:

A.3 O1-Pruner

O1-Pruner is an effective post-training method.
We select a released model trained on QwQ-32B-
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Preview by O1-Pruner. This model can be accessed
via Hugging Face.

B Prompts

Prompt Template for
Multiple-Choice Question

{Question}
—
Choices:
A. option A
B. option B
...
—
Choose the correct answer from the choices
above.
Output format: [ANSWER: "<answer>"] If
the answer is A, output [ANSWER: "A"]

C Benchmark & Models

C.1 Textual QA

In this paper, we evaluate a range of mathemat-
ics competition benchmarks designed to assess
the mathematical reasoning abilities of models, in-
cluding AIME2024, AIME2025, AMC2023. We
have also evaluated GPQA-Diamond (Rein et al.,
2024), a challenging benchmark spanning biology,
physics, and chemistry. The detailed information
about these benchmarks is as follows:

• AIME2024: A benchmark derived from the
2024 American Invitational Mathematics Ex-
amination (AIME), a challenging mathemat-
ics competition aimed at high school students
in the U.S., designed specifically to evaluate
the advanced mathematical reasoning abilities
of AI models. It consists of complex problems
covering algebra, geometry, combinatorics,
and number theory, each requiring integer so-
lutions ranging from 0 to 999. Models are
tested on their ability to perform multi-step
reasoning, provide accurate step-by-step ex-
planations, and derive correct final answers.

• AIME2025: Like AIME2024, the AIME2025
benchmark is based on the 2025 American In-
vitational Mathematics Examination (AIME),
an advanced and highly respected mathemat-
ics competition aimed at high school students
in the United States, intended specifically for

evaluating the mathematical reasoning and
problem-solving capabilities of AI models.

• AMC2023: A benchmark derived from the
2023 American Mathematics Competitions
(AMC), specifically designed to evaluate the
mathematical reasoning abilities of AI models.
It consists of 40 questions, covering various
mathematical topics such as algebra, geome-
try, number theory, and combinatorics.

• GPQA-Diamond (Rein et al., 2024): A subset
of the GPQA dataset, specifically designed to
assess the reasoning capabilities of advanced
AI systems and highly knowledgeable humans
on extremely difficult, domain-expert-level
questions in biology, physics, and chemistry.
The "Diamond" subset is the hardest subset of
the benchmark, which is intended to facilitate
research on reasoning models.

We evaluated and measured these models on the
above benchmarks:

• QwQ-32B (Qwen, 2025): A large-scale lan-
guage model designed to achieve robust per-
formance across a wide range of natural lan-
guage processing tasks. Developed with 32
billion parameters, QwQ32B leverages ad-
vanced architecture and training techniques to
enhance understanding, generation, and rea-
soning in general and specialized domains.

• Phi4-Reasoning-Plus (Abdin et al., 2025):
Built on Phi-4 Base, it is an advanced lan-
guage model specifically designed to excel
in complex reasoning and problem-solving
tasks across multiple domains, demonstrating
strong performance in textual data.

• Qwen3-32B(Team, 2025): A state-of-the-art
large language model developed by Alibaba
Cloud, featuring 32 billion parameters and
designed to deliver high performance across
a broad spectrum of language understanding,
text generation and reasoning tasks.

• QwQ-32B-Preview (Qwen, 2025): An exper-
imental large language model developed by
Alibaba, designed to advance AI reasoning
capabilities. With 32.5 billion parameters and
a 32,768-token context window, it is specif-
ically tested on benchmark AIME2024 and
AMC2023 to compare with other methods.
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C.2 Visual QA
Additionally, we incorporate evaluations on the
multimodal benchmarks including MMMU-Pro
(Yue et al., 2024b), MMMU (Yue et al., 2024a),
Math-Vista (Lu et al., 2024) and EMMA-mini
(Hao et al., 2025) to further explore the models’ ca-
pabilities across diverse reasoning and multimodal
tasks. Here is the detailed information:

• MMMU (Yue et al., 2024a): A multimodal
evaluation benchmark specifically designed to
test the capabilities of AI models on college-
level tasks that require both advanced subject
knowledge and deliberate reasoning across a
broad range of academic disciplines.

• MMMU-Pro (Yue et al., 2024b): MMMU-
Pro is an enhanced evaluation benchmark de-
signed to rigorously test the true understand-
ing and reasoning capabilities of multimodal
AI models. Building on the original MMMU
benchmark, it forces models to simultaneously
process and integrate visual and textual infor-
mation, simulating real-world scenarios that
require human-like cognitive skills.

• Math-Vista (Lu et al., 2024) : A comprehen-
sive benchmark specifically designed to eval-
uate and challenge the mathematical reason-
ing abilities of large language and multimodal
models within visual contexts. It requires
models to perform deep, fine-grained visual
understanding and complex compositional rea-
soning across diverse mathematical tasks.

• EMMA-mini (Hao et al., 2025): A specialized
benchmark designed to rigorously assess the
ability of Multimodal Large Language Mod-
els (MLLMs) to perform integrated, organic
reasoning over both text and images—an es-
sential aspect of human intelligence. Unlike
existing benchmarks that often focus on text-
based reasoning or superficial visual cues,
EMMA-mini presents tasks spanning math-
ematics, physics, chemistry, and coding, all
of which require genuine cross-modal reason-
ing that cannot be solved by independently
analyzing text or images alone.

We evaluated and measured these models on the
above benchmarks:

• Kimi-VL-A3B-Thinking (Team et al., 2025):
An efficient open-source vision-language

model (VLM) built on a Mixture-of-Experts
(MoE) architecture, designed to deliver ad-
vanced multimodal reasoning, robust long-
context understanding, maths problem solving
as well as strong agent capabilities.

• QvQ-72B-Preview (Team, 2024): QVQ-72B-
preview is an open-source, large-scale multi-
modal reasoning model built on top of Qwen2-
VL-72B, achieving remarkable performance
on challenging benchmarks. In this part of the
experiment, the image recognition and reason-
ing capability of this model has been tested.

C.3 Video QA
Furthermore, we conduct experiment on video
benchmarks, whose name and details is listed as
follows:

• MMVU (Zhao et al., 2025): A comprehensive
dataset designed to evaluate the capabilities
of AI models in understanding and reason-
ing over expert-level, domain-specific videos.
Each example is meticulously crafted using a
textbook-guided annotation process, ensuring
that questions require both visual comprehen-
sion and the application of domain-specific
knowledge. What’s unique to MMVU is the
inclusion of expert-annotated reasoning ra-
tionales and relevant domain knowledge for
each question, which largely facilitates the
fine-grained analysis of model performance.

• VSI-Bench (Yang et al., 2024): A pioneering
dataset, designed to evaluate the visual-spatial
reasoning capabilities of multimodal large lan-
guage models (MLLMs). It comprises many
question-answer pairs derived from egocentric
videos that are sourced from public indoor 3D
scene reconstruction datasets, aiming to pro-
vide a comprehensive benchmark for testing
and improving the spatial reasoning abilities
of multimodel large language models, moving
beyond traditional static image evaluations.
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E Additional Experiment Results & Case Study

Table 6: Complete Experiment results of NOWAIT on Qwen3 Series Models and Other Distill Models.

Strategy AMC 2023 AIME 2024 AIME 2025 GPQA-D
ACC↑ LEN↓ ACC↑ LEN↓ ACC↑ LEN↓ ACC↑ LEN↓

Qwen3-32B

Original 97.50 6424 81.33 12720 66.67 14987 69.19 5613
NoThink 59.50 1240 25.33 2511 20.00 2165 50.50 605
NOWAIT 96.67 5560 83.33 10732 64.44 12930 63.13 4788

Qwen3-14B

Original 96.25 6677 78.67 14217 78.00 14765 59.59 4633
NoThink 69.50 1749 33.33 3559 26.67 3171 38.59 1001
NOWAIT 95.50 4714 73.33 10919 61.33 12104 54.75 3889

Qwen3-8B

Original 97.50 8513 77.33 14142 74.61 16094 57.07 5904
NoThink 66.50 1760 28.89 3362 25.56 3719 32.93 1271
NOWAIT 94.50 5251 72.67 10963 60.00 13674 51.71 4735

Qwen3-4B

Original 93.75 8125 70.00 13488 70.00 18086 53.54 5965
NoThink 70.00 2236 33.33 4068 23.00 4656 27.27 1288
NOWAIT 95.50 4523 65.33 10358 56.67 12213 76.26 3178

Llama-Nemontron-Nano-8B-v1

Original 71.50 4535 39.33 7371 44.67 11798 54.1 5071
NoThink 39.00 2982 6.6 2185 14.67 3677 30.30 3109
NOWAIT 72.00 3690 30.67 4865 33.33 7271 42.83 3754

Deepseek-R1-Distill-Qwen-7B

Original 73.00 4796 34.67 7755 40.00 13767 49.10 3809
NoThink 30.00 2552 18.67 3895 10.00 2724 21.00 1112
NOWAIT 72.00 4315 26.67 7247 31.33 8236 40.91 3672
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Original CoT:

So I'm watching this video where there's a woman conducting some kind of experiment 
or demonstration. She's in a room that looks like a laboratory or a classroom with a lot of 
scientific equipment and wooden cabinets in the background. On the table in front of her, 
there's this setup that seems to be a pendulum or some sort of apparatus that can move 
back and forth.

She starts by explaining what she's going to do. She mentions a pendulum and talks 
about its motion. Then, she begins to manipulate the apparatus, pushing it back and 
forth. I can see that the object is moving in a way that suggests it's a pendulum, swinging 
from one side to the other.
As she continues, she adds another component to the setup. It looks like she's 
introducing a new element into the experiment, maybe to observe how it affects the 
pendulum's motion. She keeps adjusting things and observing the results.

At one point, she steps away from the table briefly and then returns to continue her 
demonstration. Throughout the video, she's engaged in showing and explaining the 
principles behind the pendulum's behavior.

Now, at the end of the video, there's a question about how the energy of the pendulum 
changes after adding a new item to the experiment, assuming no friction is present. The 
options are:

A. Larger   B. Smaller, then larger   C. Smaller  D. Keep same  E. Larger, then smaller
I need to choose the correct answer from these options.

First, I should recall some basic physics about pendulums and energy conservation. A 
pendulum swings back and forth, converting potential energy to kinetic energy and back 
again. If there's no friction or other dissipative forces, the total mechanical energy of the 
pendulum should remain constant. That means that the sum of its potential energy and 
kinetic energy shouldn't change over time.

So, if the woman adds a new item to the experiment without considering friction, I need 
to think about how this addition affects the pendulum's energy.

Possible scenarios could be:
1. Adding mass to the pendulum: If she adds mass to the pendulum, the potential energy 
at the highest points would increase because potential energy depends on mass and 
height. Since total energy is conserved, the kinetic energy at the lowest point would also 
have to adjust accordingly. So, the overall energy might be larger if mass is added, but 
I'm not entirely sure.
2. Changing the length of the pendulum: Changing the length affects the period of the 
pendulum but doesn't directly change its energy if the amplitude remains the same. 
However, if the length is changed and the amplitude is adjusted, that could affect the 
energy.

Figure 6: A CoT Example from QvQ-72B-Preview on MMVU 2023.
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Original CoT(continue):

3. Adding an obstacle or another object that the pendulum interacts with: This could 
transfer some of the pendulum's energy to the other object, possibly reducing the 
pendulum's energy.

But without knowing exactly what she added to the experiment, it's a bit tricky to be 
precise.
Let me think differently. Suppose she added something that doesn't directly interact 
with the pendulum's energy, like a support or another structural component that 
doesn't affect the motion. In that case, the energy of the pendulum should remain the 
same, assuming no energy is being lost or gained from external sources.

However, if she added mass to the pendulum, say by attaching something to it, that 
would increase its moment of inertia, potentially affecting its motion and energy.

Wait a minute, maybe I should consider the principle of conservation of energy. If no 
friction is present and no external work is done on the system, the total energy should 
remain constant. So, unless she's adding or removing energy in some way, the energy 
of the pendulum should stay the same.

But option A suggests that the energy becomes larger, which might be the case if she 
added mass without accounting for the increased potential energy.  

Option B says smaller, then larger, which doesn't make much sense immediately.

Option C says smaller, which might be if she added something that absorbed energy, 
like a damping mechanism.

Option D says keep same, which aligns with the conservation of energy principle if no 
energy is added or removed.

Option E says larger, then smaller, which also seems unclear.

Given that the question specifies "without consideration of friction," and assuming 
that the added item doesn't dissipate energy, the most straightforward answer would 
be D. Keep same.
However, if adding mass to the pendulum changes its energy, then perhaps it could be 
A. Larger.
But I think the key here is that if no friction is considered, and no energy is being 
added or removed, the energy should remain constant. Therefore, the answer should 
be D. Keep same.
I'll go with that.
**Final Answer**
\[ \boxed{D} \]

Figure 7: A CoT Example from QvQ-72B-Preview on MMVU 2023.
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No Wait CoT:

So I'm watching this video where there's a woman conducting some kind of 
experiment or demonstration. She's in a room that looks like a laboratory or a 
classroom with a lot of scientific equipment and wooden cabinets in the background. 
On the table in front of her, there's this setup that seems to be a pendulum or some 
sort of apparatus that can move left and right.

She starts by explaining what she's going to do. She mentions a pendulum and talks 
about its motion. Then, she begins to manipulate the apparatus, pushing it and 
observing how it moves. She does this a few times, and it seems like she's 
demonstrating the natural motion of the pendulum without任何 external forces 
acting on it.

After that, she introduces a new element into the experiment. She adds something to 
the setup, possibly a magnet or另一个 pendulum, and continues to observe the 
motion. This time, the motion of the original pendulum is affected by this new 
addition, and she explains what's happening.

Throughout the video, she's very animated and engaged, using her hands to show 
what's going on and speaking clearly to the camera. The room is filled with various 
scientific instruments and models, which adds to the educational atmosphere of the 
setting.

At one point, she steps away from the table to retrieve something, and then returns to 
continue her demonstration. This suggests that she's prepared multiple parts to her 
experiment, each building upon the last to illustrate a particular concept or principle.

As the video progresses, she continues to interact with the apparatus, adjusting it and 
observing the effects. Her explanations are thorough, and she makes sure to point out 
key points in the motion and how they relate to the properties of pendulums.

Towards the end of the video, she summarizes what she's demonstrated and how it 
relates to the choices provided in the question. She emphasizes the importance of 
considering friction and otros factors that might affect the energy of the pendulum 
over time.

Overall, the video is a well-structured and informative demonstration of pendulum 
motion and the factors that influence its energy, particularly focusing on the changes 
in energy when additional elements are introduced into the system.

**Final Answer**

\[ \boxed{D} \]

Figure 8: A CoT Example from QvQ-72B-Preview applied NOWAIT on MMVU 2023.
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Original CoT:

Okay, so I need to solve this problem where positive real numbers x and y satisfy two 
equations: y³ = x² and (y - x)² = 4y². And then find x + y. Let me think about how to 
approach this.

First, let me write down both equations to have them clear:1. y³ = x² 2. (y - x)² = 4y²
Hmm. Since both equations involve x and y, maybe I can express one variable in terms of 
the other using the first equation and substitute into the second. Let me try that.
From equation 1: y³ = x². Since we're dealing with positive real numbers, I can take 
square roots or cube roots without worrying about multiple solutions. Let me solve for x. 
Taking square roots on both sides:

x = y^(3/2). Alternatively, x = sqrt(y³). Either way. Maybe I can write it as x = y√y. That 
might be helpful later.
Alternatively, maybe solving for y in terms of x? Let me see. If y³ = x², then y = x^(2/3). 
Hmm, that's another way. So maybe I can write y as x raised to 2/3 power.
But maybe substituting x in terms of y into the second equation is better. Let me try that.
So equation 2: (y - x)² = 4y². Let me expand the left side:

(y - x)² = y² - 2xy + x². And the right side is 4y². So: y² - 2xy + x² = 4y².
Let me rearrange terms:
y² - 2xy + x² - 4y² = 0 ⇒ -3y² - 2xy + x² = 0 ⇒ x² - 2xy - 3y² = 0.
Hmm, so x² - 2xy - 3y² = 0. Maybe this quadratic can be factored? Let me check.
Looking for factors of the form (x + a y)(x + b y) = x² + (a + b)xy + ab y². Comparing to x² - 
2xy - 3y². So need a + b = -2 and ab = -3. Let me think. Factors of -3 that add up to -2... 
Let's see:
Possible pairs for ab = -3:

1 and -3: 1 + (-3) = -2. Yes! Perfect. So (x + (1)y)(x + (-3)y) = (x + y)(x - 3y) = x² - 2xy - 3y². 
Correct.
So equation factors to (x + y)(x - 3y) = 0. Therefore, either x + y = 0 or x - 3y = 0.
But since x and y are positive real numbers, x + y can't be zero. So we discard that 
solution. Therefore, x - 3y = 0 ⇒ x = 3y.
So from this, x = 3y. Now, substitute this into the first equation, which is y³ = x². Let me 
do that.

y³ = (3y)² ⇒ y³ = 9y².
Since y is a positive real number, we can divide both sides by y²:
y³ / y² = 9y² / y² ⇒ y = 9.
Therefore, y = 9. Then x = 3y = 3*9 = 27.
Therefore, x + y = 27 + 9 = 36. So is the answer 36?
Wait, let me check if this satisfies both equations. Let me verify.
First equation: y³ = 9³ = 729. x² = 27² = 729. Yes, that works.
Second equation: (y - x)^2 = (9 - 27)^2 = (-18)^2 = 324. 4y² = 4*(9)^2 = 4*81 = 324. That 
also works. So seems correct.

Figure 9: A CoT Example from Qwen3-32B on AMC 2023.
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Original CoT(continue):

Wait, but let me check if there are other solutions. Because when we squared or did 
substitutions, sometimes extraneous solutions can come up, but here we had only one 
valid solution from the factoring. Since the other solution x + y = 0 is invalid because x 
and y are positive, so only x = 3y. So substituting back gives unique solution.
But let me just think again. Is there another way this could be approached?

Alternatively, since we had (y - x)^2 = 4y², taking square roots on both sides. Since 
both sides are positive, we can write |y - x| = 2y. Since y and x are positive, but we 
don't know which is bigger. So |y - x| = 2y implies that either y - x = 2y or y - x = -2y.

Case 1: y - x = 2y ⇒ -x = y ⇒ x = -y. But since x and y are positive, this is impossible. So 
discard.
Case 2: y - x = -2y ⇒ -x = -3y ⇒ x = 3y. Which is same as before. So same result. So that 
gives x = 3y. Then same steps as before. So that seems consistent.
Therefore, the only solution is x = 27, y = 9, so x + y = 36. Therefore, answer is 36.
But let me think again if there's another possible case? For example, maybe when I 
took square roots, I considered absolute value, but since y - x is negative, leading to x = 
3y. But is there a case where y - x is positive? Let me check.
If |y - x| = 2y, then if y - x is positive, then y - x = 2y ⇒ -x = y ⇒ x = -y. Which is 
impossible. So only the case where y - x is negative gives us a valid solution. So seems 
like the only solution.

Alternatively, maybe I can use substitution earlier. For example, since from equation 1, 
x = y^(3/2). Let me try substituting into equation 2.
Equation 2: (y - x)^2 = 4y². So substituting x: (y - y^(3/2))² = 4y². Let me write that:
(y - y^(3/2))² = 4y². Let me take square roots? But maybe expanding.

First, expand left side: = [y - y^(3/2)]² = y² - 2*y*(y^(3/2)) + y^3.
Compute each term: First term: y². Second term: -2 * y * y^(3/2) = -2y^(1 + 3/2) = -
2y^(5/2). Third term: [y^(3/2)]² = y^3.

Therefore, left side is y² - 2y^(5/2) + y³. And this equals 4y². Therefore: y³ - 2y^(5/2) + 
y² - 4y² = 0 ⇒ y³ - 2y^(5/2) - 3y² = 0.
Hmm. Let me factor out y²: y²(y - 2y^(1/2) - 3) = 0.
Since y is positive, y² ≠ 0, so: y - 2√y - 3 = 0.
Let me set t = √y. Since y is positive, t is positive. Then y = t². Substitute into equation: 
t² - 2t - 3 = 0.
This quadratic equation can be solved:

t = [2 ± √(4 + 12)] / 2 = [2 ± √16]/2 = [2 ± 4]/2.

So t = (2 + 4)/2 = 6/2 = 3, or t = (2 - 4)/2 = (-2)/2 = -1. Since t = √y is positive, discard -1. 
So t = 3. Therefore, √y = 3 ⇒ y = 9. Which is same result as before. Then x = y^(3/2) = 
9^(3/2) = (sqrt(9))³ = 3³ = 27. So same result. Therefore, x + y = 36. So that's consistent.

Figure 10: A CoT Example from Qwen3-32B on AMC 2023.
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Original CoT(continue):

Original equations: First: y³ = 9³ = 729. x² = 27² = 729. Correct.
Second equation: (y - x)^2 = (9 - 27)^2 = (-18)^2 = 324. 4y² = 4*(81) = 324. Correct. So 
both equations are satisfied. So answer is 36. Seems solid.

But let me think if there's another approach. Maybe parametric?

Alternatively, since y³ = x², so we can parametrize x and y in terms of another variable. 
For example, let me set x = t² and y = t³ for some positive real t. Wait, because if x = t², 
then y³ = x² = t⁴ ⇒ y = t^(4/3). Alternatively, maybe better to think of exponents. Let 
me think.
If y³ = x², then let me write x and y as powers of some variable. Let me suppose that x 
= k^m and y = k^n for some k > 0. Then equation becomes (k^n)^3 = (k^m)^2 ⇒ k^(3n) 
= k^(2m) ⇒ 3n = 2m. So m = (3/2)n. So for example, if I set n = 2, then m = 3. Therefore, 
x = k^3, y = k^2. So then, maybe parametrize x and y as x = k^3, y = k^2. Let me try this.

Let me set y = k², so that y³ = (k²)^3 = k^6. Then x² = k^6 ⇒ x = k³ (since x positive). 
Therefore, x = k³, y = k². Therefore, now substitute into second equation: (y - x)^2 = 4y².
So (k² - k³)^2 = 4(k²)^2 ⇒ (k²(1 - k))² = 4k^4 ⇒ k^4(1 - k)^2 = 4k^4.
Since k > 0, divide both sides by k^4: (1 - k)^2 = 4 ⇒ 1 - k = ±2 ⇒ 1 - k = 2 or 1 - k = -2.
Case 1: 1 - k = 2 ⇒ -k = 1 ⇒ k = -1. Disregard, since k > 0.
Case 2: 1 - k = -2 ⇒ -k = -3 ⇒ k = 3. So k = 3. Therefore, y = k² = 9, x = k³ = 27. So same 
result again. Therefore, x + y = 36. So same answer. So this method also gives 36. So 
seems solid.
Therefore, regardless of substitution method or parametrization, answer is 36. 
Therefore, I think confident that 36 is correct.
But just to ensure, let me think if there's a possibility that when I divided by y² or k^4, I 
might have missed something? But since y and k are positive, they can't be zero, so 
division is allowed. So no problem there.
Alternatively, maybe think of ratios. Let me see.
Since we have x = 3y from earlier. Then, since y³ = x², substituting x = 3y gives y³ = 
(3y)^2 ⇒ y³ = 9y² ⇒ y = 9. So that's straightforward.
Alternatively, let me think of ratios between x and y. Suppose that x/y = r, some 
positive real number. Then x = r y. Then, from equation 1: y³ = x² = (r y)^2 = r² y² ⇒ y³ = 
r² y² ⇒ y = r². Therefore, y = r². Then since x = r y, x = r * r² = r³. Therefore, x = r³ and y = 
r². Then, substitute into equation 2: (y - x)^2 = 4y². Therefore:
(y - x)^2 = (r² - r³)^2 = r^4(1 - r)^2. On the other hand, 4y² = 4r^4. Therefore: r^4(1 - 
r)^2 = 4 r^4 ⇒ divide both sides by r^4 (allowed since r > 0): (1 - r)^2 = 4 ⇒ same 
equation as before. Therefore, 1 - r = ±2 ⇒ r = 1 ± 2. So r = 3 or r = -1. Since r = x/y > 0, 
r = 3. Therefore, r = 3. Therefore, y = r² = 9, x = r³ = 27. So again same result. Therefore, 
x + y = 36. So all methods lead to same answer. So I think that's definitely correct.

Therefore, the answer is 36. I think that's solid.
**Final Answer**
\boxed{36}

Figure 11: A CoT Example from Qwen3-32B on AMC 2023.
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No Wait CoT:

<think> Okay, so I need to solve this problem where positive real numbers x and y 
satisfy two equations: y³ = x² and (y - x)² = 4y². Then find the value of x + y. Let me try 
to figure it out step by step.
First, let's write down what we know:
1. y³ = x². 2. (y - x)² = 4y².
We are looking for x + y with both x and y being positive real numbers. Starting with 
equation 2: (y - x)² = 4y². Let me expand that left side first.
Expanding (y - x)² gives us y² - 2xy + x². So, y² - 2xy + x² = 4y²
Let me rearrange terms here:
Bring all terms to one side: y² - 2xy + x² - 4y² = 0  Simplify like terms: -3y² - 2xy + x² = 0. 
So that simplifies to:  x² - 2xy - 3y² = 0
Looking at this quadratic in x or perhaps factorable?
Yes! This looks similar to a quadratic equation if we consider variables as coefficients 
related to either x or y. Let me see...
Treating it as a quadratic in x: ax² + bx + c = 0 form, which would be: (1)x² - (2y)x - 3y² = 
0
Trying to factor this quadratic equation. To factor, look for two numbers multiplying to 
(-3y²) and adding up to (-2y). Let me think... The factors could involve constants 
multiplied by y.
Suppose they multiply to -3y² and add to -2y. If we take -3y and + y: (-3y)(+y) = -3y², 
and their sum is -3y + y = -2y. Yes!
Therefore, factoring: (x - 3y)(x + y) = 0
Set each factor equal to zero: Either: x - 3y = 0 → x = 3y, or x + y = 0 → since x and y are 
positive real numbers, x + y can't be zero. Therefore, discard second solution.
Thus, only valid solution from equation (2): x = 3y.
Alright, so we have x expressed in terms of y: x = 3y.
Given also equation (1): y³ = x². Substitute x into there:  y³ = (3y)² ⇒ y³ = 9y².
Since y is a positive real number, we can divide both sides by y² without issues: Divide 
both sides by y²:
(y³)/(y²) = 9*(y²)/y² ⇒ y = 9*1 ⇒ y = 9.
Then substitute y = 9 into x = 3y: x = 3 * 9 = 27. Therefore, x = 27 and y = 9. Thus x + y = 
27 + 9 = 36.
Hold on, before finalizing answer, let me confirm whether these values actually satisfy 
both original equations given.
First, checking equation (1): y³ should equal x². Compute y³: 9³ = 729; compute x²: 27² 
= 729. Okay, good, matches.
Equation (2): (y - x)² vs. 4y². Calculate y - x: 9 - 27 = -18; square it: (-18)² = 324. 
Compute 4y²: 4*(9²)=4*81=324. Also matches perfectly. Perfect. Seems correct then. 
Answer must be 36.
BUT hold on—let me make sure that when solving the quadratic, there isn't some 
missing case or something else going on?
Original expansion was okay. Factored correctly leading to x = 3y or x = -y. Since x,y >0, 
x=-y impossible. Hence unique soln. From substitution got y=9 etc., confirmed 
everything works. Still seems solid.

Figure 12: A CoT Example from Qwen3-32B applied NOWAIT on AMC 2023.
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No Wait CoT(continue):

ALTERNATIVE APPROACH: Perhaps express variable substitutions using exponents 
based on relation between them.
From y³ = x². We might want to define x in terms of y or vice versa. For example, taking 
sqrt(y³) = |x|, which because x>0 becomes sqrt(y³), hence x = y^(3/2). Similarly, or 
expressing y in terms of x. 

Suppose instead of doing that, though, perhaps my previous approach suffices 
already—but anyway, trying an alternate route may help cross-validate.
If x = y^{3/2}, plug into equation (2): (y - x)^2 = 4y² => Take square roots?

Well, more straightforwardly plugging in expression for x: (y - y^{3/2})² = 4y².
Take square root on both sides? Well, note that squaring often introduces extraneous 
solutions, so care needed. Although earlier method led directly via algebraic 
manipulation. Still, proceeding differently—
Expand same way: Left-hand-side expands to y² - 2*y*y^{3/2} + y³ equals 4y² ?
Which would be y² - 2 y^{5/2} + y³ = 4y². Rearranged:  y³ - 2 y^{5/2} + y² - 4y² = 0 ⇒ y³ - 
2 y^{5/2} - 3y² = 0

Factor out y²:  y² [ y - 2 y^{1/2} - 3 ] = 0 Because y² ≠ 0 since y>0, set inside bracket to 
zero: y - 2√y - 3 = 0.
This is equivalent equation after substituting. Solving this equation for √y. Let’s set z = 
√y. Note that z > 0.

Then since y = z², rewrite above equation:  z² - 2z - 3 = 0. Quadratic equation: z² - 2z - 3 
= 0. Solve using quadratic formula:

Discriminant D = b² - 4ac = 4 + 12 = 16.

Roots z = [2 ± √16]/2 = [2 ± 4]/2. Which is (2 + 4)/2 = 6/2 = 3, and (2 - 4)/2 = (-2)/2 = -1.
Since z = √y ≥ 0, reject negative root z=-1. So z=3. Then √y = 3 implies y=(3)^2=9. As 
previously found. Therefore x=y^{3/2}=9^{3/2}. Square root of 9 is 3, cubed is 27. 
Same result. Therefore confirms our prior conclusion.
Alternate path leads same place.
So yes, consistent results across methods. Seems very confident about x=27, y=9, thus 
x + y=36.

I don’t see anything wrong with reasoning steps. Both approaches lead to the same 
solution and verified against initial conditions. Probably safe to conclude the answer is 
36.

**Final Answer**
\boxed{36}
</think>

Figure 13: A CoT Example from Qwen3-32B applied NOWAIT on AMC 2023.
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