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Abstract

Large Language Models (LLMs) are increas-
ingly equipped with capabilities of real-time
web search and integrated with protocols like
the Model Context Protocol (MCP). This ex-
tension could introduce new security vulnera-
bilities. We present a systematic investigation
of LLM vulnerabilities to hidden adversarial
prompts through malicious font injection in ex-
ternal resources like webpages, where attack-
ers manipulate code-to-glyph mapping to in-
ject deceptive content which are invisible to
users. We evaluate two critical attack scenarios:
(1) “malicious content relay” and (2) “sensi-
tive data leakage” through MCP-enabled tools.
Our experiments reveal that indirect prompts
with injected malicious font can bypass LLM
safety mechanisms through external resources,
achieving varying success rates based on data
sensitivity and prompt design. Our research
underscores the urgent need for enhanced secu-
rity measures in LLM deployments when pro-
cessing external content. Our code is available
at: https://github.com/Lingyao1219/resource-
attack/.

1 Introduction

Large language models (LLMs) are increasingly be-
ing equipped with information retrieval techniques
that enable real-time web search and document pro-
cessing on behalf of users (OpenAl, 2025; Zhu
et al., 2023). This extension of LLM capabilities
unlocks new use cases like web-based real-time
question answering (Alzubi et al., 2025), but also
broadens the model’s exposure to unvetted, external
content. In effect, the attack surface of LLM-driven
applications has expanded dramatically; however,
security measures have struggled to keep pace (Das
et al., 2025).

A key example of such threats is that an attacker
can pre-inject hidden prompts into a webpage or

* Equal contribution as first authors.
t Corresponding authors.

document. When an LLM reads this externally
manipulated content, it may unwittingly execute
the instructions (Wu et al., 2024). These adversar-
ial prompts can even be made invisible or innocu-
ous to human observers (e.g., HTML comments or
white-on-white text) while remaining fully visible
to the LLM’s when parsing the webpage (Xiong
etal., 2024; Luo et al., 2024; L6épez-Gil and Pereira,
2025). In a recent demonstration, testers showed
that ChatGPT’s web-enabled mode could be manip-
ulated by a webpage containing concealed instruc-
tions (Evershed, 2024). Such incidents underscore
how integrating LLMs with real-world data sources
can introduce security risks beyond those in tradi-
tional “sandboxed” chatbot settings.

This vulnerability could become even more con-
cerning with the introduction of the Model Context
Protocol (MCP). MCP is a general-purpose open
standard released by Anthropic in late 2024 that
allows LLMs to autonomously discover available
tools and incorporate user-approved data or actions
as needed (Anthropic, 2025). However, the broad
access of LLM chatbots or products enabled by
MCP creates new attack vectors through malicious
content injection (Hou et al., 2025). For instance,
hidden instructions in web content processed by an
LLM agent via MCP could trigger unauthorized
actions, such as exfiltrating sensitive data in the
user-LLM chat to an attacker’s server.

Despite the increasing threats from online ma-
nipulated content with the recent integration of web
search capabilities into LLMs, significant research
gaps remain in understanding how these models
process and interpret content from such external
sources with potential security risks. Furthermore,
despite the rapid adoption of MCP in industry, it
has received limited attention in the academic liter-
ature. To address these research gaps, we propose
the following key research questions.

* RQ1. How effective are malicious font-based
attacks in manipulating LL.Ms through visu-
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ally deceptive content, and what factors influ-
ence their success rates?

* RQ2. How vulnerable are MCP-enabled
LLMs to sensitive data exfiltration through
hidden adversarial prompts in external
sources?

Our main contributions are summarized as follows:

* We propose a novel strategy using malicious
fonts to create hidden adversarial prompts, in-
visible to humans but processed by LLMs. We
evaluate LLM vulnerabilities in two scenarios:
(1) malicious content relay, where LLMs prop-
agate hidden harmful content, and (2) sensi-
tive data leakage via MCP-enabled tools using
crafted prompts.

* We conduct experiments to analyze the im-
pact of prompt placement, injection frequency,
and document formats on attack effectiveness,
demonstrating the feasibility of exfiltrating
sensitive data through MCP-enabled tools us-
ing indirect prompts, with success rates vary-
ing by data sensitivity and prompt design.

* We identify deficiencies in current LLM secu-
rity measures for handling visually deceptive
content and propose developing more robust
security frameworks that address content se-
mantics and visual representation integrity.

2 Related Works
2.1 Prompt Injection Attack

Prompt injection attacks manipulate a generative
model to produce unintended outputs. The most
direct form, Direct Prompt Injection, involves ex-
plicitly altering the model’s input with attacker-
provided instructions (Perez et al., 2022; Sang et al.,
2024; Zhang et al., 2024b). In contrast, Indirect
Prompt Injection is more covert, using external data
sources like user input or web content to embed
hidden instructions, which the LLM may execute
unknowingly (Greshake et al., 2023; Jia et al., 2024;
Wang et al., 2024b). Jailbreak Attacks bypass se-
curity restrictions with crafted prompts, leading to
unauthorized or harmful outputs (Shen et al., 2024;
et al., 2025; Ouyang et al., 2025). Semantic Manip-
ulation leverages ambiguous language to mislead
the model, causing it to generate abnormal con-
tent (Pan et al., 2022; for Double-Blind Review,
2024; Zhang et al., 2024a; Hua et al., 2024; Li

et al., 2025a). These studies reveal the diversity of
prompt injection and its potential threats to LLM
security.

2.2 Indirect Prompt Injection via External
Resources

Indirect prompt injection involves attackers embed-
ding hidden directives in data processed by LLMs,
such as invisible text in documents or webpages
(Zhan et al., 2024; Yi et al., 2023; Zhang et al.,
2025). When LLMs process this content, they may
follow the attacker’s commands, leading to harm-
ful actions (Liu et al., 2024). Research focuses on
attack methods or defenses. Defensively, architec-
tural methods like StruQ (Chen et al., 2024) sepa-
rate trusted prompts from user data, while test-time
defenses like FATH (Wang et al., 2024a) use hash-
based tags. On the attack side, studies show LLMs
can be compromised via external resources. For
instance, Liu et al. (2023) demonstrates black-box
attacks embedding malicious instructions in appli-
cations, and Zhan et al. (2024) shows LLM agents
are vulnerable to injected commands in fetched
content. However, few studies explore vulnerabili-
ties in web resources or documents, possibly due
to the recent introduction of web search in LLMs
like GPT (OpenAl, 2024).

2.3 LLM Usage with MCP

MCEP allows LLMs to perform dynamic tasks by
invoking external APIs or services through user-
authorized interfaces (Hou et al., 2025; Li et al.,
2025b). It links model reasoning to real-world
actions, enabling tasks like summarizing docu-
ments to cloud notes or sending emails. With user
approval, LLMs can execute context-aware tasks
(Singh et al., 2025). However, this autonomy poses
security risks, as MCP-equipped LLLMs are suscep-
tible to indirect prompt injection attacks that could
leak sensitive data, an underexplored area.

3 Methods and Materials

3.1 Malicious Font

In terms of a font, there are different interpretations
regarding the terms code, glyph, and font, thus, we
formally define them in this context to facilitate the
following demonstrations. A code is a binary repre-
sentation of a character. There are different encod-
ing schemes. For example, the American Standard
Code for Information Interchange (ASCII) uses the
binary @x61 to represent the character “0”, and the
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Figure 1: Illustration of malicious font creation through code segment modification. The figure demonstrates how
an attacker manipulates the character mapping table by modifying code segments and their corresponding glyph
indices. Each segment (e.g., segments 1-4) contains a range of character codes (Startcode to Endcode) and can be
strategically modified by adjusting the idDelta values to create deceptive character mappings.

binary 0x61 to represent the character “a”. A glyph
is the appearance of a character. For example, “a”
“a”, and “a” are three different glyphs of the same
character “a”. Finally, a font is a file that includes
the codes and the glyphs of characters, and defines
the mapping between a code and a glyph.

We refer to a “malicious font” as a font, which
maps one or more codes to glyphs that deviate from
the original characters. For instance, a benign font
maps the code 0x61 to the glyph “a”, while a ma-
licious font may map this code to the glyph “b”
or “c”, or any other glyph based on the attacker’s
choice. The TrueType standard defines code seg-
ments in a font. As shown in Figure 1, each code
segment includes a collection of continuous codes.
In particular, code segment 1 contains 17 codes
from 0x0020 (the character of space) to 0x002f
(the character of “/”), where 0x0020 and 0x002f
are referred to as the Startcode and Endcode of
code segment 1, respectively. Code segment 2 con-
tains one code only, i.e., @x0030 (the character of
“0”). The Startcode and Endcode of code segment
2 is the same and equal to 9x0030. To render any
given character on a screen, a computer not only
needs the code but also the glyph of this charac-
ter in a font. According to the TrueType standard,
the glyph index, which represents the position of a
glyph in a font, is calculated by

Glyph Index = idDelta + Code,

where idDelta is an offset to allow the calculation
of the position of the glyph of a code in a code seg-
ment. For example, as shown in Figure 1, IdDelta
of code segment 1 is @xffe4, and accordingly the

(I

glyph index of can be computed by 0xffe4
+ 0x0021, where 0x0021 is the code of “!”. Note
that codes in the same code segment share the same
value for IdDelta. For example, IdDelta for all the
17 codes in code segment 1 is @xffe4. To be spe-
cific, the code of the character “3” is 9x0033 and
that of the character “a” is 0x0061. The attacker
wants “3” to appear like “a” when it is rendered
on a screen. The attacker thus needs to change
idDelta for the character “3”. According to the
previous discussion, “3” is the only code included
by its code segment and there are no other codes in
this code segment, and therefore the new idDelta is
x2 4 d2 — x1, where 1 = 0x0033, z2 = 0x0061,

and d2 (idDelta for the character “a”) is 0xffe4.
This technique can be applied to both single charac-
ters and groups of characters, allowing for sophis-
ticated deception where the visual content differs
significantly from the underlying text that LLMs
process. The detailed technical implementation of
these modifications is provided in Appendix A.

3.2 Experiment Design

Figure 2 presents the experiment flow design. In
our experiment, we investigate two critical scenar-
ios to assess the security vulnerabilities of LLMs
when interacting with external web resources.
These scenarios are designed and developed to eval-
uate the potential for LLMs to (1) inadvertently ex-
pose users to harmful content or (2) leak sensitive

user information to unauthorized external entities.

The first scenario “Malicious Content Relay”

examines whether LLMs can process and relay hid-
den malicious content from external sources to end-

7135



The visible content is not malicious

GENERATE

............................... .

SCENARIO 1 —
o —
H v

Malicious ct:)ntent hurts = Visible Content

Praees

\ H
= Corrupted Mapping

X o

)
RELAY @ RETURN Malicious Content P‘
INTERACT \ y, REQUEST INJECT
User LLM Weblink (http://...) External Attacker
i Malicious prompt leaks data Resources
v Personal Identiﬁers > SEND (ﬁ
i v Authentication Credentials MCP Protocol TRANSPORT
v" Financial Information
MCP Protocol . TRANSPORT
User’s Private Information
MCP Client
CP Clie Server External Resource

SCENARIO 2 Host with Claude/IDE

External resource receives private info.

Figure 2: Overview of the experimental framework investigating two critical attack scenarios: (1) Malicious Content
Relay, where LLMs process and relay hidden adversarial prompts from external sources to users, and (2) Sensitive
Data Leakage, where attackers exploit MCP-enabled tools to exfiltrate user information through hidden prompts.

users. To simulate this, we embed concealed adver-
sarial prompts within web pages and uploaded doc-
uments, manipulating the code-to-glyph mapping
relationship within the embedded fonts. Specifi-
cally, we modify the character mapping table to
create deceptive visual representations where cer-
tain characters appear differently from their actual
codes, enabling the injection of hidden adversarial
content that remains undetectable to human read-
ers while being fully accessible to LLMs during
content processing. The LLM is then tasked with
accessing and interpreting this content through its
web browsing or document analysis capabilities.
Next, we examine the model’s outputs to determine
if the hidden malicious content is surfaced to the
user, thereby assessing the LLM’s susceptibility to
such adversarial attacks.

The second scenario “Sensitive Data Leakage
examines whether an LLM can be manipulated to
exfiltrate sensitive data previously shared by the
user through hidden prompts embedded in external
sources. In this setting, a user (the victim) interacts
with the LLM and may unintentionally disclose
sensitive data during normal usage (OpenAl, 2023).
This data, ranging from low-sensitivity personal
names to high-sensitivity details like passwords, is
stored in the chat history. Subsequently, the LLM
accesses or is provided with a maliciously crafted
webpage or document containing hidden adversar-
ial prompts embedded via obfuscated fonts. If trig-
gered, these prompts instruct the LLM to transmit

29

the stored sensitive data to an external entity using
the MCP. For instance, a hidden prompt may direct
the LLM to extract personal names stored in the
user’s chat history and send them to the attacker’s
email address via an MCP-enabled email tool. We
assess unauthorized data leakage by monitoring
whether external entities (e.g., the attacker) receive
the sensitive data.

For both scenarios, we evaluate attack effective-
ness by analyzing key factors including prompt
design, document format, injection frequency, and
strategic placement. Our experiments span multi-
ple LLM models and MCP-enabled tools to assess
how these factors influence attack success rates.
All tests are conducted in controlled environments
using synthetic data to ensure responsible research
practices.

3.3 Scenario 1: Malicious Content Relay

Threat Model and Impact: In this attack sce-
nario, the attacker only needs to craft webpages or
documents containing hidden adversarial prompts
using malicious font techniques. These malicious
resources can be distributed through various chan-
nels - either by sharing them on the web (e.g., as
news articles) or directly providing them to victims
(e.g., as academic papers). The attack assumes that
victims will naturally upload these files to LLMs
for processing tasks like summarization or analysis.
The potential impact of successful attacks is severe,
ranging from spreading targeted misinformation
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to manipulating product recommendations and in-
fluencing users’ opinions on sensitive topics(Nie
et al., 2024; Xiong et al., 2025).

To systematically evaluate the effectiveness of
these attacks, we identify and analyze four key fac-
tors: Prompt Design: We examine two main cate-
gories of adversarial content: corporate slogan redi-
rection and political perspective redirection. These
categories represent common real-world scenarios
where users frequently consult LLMs for advice
or information, making them practical targets for
malicious content relay attacks. Document For-
mat: We focus on two prevalent formats: web
pages (HTML) and PDF documents, as they repre-
sent the most common document types that users
typically ask LLMs to analyze. The structural dif-
ferences between these formats can significantly
affect how hidden prompts are preserved and inter-
preted. Injection Frequency: We investigate how
the number of hidden prompt repetitions within a
document affects attack success rates, considering
the different characteristics of HTML and PDF doc-
uments. Strategic Placement: We analyze how
the location of hidden prompts (e.g., headers, main
content, footnotes) influences attack effectiveness,
particularly given LLMSs’ attention mechanisms
and document processing patterns.

3.4 Scenario 2: Sensitive Data Leakage

Threat Model and Impact: This scenario focuses
on the Gmail MCP tool, which allows an LLM to
send emails through a user’s Gmail account once
permission is granted. After the initial configura-
tion, the model can autonomously draft and send
emails on the user’s behalf. For instance, as illus-
trated in Figure 3, a user may request the LLM
to send an email to a friend. However, this le-
gitimate functionality can be exploited through
indirect prompt injection. When a user uploads
compromised files containing hidden adversarial
prompts, the LLM may be directed to extract sen-
sitive data from the user-LLM chat history and
forward it to the attacker’s email address. Given
that only Claude provides seamless integration for
MCEP tools, we specifically investigate the latest
Claude-3.7-Sonnet model.

In this scenario, the attack assumes that the user
has already connected the Gmail MCP tool to the
LLM in a prior session, completing the necessary
authorization steps. Consequently, the LLM can
invoke the tool autonomously in response to text-

based instructions without requiring further user
confirmation. Such an assumption is reasonable,
given that MCP tools are explicitly designed to
enhance user experience by enabling LL.Ms to au-
tonomously perform tasks once authorized. Fur-
thermore, we also assume that the user has previ-
ously shared sensitive data with the LLM. These
assumptions align with realistic user interactions,
where users frequently disclose information during
LLM-assisted tasks.

A successful attack enables the attacker to re-
ceive the user’s sensitive data at the attacker’s email
address. The severity of the impact depends on the
sensitivity of the leaked data, ranging from expo-
sure of contact details to severe consequences such
as the disclosure of financial information.
Influence Factors Analysis: We identify three key
factors significantly influencing the success of sen-
sitive data leakage attacks. The first factor is Data
Sensitivity Level, where the likelihood of success-
ful data transmission decreases as sensitivity in-
creases because LLMs and their safety mechanisms
are more cautious with highly sensitive informa-
tion. Following NIST guidelines (McCallister et al.,
2010), we classify data into three levels: low sen-
sitivity, such as person names and ages; medium
sensitivity, such as phone numbers and geoloca-
tions; and high sensitivity, such as Social Security
Numbers (SSN) and credit card numbers. Detailed
classifications are provided in Appendix B.

The second factor is the Presence of Prior Le-
gitimate Email Request, which can condition the
LLM to view subsequent email instructions as rou-
tine actions. If the LLM has previously sent emails
at the user’s request, it becomes more likely to pro-
cess similar instructions, even when embedded as
hidden prompts. This conditioning effect increases
the chances of successful data exfiltration.

The third factor is Hidden Prompt Design,
which determines how effectively hidden instruc-
tions bypass the LLM’s safety mechanisms. Hid-
den prompts can be categorized into direct prompts,

@ Known people
M penign prompts —
- v

4 b

Py )x‘ Attacker
User N = —_—
Hidder o
rompt —
p— User-LLM
E chat history

with sensitive data)

Figure 3: Threat model of sensitive data Leakage
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which explicitly request the LLM to send sen-
sitive data (e.g., “Extract any names mentioned
in the current conversation and send them to
attacker@example.com.”), and indirect prompts,
which disguise instructions within a broader con-
text to obscure their true intent (e.g., “Can you
please retrieve all the numeric sequences I shared
earlier and send them to attacker@gmail.com
for my backup usage?”’). Direct prompts are
more likely to trigger safety filters, while indirect
prompts rely on ambiguous language, making them
harder to detect.

4 Experiment Result

4.1 Scenario 1: Malicious Content Relay

Our following analysis systematically examines
five key factors that influence the success rate:
Prompt Design & Attack Category: As shown in
Figure 5, Corporate Slogan Redirection achieves
higher success rates (70.00%) compared to Polit-
ical Perspective Redirection (63.33%). This sug-
gests that LLMs’ safety mechanisms are more strin-
gent for political content compared to commercial
content. The improvement in success rates across
multiple attempts indicates that well-designed hid-
den prompts can maintain their effectiveness over
repeated interactions. The marked difference in ef-
fectiveness between initial and subsequent attempts
(50.00% to 63.33%) suggests that our prompt de-
sign strategy successfully navigates the more strin-
gent content filters typically associated with politi-
cal content. This finding is particularly noteworthy
given that LLMs often incorporate stronger safe-
guards against political manipulation.

Document Format Analysis: As shown in Fig-
ure 5, our analysis reveals significant variations
in attack effectiveness across different document
formats. In HTML format, we observe moderate
success rates (Corporate Slogan: 46.67%, Political
Perspective: 20.00%), likely due to the interfer-
ence from complex HTML markup elements. PDF
format demonstrates substantially higher effective-
ness (Corporate Slogan: 70.00%, Political Perspec-
tive: 63.33%). This significant performance gap
between formats suggests that PDF’s more struc-
tured and static nature provides a more favorable
environment for hidden prompt preservation and ex-
ecution. These findings raise important security im-
plications, particularly concerning the widespread
use of PDFs in professional contexts where users
frequently request LLMs to analyze such docu-

ments, suggesting that current LLM security mea-
sures may need to be reevaluated.

Injection Frequency Analysis: Our experimental
results show a positive correlation between injec-
tion frequency and attack success rates. As shown
in Figure 4, starting from a 10% success rate with
single injection, we observe a consistent upward
trend reaching up to 50% at higher injection fre-
quencies. The moving average analysis with win-
dow sizes (2-5) confirms this positive trend. The
95% confidence intervals show an expanding upper
bound as injection frequency increases, suggest-
ing that while attacks become more successful with
higher frequencies, they also become more variable
in their outcomes, possibly due to the increased
complexity of managing multiple injections.
Strategic Prompt Placement: As shown in Figure
6, our results reveal significant variations in attack
success rates based on prompt placement. For Cor-
porate Slogan Redirection, success rates decrease
from top (40%) to middle (30%) to bottom sections
(20%). Political Perspective Redirection shows a
similar pattern with lower rates: top (30%), middle
(30%), and bottom (10%). This descending pattern
suggests that LLMs tend to assign higher impor-
tance to content positioned earlier in documents,
likely due to their attention mechanisms prioritiz-
ing early document content. The consistent 10%
advantage for Corporate Slogan Redirection across
all positions aligns with our earlier findings.
Cross-Model Analysis: To evaluate the gener-
alizability of our attack methodology, we test
against six state-of-the-art LLMs: Claude-3-Haiku,
Claude-3-Sonnet (Anthropic), GPT-4.1-mini, GPT-
40-mini, GPT-40, and GPT-4.1 (OpenAl). As
shown in Figure 7, GPT-4.1 shows the highest
vulnerability with success rates of 76.67% (Cor-
porate) and 80% (Political), while earlier models
like Claude-3-Haiku and Claude-3-Sonnet show
lower rates (50% and 39.47% respectively). This
pattern suggests that advanced language capabil-
ities may inadvertently increase vulnerability to
hidden adversarial prompts.

4.2 Scenario 2: Sensitive Data Leakage

In this subsection, we present the results for Sce-
nario 2, examining how the three investigated fac-
tors influence the success rate of unauthorized
email transmissions containing sensitive user data.
As illustrated in Figure 8, each column represents
the results of 60 independent tests, with each test
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against GPT-40 in PDF and HTML documents.

involving a unique user’s chat history containing
the same type of sensitive data. For instance, we
assessed whether a hidden email request embed-
ded within documents could consistently trigger
the LLM to send an email to the attacker across 60
user chats containing personal name data.

We further performed a logistic regression analy-
sis to quantitatively evaluate the influence of these
three factors, as summarized in Table 1. In this
analysis, Sensitivity Level is treated as an ordinal
variable (0 = Low, 1 = Medium, 2 = High), Prior
Email Request as a binary variable (0 = No, 1 =
Yes), and Hidden Prompt Type as a binary variable
(0 = Direct, 1 = Indirect). The resulting coefficients
in Table 1 provide insight into how each factor in-
dividually and collectively affects the success of
data exfiltration attempts.

Variable Coef. Std. Err. z P>zl [0.025 0.975]
Constant 0.196 0.333 0.587 0.557 -0.458 0.849
Sensitivity Level -1.331 0.333 -3.992 0.0001 -1.984 -0.677
Prior Email Request  0.516 0.385 1.342 0.180 -0.238 1.271
Hidden Prompt Type 0.120 0.385 0.312 0.755 -0.634 0.875

Table 1: Logistic regression result

Total Success Rate

Middle

== Corporate Slogan Redirection
== Political Perspective Redirection

Figure 6: Success rates (%) of adversarial attacks with
different prompt placement strategies.

4.2.1 Data Sensitivity Level Analysis

Our findings demonstrate a clear inverse relation-
ship between data sensitivity and the success rate
of unauthorized email transmissions. As shown in
Figure 8, data classified as low sensitivity—such
as person names and ages—exhibited relatively
high success rates even without prior legitimate
email requests. Specifically, when attackers used
direct prompts, success rates reached 50% for per-
son names and 66.67% for ages. This high success
rate is attributable to the model’s relatively permis-
sive treatment of low-sensitivity data, which is less
likely to trigger safety mechanisms.

Conversely, success rates decline significantly
for medium-sensitivity data, including phone num-
bers (43.33%) and geolocations (30%). The LLM
demonstrates a more cautious approach, reflecting
an intermediate level of sensitivity that introduces
stricter filtering without entirely preventing unau-
thorized transmission.

A dramatic drop is observed for high-sensitivity
data, such as SSN numbers and credit card num-
bers. In these cases, the LLM’s safety mechanisms
consistently blocked direct prompt attempts, re-
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sulting in a 0% success rate. The model’s refusal
is often accompanied by a warning message: "/
understand your request, but I need to prioritize
security and privacy. I cannot send sensitive per-
sonal information like the Social Security Number
(SSN) shared in our conversation to any email ad-
dress." This outcome demonstrates that the LLM’s
heightened security measures are effective when
handling critical data types.

4.2.2 Prior Email Request Analysis

The presence of prior legitimate email requests
significantly altered the model’s response to sub-
sequent email instructions, amplifying the success
of data exfiltration for low and medium-sensitivity
data. As illustrated in Figure 8, success rates in-

crease markedly: for person names, ages, phone
numbers, and geolocations, the rates rose from
50%, 66.67%, 43.33%, and 30% to 75%, 96.67%,
70%, and 63.33%, respectively. This pattern sug-
gests that a history of legitimate email interactions
conditions the LLM to view email instructions as
routine, reducing its ability to distinguish between
authorized and malicious requests.

The scenario is more nuanced for high-
sensitivity data. Although the LLM generally re-
fused to transmit such data directly, even when
prior legitimate email requests are present, an in-
triguing behavior emerged. Instead of sending the
requested sensitive information, the LLM applied a
form of desensitization, sending sanitized versions
of the data. For example, an email might state:
“As requested, here are the non-sensitive numbers
mentioned in our conversation. Please note that
I've excluded sensitive personal information such
as Social Security Numbers from this email for se-
curity and privacy reasons.” This behavior reflects
the LLM’s attempt to balance user assistance with
privacy protection, suggesting that prior legitimate
requests can influence the model’s trust threshold
even for sensitive data.

4.2.3 Hidden Prompt Design Analysis

The design of hidden prompts plays a decisive role
in the success of email transmissions, particularly
when targeting high-sensitivity data. Unlike direct
prompts, which explicitly requested the LLM to
send data, indirect prompts employed subtle, con-
textually disguised instructions.

As shown in Figure 8, success rates for high-
sensitivity data, such as SSNs and credit card
numbers, rose from 0% (with direct prompts) to
20% and 30%, respectively, when using indirect
prompts. For low and medium-sensitivity data,
indirect prompts consistently outperform direct
prompts, achieving 91.67% for personal names,
100% for ages, 90% for phone numbers, and
86.67% for geolocations. The superior perfor-
mance of indirect prompts can be attributed to their
ability to bypass the LLM’s safety mechanisms by
presenting the request in a seemingly benign form.
This obfuscation effectively conceals the malicious
intent, making detection significantly more chal-
lenging for the model’s safety filters.

5 Discussion

The key advantage of our proposed font-based ob-
fuscation over standard IPI lies in its ability to
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Technique Reviewed by Users | Detected by Users Detected by GPT-40 | Success Rate
Standard IPI 200 144/200 11/56 22.5%
Font-based IPI 200 0/200 42/200 79%

Table 2: Comparison of standard IPI and font-based IPI in user and LLM detection.

achieve strong prompt invisibility and resist saniti-
zation filters. Standard IPI typically embeds mali-
cious prompts directly into webpages or documents,
making them visually detectable to human users.
Since such resources are often reviewed before be-
ing submitted to LLMs, this visibility significantly
lowers the likelihood of a successful attack. In con-
trast, font-based obfuscation conceals prompts in a
way that remains invisible to users while still being
processed by the LLM.

To demonstrate this difference, we conducted
a user study with 10 volunteers who had general
technical backgrounds but no prior knowledge of
prompt injection. Each participant was shown
two sets of 20 resources: one using standard IPI
and the other using font-based obfuscation. As
shown in Table 2, users flagged 144 of 200 standard
IPI prompts but none of the 200 font-obfuscated
prompts. The unflagged resources were then pro-
cessed by GPT-40, which blocked 11 of the re-
maining 56 standard IPI prompts and 42 of the 200
obfuscated ones. Combining user and LLM de-
fenses, the final success rate was 22.5% (45/200)
for standard IPI, compared to 79% (158/200) for
font-based IPL.

Our analysis of LLMs’ vulnerabilities to ma-
licious font-based adversarial prompts highlights
critical Al security issues. Advanced models like
GPT-4.1, while better at understanding complex
contexts, may be more prone to sophisticated at-
tacks, suggesting that enhancing language capabili-
ties introduces new vulnerabilities. This capability-
security tradeoff requires reevaluation, especially
with LLM integration in real-world applications via
protocols like MCP. Malicious font attacks exploit
visual deception to bypass content filters, exposing
a new attack surface unprepared for by current se-
curity frameworks. This is particularly concerning
for sensitive data processing, where even robust
models can be compromised. The attacks’ suc-
cess across document formats and strategies un-
derscores the need for a comprehensive security
approach, verifying semantic content and presenta-
tion integrity to address these emerging threats.

6 Conclusions

We investigate LLLM vulnerabilities to hidden ad-
versarial prompts in malicious fonts, focusing on
malicious content relay and data leakage. Exper-
iments show: (1) PDF documents have higher at-
tack success rates (up to 70%) than HTML; (2)
Strategic prompt placement and higher injection
frequency boost success, especially at document
starts; (3) Newer LLMs are more vulnerable; (4)
Indirect prompts bypass safety mechanisms, with
100% success for low-sensitivity data and 30% for
high-sensitivity data. These findings highlight se-
curity risks for LLMs in applications like MCP,
urging enhanced measures for content and visual
integrity.

Limitations

Our study has several limitations that warrant dis-
cussion. First, our experiments primarily focus
on English language content, and the effectiveness
of these attacks might vary for other languages
with different character sets and writing systems.
Second, while we tested our approach on several
mainstream LLMs, the rapidly evolving nature of
these models means our findings might not fully
generalize to future versions. Finally, our eval-
uation metrics primarily focus on attack success
rates, and future work could benefit from a more
comprehensive assessment of attack stealthiness.

Ethics Statement

This research is conducted with the primary goal
of identifying and understanding potential security
vulnerabilities in LLM systems to help develop
better defenses. All experiments are performed
in controlled environments using simulated data,
and no real user information is compromised. We
are responsibly disclosing our findings to relevant
LLM providers. We emphasize that the purpose of
this work is to promote the development of more
robust security measures, not to facilitate malicious
attacks.
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A Craft Malicious Font

In this appendix, we provide a detailed technical implementation of crafting malicious fonts. We
present two cases: single code modification and multiple code modifications in a code segment. The
first case demonstrates the basic principle of malicious font creation by modifying a single character’s
mapping, while the second case addresses the more complex scenario of modifying multiple characters
simultaneously. These technical details complement the high-level overview presented in Section 3.1
and provide a comprehensive understanding of how attackers can manipulate font files to create visually
deceptive content.

A.1 Case I: Single Code in a Code Segment

With the knowledge of font architecture and how glyph indexes are calculated, an attacker can easily
create a malicious font by modifying the binary of the font to change the mapping between codes and
glyphs. Assume that the attacker wants the glyph of the code x1 to look the same as that of the code 2.
This means that the attacker needs to change the glyph index of x1 such that it is equal to that of 2. As a
result, when a computer tries to render 1, it obtains the glyph index of 2 and displays the glyph of z2
on a screen. Let d1 and d2 denote idDelta for 1 and x2, respectively. Thus, the glyph indexes for 1 and
22 can be computed by x1 + d1 and 22 + d2, respectively. Assume that the code segment that contains
x1 has z1 as the only code included. Towards the aforementioned goal, the attacker can modify d1 to d1’
such that 1 + d1’ = 22 + d2, i.e., the glyph index of x1 is equal to that of x:2. Specifically, d1’ can be
computed by d1’ = 22 + d2 — 1.

For example, the code of the character “3” is @x0033 and that of the character “a” is @x0061. The
attacker wants “3” to appear like “a” when it is rendered on a screen. The attacker thus needs to change
idDelta for the character “3”. According to the previous discussion, “3” is the only code included by
its code segment and there are no other codes in this code segment, and therefore the new idDelta is
x2 4 d2 — x1, where x1 = 0x0033, 2 = 0x0061, and d2 (idDelta for the character “a”) is 0xffe4.

A.2 Case II: Multiple Codes in a Code Segment

If the code segment that contains z1 has multiple codes, the construction of a malicious font becomes
more complicated than the single code case, because d1 is shared by these codes as the value for idDelta,
and modifying d1 inevitably changes the glyph indexes of other codes. To address this issue, the attacker
may isolate x1 from other codes. In particular, let the set S = { A, z1, B}, where A and B are the sets
consisting of codes that are in the same code segment as z1. In particular, all codes in the set A are less
than z1 and those in B are larger than x1. The attacker can split S into three code segments, with one
contains x1 and the other two code segments contain all codes in A and B, respectively. Note that total
number of code segments is usually a constant and a fixed value. If the attacker split one code segment
into three code segments, the attacker has to make sure that such a split does not change the total number
of code segments in a font. Hence, in addition to the split, the attacker also needs to merge some code
segments that share the same value for idDelta.

For example, assume that the attacker wants “#” to appear like “a” when it is rendered on a screen.
The code of the character “#” is from code segment 1 as shown in Figure 1. There are 17 codes
in code segment 1 and the set S is {.A, 0x0023, B}, where 0x0023 is the code of the character “#”,
A = {0x0020,0x0021,0x0022}, and B = {0x0024,0x0025, ...,0x002f}. The attacker splits code
segment 1 into three code segments that include the codes in .4, the code 0x0023 for the character “#”,
and the codes in B, respectively. The attacker then merges code segments that share the same idDelta. As
shown in Figure 1, code segments 2, 3, and 4 can be merged together because they share the same idDelta
of oxffe4.

To do the split or merge, the attacker only needs to modify the Startcode and Endcode in the font binary.
In this example, to merge code segments 2, 3, and 4, the attacker simply modifies the Startcode and
Endcode of code segment 4 to 0x0030 and 0x0033, respectively. To split code segment 1, the attacker
modifies the Startcode and Endcode of code segment 1 to @x0020 and 0x0022, respectively. The attacker
also modifies both the Startcode and Endcode of code segment 2 to the same value of 0x0023, because
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after split code segment 2 includes @x0023 as the only code. For code segment 3, the attacker modifies
the Startcode and Endcode to 0x0024 and 0x002f, respectively. After the split and merge, the code of the
character “#” is the only code in its code segment and then the attacker can use the method in Case I to
create a malicious font.

A.3 Malicious Font Detection and Embedding

We conduct extensive experiments to evaluate the detectability of our malicious fonts using 60 mainstream
anti-virus software, including industry leaders such as Avast, Cynet, Kaspersky, Microsoft, McAfee, and
Kingsoft. Our testing reveals that the malicious fonts successfully bypass all 60 anti-virus solutions. This
universal evasion suggests a significant security blind spot - current anti-virus software appears to ignore
font integrity and potential risks caused by code-glyph mapping discrepancies. This security gap likely
stems from two main factors. First, traditional anti-virus software typically focuses on executable code
and known malware signatures, rather than analyzing font file integrity or potential visual deception.
Second, detecting malicious font modifications would require specialized capabilities like optical character
recognition (OCR) and binary analysis of font mapping tables, which are not commonly implemented in
anti-virus solutions.

To demonstrate the practical implications, we develop a proof-of-concept implementation that embeds
these malicious fonts in various digital formats. For documents (e.g., PDF, DOC), the malicious fonts
can be fully embedded within the file itself, ensuring complete portability across different systems and
maintaining the deceptive effects regardless of the target environment. For web pages, we leverage the
@font-face CSS rule to enable remote font loading, allowing attackers to host malicious fonts on remote
servers and dynamically inject them into web content through standard web font delivery mechanisms. The
implementation follows standard font embedding practices in both scenarios, making it indistinguishable
from legitimate font usage while maintaining the ability to present deceptive content.

B Data Sensitivity Level

Informed by prior analyses of real-world ChatGPT conversations from the ShareGPT52K dataset (Zhang
et al., 2024c¢), we classify the sensitive information that users may disclose during interactions with
LLMs. While the ShareGPT52K dataset provides valuable insights into common disclosure behaviors, it
intentionally omits highly sensitive categories of information, such as Social Security Numbers (SSNs), to
protect user privacy. To ensure a more comprehensive classification, we additionally reference established
standards for sensitive data as defined by the National Institute of Standards and Technology (NIST) under
the U.S. Department of Commerce (McCallister et al., 2010). Accordingly, our classification encompasses
both the types of sensitive information observed in the dataset and critical categories that are deliberately
excluded due to their elevated privacy risks.

Sensitivity Level Example Query Data Type

Low Sensitivity Hi Claude, can you tell me the origin of my name “Max”? Person Name

Low Sensitivity I’'m a 25-year-old student planning to start a PhD next year. Any advice? Age

Medium Sensitivity Please help me write a text to my professor, whose phone number is  Phone Number
123-456-7890, to explain my late reason for last class.

Medium Sensitivity Find some coffee shops near 123 Main Street, New York. Geolocation

High Sensitivity I forgot where I saved it. Here’s my SSN: 123-45-6789. Can you Social Security
remember it for later use? Number (SSN)

High Sensitivity I’'m booking a flight. Here’s my credit card number: 4111 1111 1111  Credit Card Num-
1111. Please keep it secure. ber

Table 3: Sensitive Data Classification with Example User Queries

Specially, the following data types are considered: Person Name, Age, Gender, Email Address, IP
Address, Phone Number, Passport Number, URL, Nationality, Religious or Political Group (NRP),
Location, and Essential Personal Identification Numbers (including Credit Card Number, SSN, Taxpayer
Identification number, and Financial Account).
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Figure 9: Representative example of “Malicious Content Relay.”

To better reflect the potential impact of sensitive data leakage, we further categorize these sensitive data
types into three sensitivity levels based on established privacy guidelines in NISI framework. The detailed
examples of each category are shown in Table 3.

* Low Sensitivity Person Name, Age, Gender, URL, Nationality/Religious/Political Group. While
these types of data are not immediately harmful, can contribute to profiling or inference attacks when
aggregated.

* Medium Sensitivity Email Address, Location, IP Address, Phone Number. These types of data can
directly expose users to threats such as phishing, spam, or location tracking.

» High Sensitivity Essential Personal Identification Number (e.g., Passport Number, Credit Card
Number, SSN, Taxpayer Identification Number, and Financial Account). These types of data is
tightly linked to identity theft, financial fraud, and serious personal harm.

C Malicious Content Relay Example

Figure 9 illustrates a concrete example of our malicious content relay attack. The left side shows a
seemingly legitimate PDF document - a 2025 baseball sports news article. When a user asks an LLM to
summarize this document, the model initially provides a normal summary of the baseball game content.
However, through our malicious font technique, we embed hidden adversarial prompts that manipulate the
LLM’s output. Specifically, we modify the character mapping to inject political induced prompts while
maintaining the visual appearance of a sports article. As a result, when the user requests a more detailed
analysis, the LLM’s response abruptly shifts from sports commentary to expressing biased political views,
demonstrating how malicious fonts can effectively relay hidden adversarial content through seemingly
benign documents.

D Sensitive Data Leakage Example

While we conduct large-scale experiments using the Claude-3-7-Sonnet API, Figure 10 presents a sensitive
data leakage example on Claude Desktop for demonstration purposes. In this scenario, the user (victim)
previously shared sensitive data (a phone number) with the LLM, which is retained in the chat history.
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The format (123-456-7890) follows the standard US phone number pattern, but that doesn't
tell us anything about its current active status.
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Figure 10: Representative example of “Sensitive Data Leakage.”

As assumed in Section 3.4, the user then uploads a document to the LLLM for processing tasks, and the
document contains hidden adversarial prompts crafted by the attacker. The LLM processes this document,
triggers the hidden prompt, and subsequently sends the user’s phone number via email to the attacker’s
address, demonstrating unauthorized data leakage.
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