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Abstract

Multiple-choice questions (MCQs) play a cru-
cial role in fostering deep thinking and knowl-
edge integration in education. However, previ-
ous research has primarily focused on generat-
ing MCQs with textual options, but it largely
overlooks the visual options. Moreover, gen-
erating high-quality distractors remains a ma-
jor challenge due to the high cost and lim-
ited scalability of manual authoring. To tackle
these problems, we propose a Cross-modal Op-
tions Synthesis (Cm0S), a novel framework for
generating educational MCQs with visual op-
tions. Our framework integrates Multimodal
Chain-of-Thought (MCoT) reasoning process
and Retrieval-Augmented Generation (RAG)
to produce semantically plausible and visually
similar answer and distractors. It also includes
a discrimination module to identify content suit-
able for visual options. Experimental results on
test tasks demonstrate the superiority of CmOS in
content discrimination, question generation and
visual option generation over existing methods
across various subjects and educational levels.

1 Introduction

In the field of education, multiple-choice questions
(MCQs) play a crucial role in promoting deep think-
ing and knowledge integration. Prior studies have
shown that well-written MCQs can support learner
engagement in higher levels of cognitive reason-
ing such as application or synthesis of knowledge
(Davis, 2009; Zaidi et al., 2018). Among the com-
ponents of MCQs, the difficulty and relevance of
distractors are key indicators of question quality
(Gierl et al., 2017; Kumar et al., 2023). However,
systematically crafting quality assessment ques-
tions and distractors in education is a crucial yet
time-consuming, expertise-driven undertaking that
calls for innovative solutions (Indran et al., 2024).
With the rapid advancement of large language
models (LLMs) that demonstrate remarkable capa-
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Question: Which organelle in

LLM the plant cell is primarily

Context: The following is a cell
from a plant leaf, with various
organelles, each having distinct

" G responsible for
SHFIETITES per_forl_'nmg photosynthesis?
specific functions in different

biochemical processes. Options:

Answers: chloroplast

Figure 1: An example of the CmOS Framework, showing
how it generates a visual MCQ to identify the part re-
sponsible for photosynthesis, using content that includes
an image, an answer, and the context about plant cell.

bilities in scientific question answering, researchers
have begun to explore their potential in the auto-
matic generation of educational questions to alle-
viate human labor, including objective and open-
ended formats (Cao and Wang, 2021; Rodriguez-
Torrealba et al., 2022). Prior to this study, research
on MCQs generation using LLMs primarily fo-
cused on two areas: generating questions and tex-
tual options based on textual input (Cao and Wang,
2021; Le Berre et al., 2022), and incorporating mul-
timodal inputs to generate questions and textual op-
tions enriched with visual information (Yeh et al.,
2022; Wang and Baraniuk, 2023; Luo et al., 2024).
However, the task of generating MCQs with visual
options remains largely unexplored. According to
Mayer’s cognitive theory of multimedia learning
(Mayer, 2005), visual stimuli play an indispensable
role in promoting learners’ cognitive engagement
by facilitating dual-channel processing, reducing
extraneous cognitive load, and enhancing the inte-
gration of new information with prior knowledge.

There are three major challenges in generating
MCQs with visual options. Firstly, not all MCQ op-
tions are suitable for visual representation (Butler,
2018). For example, mathematical computation
problems typically rely on precise numerical or
symbolic expressions which is difficult to convey
through static images. Secondly, MCQs with vi-
sual option require explicit scaffolding for visual

6918

Findings of the Association for Computational Linguistics: EMNLP 2025, pages 6918—-6935
November 4-9, 2025 ©2025 Association for Computational Linguistics



analysis; otherwise, students may incur unneces-
sary cognitive overload (Kim and Hannafin, 2011).
Lastly, current Text-to-Image (T2I) models face
key challenges in visual option generation: (i) The
inherent variability in visual option generation of-
ten leads to inaccurate or unrealistic outputs. (ii)
The educational domain lacks specialized image
repositories to meet the precise visual needs of aca-
demic content. As shown in Figure 1, the goal of
our work is to generate an appropriate question and
visual options from an input consisting of an image,
context, and the answer, via processing pipeline.

To address these challenges, we propose a novel
framework named Cross-modal Options Synthesis
(CmOS), integrating Multimodal Chain-of-Thought
(MCoT) reasoning with Retrieval-Augmented Gen-
eration (RAG) to generate MCQs with visual op-
tions. Specifically, the framework employs an Mul-
timodal Large Language Model (MLLM) to encode
multimodal content and embeds it into a four-stage
MCoT architecture that separates content discrimi-
nation, question and reason generation, alternative
pairs screening, and visual options generation. To
improve the quality of visual options, we leverage
RAG to retrieve similar images from an external
educational image database as templates for gener-
ation, and then the MLLM and the T2I model are
required to optimize based on the templates.

The practical and impactful contributions of this
work in MCQs can be summarized as follows:

» We first explore how to generate high-quality
MCQs with visual options, addressing a key
gap in current MCQs generation research.

* We propose a framework named CmOS, which
generates questions through multiple ques-
tions screening, and produces plausible visual
options by providing templates and tuning.

» Experimental results on three tasks indicate
that CmOS achieves superior performance over
existing methods, effectively harnessing the
capabilities of both MLLMs and T2I models.

2 Related Works

2.1 Automatic Question Generation

Automatic Question Generation (AQG) is a tech-
nology that addresses the high costs and inefficien-
cies of manually creating educational questions
(Brown et al., 2005). Early studies in AQG pri-
marily focus on textual question generation, com-
prising two categories of generation methods. The

first is the Level of Understanding approach, en-
compassing syntax-based (Afzal et al., 2011; Afzal
and Mitkov, 2014) and semantic-based methods
(Aietal., 2015; Afzal and Mitkov, 2014). The sec-
ond is the Procedure of Transformation approach,
including template-based (Kusuma et al., 2018,
2022), rule-based (Singhal and Henz, 2014; Sing-
hal et al., 2015), and statistical methods (Kumar
et al., 2015; Uto et al., 2023). However, these meth-
ods rely heavily on text as both input and output,
exhibiting limited capability in processing multi-
modal information. In terms of question types,
prior research has mainly addressed open-ended
and MCQs (Kurdi et al., 2020; Mulla and Gharpure,
2023), with the latter receiving increasing attention
due to their standardized format and ease of au-
tomated assessment (Touissi et al., 2022; Al Shu-
raiqi et al., 2024; Newton and Xiromeriti, 2024).
With the swift progress of LLMs and MLLMs, re-
searchers have begun to explore their application
in generating high-quality educational questions
(Mulla and Gharpure, 2023; Yadav et al., 2023;
Newton and Xiromeriti, 2024; Al Shuraiqi et al.,
2024). Prompt engineering and fine-tuning have
been employed to enhance the effectiveness of
these models in question generation, with grow-
ing interest in their potential for multimodal MCQs
generation (Zhao et al., 2022; Wang and Baraniuk,
2023; Luo et al., 2024). However, current studies
on multimodal MCQs generation predominantly
focus on aligning images with question context,
while significantly overlooking the integration of
visual information into option generation progress.

2.2 Chain-of-Thought Prompt

Chain-of-Thought (CoT) prompt is an important
technique aimed at enhancing the multi-step reason-
ing capabilities of LLMs. Initial work by Wei et al.
(2022) showed that few-shot CoT could signifi-
cantly improve performance on arithmetic and com-
monsense tasks. Later, researchers introduced zero-
shot variants, such as appending simple phrases
like “Let’s think step by step”. This approach ac-
tivated reasoning in LLMs without requiring ad-
ditional examples (Kojima et al., 2022). To mini-
mize the need for manually crafted demonstrations,
methods like Auto-CoT were developed (Zhang
et al., 2022). These ways leverage LLMs to gen-
erate reasoning examples with minimal supervi-
sion. Further reliability improvements came from
self-consistency decoding, which samples multi-
ple reasoning paths and selects the most frequent
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answer (Wang et al., 2022). Beyond text-based
tasks, researchers have extended CoT to multi-
modal content and proposed a method named Mul-
timodal Chain-of-Thought (MCoT) (Zhang et al.,
2023). MCoT integrates textual and visual rea-
soning through several implementation strategies.
These include two-stage pipelines that separate ra-
tionale generation from answer prediction (Zhang
et al., 2023), dual-guidance approaches that dis-
entangle visual and textual reasoning (Jia et al.,
2024), and methods that interleave image regions
with textual steps (Mitra et al., 2024; Hu et al.,
2024). These designs enable MLLMs to perform
well across various multimodal benchmarks. More
related work is discussed in Appendix A.

3 Method

Problem Definition Given an input consisting of
C = (T,1,A), where T represents the text and [
represents the image, and A denotes the answer, the
task is to generate an output that includes a high-
quality question @, a visual option A’ correspond-
ing to the answer, and multiple visual distractors
Dy, each associated with a textual distractor.

3.1 Model Architecture

As illustrated in Figure 2, our CmOS consists of
four distinct stages: (i) evaluating content convert-
ibility, (ii) generating alternative questions and
reasons, (iii) selecting the optimal pair, and (iv)
generating option descriptions and visual options.
To address the complexity of content discrimina-
tion, question and reason generation, and visual
option generation, we introduce the MCoT prompt.
This method enables MLLMs to identify suitable
content for conversion, generate questions and rea-
sons towards the answer, and guide the genera-
tion of visual options, based on dynamically exem-
plars. Specifically, in stage (a), we retrieve relevant
multimodal exemplars from an external repository,
which includes the original content (text and image)
along with convertibility judgments and reasons.
They are used to construct dynamic MCoT prompts,
enhancing the model’s accuracy in content discrim-
ination. In stage (b), we provide three reference
processes for each question-reason pair, directing
the MLLM to emulate the exemplar reasons. In
stage (c), the Optimal Question-Reason Match-
ing (OQRM) module selects the optimal question-
reason pair based on internal and external consis-
tency. In stage (d), the option generator produces

textual options and their corresponding visual de-
scriptions. Based on these descriptions, relevant
images are dynamically retrieved from an external
image database, serving as reference templates for
generating visual options. Iterative evaluation and
tuning using a Text-to-Image (T2I) model further
improve the quality of the visual options.

3.2 Exemplars Construction and Retrieval

We construct exemplars using Qwen2.5-VL-72B
(Bai et al., 2023), a MLLM with strong visual un-
derstanding and instruction-following capabilities.
The exemplars include two parts: (i) the original
MCQ’s context, image, and answer; and (ii) the
judgment and reason about its convertibility. We ex-
tract 482 questions from the ScienceQA test dataset
as the foundation for exemplars construction.
After constructing the exemplars dataset Dg, we
introduce an exemplar retrieval mechanism to as-
sist the discriminator in accurately and efficiently
determining the convertibility of the given con-
tent. Specifically, we adopt the latest FARE en-
coder (Schlarmann et al., 2024), which enhances
robustness over CLIP. The FARE consists of a
visual encoder ¢ : I — RP and a text encoder
¢ : T — RP. For a given instance S to be con-
verted, we separately encode its corresponding con-
text t, answer a, and image ¢ as V¢, V,, and V;. Let
Z ={1,2,...,N} be the index set of exemplars.
Denote the encoded vectors of the j-th exemplar’s
text, answer, and image as V;, V3, and V/, respec-
tively. We compute cross-modality similarities:

: J
Sim?, = ym—v"‘ m € {t,a,i}. (1)
Vinll2 [Vimnll2

Select the exemplar by the maximum similarity:

j* = arg max max (Sim{, Sim? Sim{). ()
JjeET

The exemplar with index j* is concatenated with

instance .S before being fed into the discriminator.

3.3 Optimal Question-Reason Match

After being processed by the question generator
and reason generator with MCoT, several question-
reason pairs are produced. To determine which pair
is most suitable for generating multiple visual op-
tions, we introduce the Optimal Question-Reason
Match module (OQRM), which can calculates a
Total Match Score (TMS) for each question-reason
pair to effectively identify the optimal candidate.
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(a) Evaluate content convertibility

(b) Generate alternative questions and reasons
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Figure 2: Overview of multimodal educational questions and visual options generation: (a) Evaluate content
convertibility: we concatenate the best retrieved exemplar with the instances for content discrimination; (b) Generate
alternative questions and reasons: we use prompts to require MLLM to generate diverse questions and reasons; (c)
Screen optimal pair: we select the optimal question-reason pair based on internal and external consistency; and (d)
Generate option descriptions and visual options: we generate visual options using templates and tuning methods.

The visual encoder ¢ encodes the image i from
the instance S to obtain a high-dimensional vector
representation V;. The text encoder 1) processes
three textual components: the newly generated
question g, the reason r, and the phrase "a photo
of A" p,yielding vectors Vg, Vr, and Vp, respec-
tively. The TMS for the k-th (kK € 1,2,...,m)
question-reason pair (gi, 7)) is calculated as the
weighted sum of two similarity scores: internal
consistency Cint, and external consistency Cexty.
Cint, measures the coherence of the question-
reason pair within its embedding space R”, iden-
tifying the pair closest to the center (Cg,Cr) to
ensure coherence. Cexty, evaluates the similarity
between the pair and the original content. This
approach aligns with the self-consistency method
proposed by (Wang et al., 2022), which selects the
most consistent reason path to mitigate hallucina-
tions and avoid generating irrelevant distractors.

V. - C V. -Cr
T WVglaliCell: T Ve llzlCrll2

where Co=1 31" Vi, Cr==2 >, Vry..

Vi Ve,
Vill2l[ Ve 12

qu 'Vp
[Varll2lVpll2

4

Ceactk =

Finally, considering the hyperparameter « to op-
timally balance Cinty and Cexty, we select the
question-reason pair (¢*, r*) with the highest TMS:

(q>|<7 r*) = arg max) Z (OéCimfk + Cemtk) (5)

(qk Tk

3.4 Visual Options Generation

We require the Option Generator to produce ¢ op-
tions and their visual descriptive information (in-
cluding a correct option and ¢ — 1 distractor options)
based on the optimal question-reason pair. Based
on the RAG, we propose an adaptive method to
generate visual options. This method integrates
the excellent text-image alignment ability of the
MLLM @G with the generation and enhancement
capabilities of the Text-to-Image (T2I) model P.
We construct an image database D by collect-
ing images i; from the ScienceQA and generating
corresponding captions ¢; (j = 1,2,---,5) us-
ing MLLM. Given an option description d; (i =
1,2,---,t), we compute the total similarity be-
tween d; and each image-caption pair as following:

5 B(i;) - (ds) P(cj) - p(di)
lpGl2lle(dillz  Nlv(ei)llzllv(d)ll2

image-description caption-description

Q)

Simi]’ =

For each option description d;, we retrieve the
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image ¢; from D with the highest S imti‘}tal as tem-
plate. Using description d; and templatei;, the
image generator P produces a visual image, which
is then evaluated by G to obtain a similarity score
Simy. If Simy meets or exceeds the threshold
o = 0.8, the image is accepted. Otherwise, G pro-
vides suggestions S to P for iterative tuning of the
generated image up to three rounds.

4 Experiment

4.1 Experimental Setups

Dataset To evaluate our framework’s perfor-
mance in content discrimination, question and vi-
sual option generation, we constructed our test
datasets based on the ScienceQA benchmark test
set Do(Lu et al., 2022). Each record in Dy con-
tains the context, question, options, answer, grade,
subject, and so on. We randomly sampled 482
instances from Do and added “convertible” and
“reason” to form the exemplar set Dg. In this paper,
convertible denotes whether the original content
contains core entities or concepts that can be clearly
visualized and transformed into image-option ques-
tions while maintaining or enhancing cognitive de-
mand. The remaining data comprised D¢, input to
the content discrimination module. Each record in
D¢ includes the context, image, and answer. From
De, 812 (40%) convertible instances were selected
as D¢ for downstream tasks. Three human annota-
tors evaluated the convertibility of D¢, and 51.6%
of the instances were labeled “TRUE" in the con-
vertible column. They also created new questions
for Dg. A summary of the four datasets can be
found in Appendix B and Figure 8.

Metrics We adopt automatic and human evalua-
tion to assess the performance of Cm0S. Specifically,
different tasks are evaluated using tailored metrics.
For content discrimination, we use Accuracy to
measure the its ability to identify convertible con-
tent. For question generation, we utilize BLEU-4
(Papineni et al., 2002) and ROUGE-L (Lin, 2004)
for question generation, both of which have been
widely used in AQG works. For visual option, we
adopt the Structural Similarity Index (SSIM) (Sara
et al., 2019) and the CLIP-T (Li et al., 2024) as
evaluation metrics. SSIM evaluates the perceptual
quality of visual options by jointly modeling lumi-
nance, contrast, and structural consistency. CLIP-T
quantifies the semantic alignment between gener-
ated visual option and the corresponding descrip-
tion. Given the limitations of automatic evaluation

in capturing human perception, we further incor-
porate human evaluation. The specific criteria are
presented in the human evaluation section.

Baselines For content discrimination and ques-
tion generation, we compare our CmOS with state-
of-the-art (SOTA) methods, including VL-TS (Yeh
et al., 2022), MultiQG-Ti (Wang and Baraniuk,
2023), Multimodal-CoT (Zhang et al., 2023),
Chain-of-Exemplar (Luo et al., 2024) (All these
baselines, as well as our CmOS, adopt QWEN?2.5-
VL-7B-INSTRUCT (Bai et al., 2023) as the back-
bone), and CHATGPT under both zero-shot and
in-context learning settings (with up to three ex-
emplars in prompts). For visual option generation,
due to the limited prior work on educational dis-
tractor visuals, we evaluate off-the-shelf model
APIs (FLUX-SCHNELL, DALLE-3, STABLE
DIFFUSION-XL, WANX2.1-PLUS) using identical
option descriptions. Our method adopts QWEN2.1-
TURBO as the backbone. Baselines and other ex-
perimental details are provided in Appendix C.

4.2 Evaluation on Content Discrimination

First, we evaluate the discrimination accuracy of
CmOS and baselines in determining content convert-
ibility. As shown in Figure 3, CmOS, which retrieves
similar exemplars from a small pool, significantly
improves the accuracy and achieves an average of
88.2%, outperforming all baselines. Notably, al-
though CHATGPT shows lower accuracy in the
zero-shot, few-shot prompt significantly enhances
its score. Particularly, its average accuracy under
the 3 shot becomes comparable to CoE.

In terms of subject domains, all baseline mod-
els exhibit the lowest discrimination accuracy on
questions from the Natural Sciences (NAT), while
achieving the highest accuracy on those from the
Language Sciences (LAN). Furthermore, ques-
tions accompanied by images (IMG) tend to yield
lower discrimination accuracy compared to text-
only questions (TXT), indicating potential chal-
lenges in multimodal reason. In addition, questions
designed for students in higher grades are generally
more difficult to discriminate accurately than those
intended for lower grades, suggesting increased
complexity in advanced educational content.

4.3 Evaluation on Question Generation

Automatic Evaluation Table 1 presents the per-
formance of CmOS with o = 0.6, compared to
SOTA models in terms of BLEU-4 and ROUGE-L.
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Figure 3: Automatic evaluation results of content discrimination. In terms of accuracy, regardless of subject,
modality, or grade, our framework outperforms all baselines, with an average accuracy of 88.2.

The results show that CmOS significantly outper-
forms all baselines on both metrics, regardless of
subject area, modality, or grade level. Among them,
MultiQG-TI and Multimodal-CoT, which leverage
MLLMs fine-tuned with CoT prompting, slightly
outperform VL-TS5, a pretrained language model
enhanced with visual understanding. Compared to
MultiQG-TT and Multimodal-CoT, CoE achieves
better performance by integrating exemplar-based
CoT reasoning. The table also reports CHATGPT’s
performance under zero-shot and few-shot. Al-
though CHATGPT benefits from more in-context
examples, it remains substantially behind our CmOS
on the multimodal question generation.

Furthermore, across the three subjects, all base-
lines consistently achieve the highest performance
in Social Science (SOC) and the lowest in Lan-
guage Science (LAN). These baselines also exhibit
improved performance on image-paired questions
(IMG) compared to text-only ones (TXT). In con-
trast, CmOS demonstrates stable performance across
different subjects and grade levels, highlighting
the general ability of the framework in educational
content. However, BLEU-4 and ROUGE-L primar-
ily measure surface-level lexical overlap between
generated and reference questions, failing to cap-
ture semantic relevance. To address this limitation,
we incorporate the METEOR metric (Banerjee and
Lavie, 2005), which accounts for semantic match-
ing, and also report the results in Appendix D.

Human Evaluation In addition to automatic
evaluation, we conduct human evaluation to further
assess the quality of generated questions. We ran-
domly sample 50 questions from different methods

and recruit three annotators to rate each question
on a 1-5 scale across four criteria: (1) Fluency
(Song and Zhao, 2016), assessing the naturalness
and readability of the question; (2) Grammatical-
ity (Heilman, 2011), measuring syntactic correct-
ness; (3) Complexity (Rodriguez-Torrealba et al.,
2022), evaluating the cognitive or linguistic chal-
lenge posed by the question; and (4) Relevance
(Chughtai et al., 2022), measuring how well the
question matches the background content. Detailed
guidelines are provided in Appendix H.

As shown in Table 2, although the ground-truth
questions achieve the highest scores across all met-
rics, CmOS outperforms all baselines and obtains
the closest performance to the ground-truth, with
an average score of 4.58. These results demon-
strate that our framework can generate high-quality
educational questions that are fluent, correct, en-
gaging, and relevant to the content. Moreover, both
Multimodal-CoT and CoE significantly outperform
VL-TS, highlighting the effectiveness of MCoT rea-
soning. Although CHATGPT trails CmOS in com-
plexity and relevance, it surpasses VL-T5 in fluency
and grammaticality, indicating its strong ability to
generate well-formed natural language context.

4.4 Evaluation on Visual Option Generation

Automatic Evaluation Table 3 presents auto-
matic evaluation results for visual option gener-
ation with 5 = 1.4. CmOS significantly outperforms
four baselines in SSIM and CLIP-T by integrat-
ing MLLM with T2I model. These results suggest
that CmOS effectively improves both the structural
similarity among visual options and their seman-
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Method Subject Modality Grade AVG
B-41/R-L1 NAT SOC LAN TXT IMG G1-6 G7-12
0 shot 9.2/332 5.0/17.2 4.5/25.3 | 3.5/26.2 8.5/33.6 | 6.7/30.1 4.2/28.1 | 4.9/28.3
1 shot 19.5/37.2 19.6/35.8 10.4/26.2 | 18.8/35.8 19.6/38.6 | 18.4/35.8 21.7/38.6 | 19.3/36.6
3 shot 28.6/46.9 29.0/51.6 27.4/53.6 | 27.3/47.9 29.8/48.8 | 30.0/48.5 27.1/48.6 | 29.1/48.5
VL-T5 39.8/55.6 37.3/45.0 34.3/46.1 | 36.1/50.2 40.7/52.7 | 38.1/50.9 39.6/54.9 | 39.1/51.5
MultiQG-TI 43.2/58.7 39.8/47.2 37.3/49.0 | 38.9/52.7 43.5/55.9 | 41.0/53.7 42.0/58.1 | 42.3/55.0
Multimodal-CoT 47.6/63.3 44.4/53.2 42.9/53.8 | 44.0/57.4 48.3/60.9 | 47.0/58.9 47.7/63.0 | 46.6/59.8
CoE 55.7/72.3 52.7/61.5 46.9/57.3 | 51.6/66.7 56.0/69.9 | 54.2/67.7 54.8/72.1 | 54.7/69.9
Ccmos 76.8/71.5 81.1/79.2 50.5/63.2 | 75.6/76.7 78.6/78.4 | 79.3/78.4 70.1/74.5 | 75.5/71.2
w /o Discriminator | 71.6/71.7 77.2/74.2 49.5/60.6 | 72.3/71.3 73.9/72.5 | 74.3/73.9 69.8/71.7 | 72.9/72.1
w /0 OQRM 44.8/66.5 41.3/55.9 37.6/57.2 | 39.1/61.1 43.7/60.6 | 42.1/59.8 42.6/65.9 | 42.4/62.3
Table 1: Automatic evaluation results of question generation. 1: higher is better.
Method | Flu.t  Gra.t Com.} Rel? | AVGt across three important dimensions: (1) Plausibil-
ChatGPT4 465 471 318 324 | 3.94 ity (Luo et al., 2024), assessing coherence with
VL-T5 431 456 349 3.55 | 3.97 the background content and question context; (2)
MultiQG-TI 4.61 4.65 3.99 4.12 4.34 . posys . .
MilioalcsT M eE e A caa o5 A DlStI"i?Ctlblllty (Gierl et al.2 2017), rn_easurmg the
CoE 465 472 4925 499 | 4.48 cognitive burden posed by distractor visual options;
Cm0S 4.69 478 437 449 | 458 and (3) Engagement (Gierl et al., 2017), reflect-
Groundtruth 472 482 459 457 | 468 ing how much the visual options attract learners’

Table 2: Human evaluation results of question genera-
tion. 1: higher is better.

tic alignment with descriptions. Benefiting from
strong semantic understanding and stylistic gener-
alization, WANX2.1-PLUS slightly outperforms the
other three baselines in most categories. In contrast,
no substantial differences are observed among the
remaining baselines. The hyperparameter analysis
results for o and 3 are provided in Appendix E.
To further evaluate performance across disci-
plines, we analyze the results for three academic
subjects. Remarkably, CmOS achieves the best per-
formance in the social sciences (SOC), but per-
forms worst in language sciences (LAN), mirroring
the trends observed in question generation perfor-
mance. Moreover, for image-equipped (IMG) ques-
tions, CmOS obtains the highest scores in both SSIM
and CLIP-T, while for text-only (TXT) questions,
its performance degrades significantly on both met-
rics. The findings demonstrate that visual input
enhances the semantic fidelity and contextual plau-
sibility of generated descriptions. Additionally,
the consistently strong performance of our Cm0OS
framework across subjects and grade levels further
demonstrates its robust generalization ability.

Human Evaluation Similarly, we invited three
qualified annotators to subjectively evaluate the vi-
sual options generated by different methods. Using
a 5-point Likert scale, they rated each visual option

attention. Guidelines are detailed in Appendix H.
Table 4 presents a summary of the human evalu-
ation results. Generally, CmOS surpasses other T2I
models in terms of plausibility and distractibility.
This indicates that the visual options it generates
are more semantically consistent and possess a
higher level of misleadingness, sufficient to test
human judgment. However, even though image
templates and tuning was carried out to enhance
engagement, the improvement is relatively limited.
CmOS performs slightly worse than DALLE-3 but
marginally better than STABLEDIFFUSION-XL. It
is worth noting that the average scores across all
methods are relatively low. Specifically, CmOS only
achieves a score of 3.55 out of 5. This situation
highlights that creating visual content with peda-
gogical effectiveness still poses a large challenge.

4.5 Ablation Study

We perform ablation studies to investigate the ef-
fects of the proposed approaches in terms of similar
exemplar retrieval, optimal question-reason match,
template and tuning, as presented in Figure 3, Table
1 and Table 3. There are several notable findings.
Finding1: Figure 3 illustrates that removing the
retrieval of similar exemplars forces the model to
rely solely on abstract judgment criteria when as-
sessing whether input content can be converted into
visual-option questions. This change causes accu-
racy to drop by 19.5%, suggesting that concrete
reason exemplars contribute more effectively to
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Method Subject Modality Grade AVG
SSIMt / CLIP-T1 NAT SOC LAN TXT IMG G1-6 G7-12
Flux.schnell 39.0/28.9 41.5/29.1 29.7/29.4 | 37.6/29.4 42.2/28.2 | 39.2/29.2 38.8/28.5 | 39.1/29.0
DALLE-3 40.2/30.1 43.8/29.3 30.6/29.0 | 38.4/30.2 43.1/29.0 | 42.4/29.9 39.5/29.3 | 40.2/29.7
StableDiffusion-XL 40.6/27.3 43.9/28.5 31.4/27.4 | 39.4/28.4 43.5/27.1 | 41.2/28.1 40.8/27.5 | 40.7/27.9
Wanx2.1-plus 41.8/31.6 44.9/30.2 32.1/28.5 | 40.6/30.4 44.7/32.3 | 42.1/31.2 40.8/30.1 | 41.5/30.8
CmOS(Wanx2.1-turbo) | 59.0/40.6 61.2/42.8 49.7/37.6 | 58.3/38.4 62.1/42.7 | 59.7/40.7 59.1/39.5 | 59.5/40.2
w / o Discriminator | 58.2/29.3 59.4/30.9 49.1/25.6 | 54.8/26.9 60.3/31.1 | 57.9/29.3 56.8/27.7 | 57.5/28.8
w / 0 Reasoning 50.8/38.0 58.8/40.3 42.0/36.3 | 50.9/37.6 54.0/41.3 | 52.5/39.6 51.7/38.0 | 52.3/39.1
w / o Template 48.0/41.5 50.7/44.6 38.8/36.9 | 47.4/40.1 50.8/43.3 | 48.9/41.6 47.2/40.3 | 48.3/41.1
w / o Tuning 54.8/31.7 57.7/35.2 44.8/29.5 | 53.9/30.5 58.1/35.4 | 55.4/33.5 54.7/31.4 | 55.1/32.7

Table 3: Automatic evaluation results of visual option generation. 1: higher is better.

Method ‘ Plaus.t Distra.t Enga.t ‘ AVG?T
Flux-schnell 3.07 2.99 3.90 3.32
DELLE-3 3.13 2.86 4.20 3.41
StableDiffusion-XL 3.24 2.82 4.13 3.40
Wanx2.1-plus 3.14 2.75 4.11 3.33
CmOS(Wanx2.1-turbo) | 3.51 3.09 417 | 3.55

Table 4: Human evaluation results of visual option gen-
eration. 1: higher is better.

content discrimination than predefined standards.
Finding2: In question generation, as shown in
Table 1, removing the discriminator leads to BLEU-
4 and ROUGE-L drops of 2.6 and 5.1, reflecting
weaker semantic alignment and greater inconsis-
tency. This indicates that unconvertible inputs dis-
rupt downstream processing, thereby diminishing
coherence and overall quality. For visual option
generation, as shown in Table 3, SSIM remains
largely unchanged, whereas CLIP-T decreases by
11.4, the largest drop among ablations. These re-
sults indicate that unsuitable inputs hinder the T2I
model’s ability to align images with text.
Finding3: Table 1 clearly reveals that excluding
the OQRM module significantly weakens question
generation, with BLEU-4 plummeting by 33.1 and
ROUGE-L dropping by 7.3. This sharp decline
underscores OQRM’s importance in identifying
question-reason pairs with strong lexical and se-
mantic fidelity to human-written references.
Finding4: As shown in Table 3, when the rea-
son generator is removed and distractors are pro-
duced solely from the question and answer, both
SSIM and CLIP-T scores decline to varying extents.
Specifically, SSIM decreases by 7.2, while CLIP-
T shows a slight drop of 1.1. This indicates that
the inclusion of reasons primarily enhances the vi-
sual similarity among options, with comparatively
smaller effects on image-text alignment.
Finding5: As shown in Table 3, removing the

template results in an 11.2 drop in SSIM, while
CLIP-T scores unexpectedly improve. This diver-
gence suggests that templates enhance visual con-
sistency across options but may impose constraints
that hinder semantic alignment with textual descrip-
tions. Further ablation reveals that disabling tuning
by MLLM and T2I model consistently leads to
notable declines in both SSIM (—4.4) and CLIP-
T (—12.5), reinforcing the importance of iterative
tuning strategies for improving intra-option visual
similarity and cross-modal coherence.

4.6 Case Study

To qualitatively assess the three important mod-
ules in CmOS, Figures 4 and 5 present representative
examples from ScienceQA, which include the con-
text, an image, and an answer. Without computing
Total Match Scores (TMS) across multiple candi-
date question-reason pairs to select the one with the
highest alignment, the generator tends to generate
the most probable question, which often leads to
suboptimal performance in question generation.
To further examine the effect of the template and
tuning modules on visual option generation, a com-
parative example are shown in Figure 5. When the
template module is incorporated, the generated vi-
sual options exhibit improved semantic plausibility
and consistency with object properties. In contrast,
removing both the template and tuning modules re-
sults in outputs that deviate from commonsense ex-
pectations and display stylistic inconsistency. Ad-
ditionally, the example illustrates that the tuning
process enables iterative refinement: even if the ini-
tial visual option is inadequate, tuning can adjust
and improve it toward the desired quality. These
findings suggest that the template module ensures
baseline plausibility, while the tuning supports op-
timization, and their combination contributes to
overall improvements in visual option quality.
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Q1: Which sample has particles with ™

a higher average mass? -
R1: Both samples have particles w/0o OQRM Q1
with an average speed of 1,100 M/S. | c———-

Q2: Which sample has particles with Output First One
Qutput First One
the same average speed as Sample

[ Sample A

—J

Content:
Compare the average kinetic

energies of the particles in each E‘Ijl] A? L&
samp\e.. [ s | R2: Sample B has particles ... is w/ OQRM 6‘3
Image: higher than the 30 u in Sample

—_——

Q3: Which sample has particles with
higher kinetic energy?

¥ R3: Temperature relates to ... so
@ — e greater kinetic energy — higher

— 5 Ire.

TMS(Q1,R1)=0.22
TMS(Q2,R2)=0.21
TMS(Q3,R3)=0.24

Output Max TMS(Q3'

Figure 4: Case in terms of the OQRM module.

Option: Along bench
Description: A long
wooden bench placed
horizontally in a minimal
indoor space with a
smooth gray floor and
white wall. The bench is
made of light brown
wood, supported by four
legs, and spans almost
the full width of the
image. Natural light
comes from the left,

perfect visual option

=

inaccurate visual option

w/ template
i f_image

w/o template
w/o tuning

first visual option Suggestion:

perfect visual option

creating soft shadows. Along wooden bench
: made of light brown
The photo has medium HH Sood . with a clean
brightness and contrast, | | | andunclutiered
and the background is | background. |

_clean and uncluttered. | w/ tuning

Figure 5: Case regarding the Template and Tuning.

5 Conclusion

In this paper, we present a novel framework called
Cross-modal Options Synthesis (CmOS), which
combines retrieved similar exemplars and Multi-
modal Chain-of-Thought (MCoT) reasoning to gen-
erate educational multiple-choice questions and
visual options from multimodal input. Specifi-
cally, we utilize MLLMs to encode multimodal
contexts and incorporate them into a three-stage
Multimodal-CoT framework, namely content dis-
crimination, question generation, and visual option
generation. Meanwhile, we introduce a similar ex-
emplar retrieval module to guide the discrimination.
What’s more, we use OQRM module to select opti-
mal question and reasoning progress. Finally, we
leverage template-based and slight tuning strategies
to generate educational visual options. Our exper-
imental results on three test sets demonstrate that
CmOS outperforms all existing methods and models,
achieving new state-of-the-art performance. More
importantly, our study highlights the potential of
visual-option-based multiple-choice question gen-
eration to enhance multimodal teaching resources,
support personalized learning, and foster deeper
understanding in educational settings.

Limitations

Despite its promising performance, our proposed
framework still has two limitations.

Exemplar Resource On one hand, similar to
CoE framework, our similar exemplar-based strat-
egy for enhancing content discrimination accuracy
has an inherent limitation: the dependency on a
fixed pool of exemplars. When the input content
falls outside the distribution of datasets like Sci-
enceQA, the retrieved exemplars may exhibit low
semantic similarity, leading to degraded discrimi-
nation performance. To mitigate this, future work
could explore adaptive retrieval mechanisms or aug-
ment the exemplar pool with more diverse, domain-
general instances, possibly using synthetic data or
continual learning techniques to improve general-
ization beyond the source domain.

Visual Option Quality On the other hand,
despite improvements in text-image alignment
through image templates and lightweight tuning,
the generated visual options still suffer from lim-
ited visual detail, occasional content hallucinations,
and inconsistent style. Human evaluation (Table 4)
shows relatively low scores in plausibility and dis-
tractibility, indicating that some generated visual
options are semantically weak, visually indistinct,
or pedagogically uninformative, thereby limiting
their effectiveness in supporting deep cognitive
processing or engaging prior knowledge. These
issues stem from the use of general-purpose im-
age generation models that are not optimized for
educational applications, often resulting in irrele-
vant, ambiguous, or stylistically incoherent outputs.
Future work could fine-tune generation models on
curated educational datasets and apply task-specific
constraints or multimodal alignment objectives to
improve clarity, visual contrast, semantic accuracy,
and pedagogical value.

Ethics Statement

We comply with institutional ethical guidelines
throughout this study. No private or non-public
data was used. For human annotation (Sections 4.3
and 4.4), six annotators were recruited from the
schools of education at local universities via public
advertisements, with clear disclosure of compen-
sation terms. All annotators were senior under-
graduate or graduate students in education-related
programs who participated on a part-time basis.
Each annotator was compensated at a rate of 55
CNY per hour, which exceeds the local minimum
hourly wage for part-time employment in 2025
(23.5 CNY/hour). The annotation process did not
involve any personally sensitive information.
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A Related Works

Educational question is an indispensable compo-
nent of instructional resources, serving multiple
functions including assessment, guidance, feed-
back, and the promotion of active learning (Tofade
et al., 2013; Thalheimer, 2014). However, manu-
ally authoring educational questions is a complex
and resource-intensive task that requires profes-
sional training, domain knowledge, and instruc-
tional experience (Davis, 2009; Kim et al., 2012).
To address the high cost and inefficiency associated
with manual question generation, Automatic Ques-
tion Generation (AQG) technologies have emerged
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as a promising solution (Brown et al., 2005), and
have been widely applied in dialogue systems (Gao
etal.,2019; Guetal., 2021; Bulathwela et al., 2023)
and intelligent tutoring systems (Kulshreshtha et al.,
2022; Xu et al., 2022; Yadav et al., 2023), becom-
ing a prominent research focus within the field of
Artificial Intelligence in Education to support per-
sonalized learning (Bulathwela et al., 2023; Fawzi
et al., 2024; Lamsiyah et al., 2024).

B Dataset Details

Figure 8 shows four datasets distribution across 3
subjects (NAT, SOC, LAN), 2 modalities (IMG,
TXT), and 2 grade ranges (G1-6, G7-12). Question
types: NAT = natural science, SOC = social science,
LAN = language science, TXT = only containing
text, IMG = containing image, G1-6 = grades 1-6,
G7-12 = grades 7-12. For Do, NAT has 2,252,
SOC 1,100, and LAN 889; IMG has 2,224 and
TXT 2,017; G1-6 has 2, 723 and G7-12 has 1, 518.
For Dg, NAT has 257, SOC 128, and LAN 97;
IMG has 228 and TXT 254; G1-6 has 309 and G7-
12 has 173. For D¢, NAT has 1,990, SOC 969,
and LAN 787; IMG has 1,795 and TXT 1, 964;
G1-6 has 2,723 and G7-12 has 1,036. For Dg,
NAT has 576, SOC 236; IMG has 571 and TXT
241; G1-6 has 568 and G7-12 has 244.

C Implementation Details

To ensure fair and reproducible evaluation of visual
option generation baselines, we report the detailed
settings of all off-the-shelf generative models used
in our experiments. As part of our pipeline, we em-
ploy Qwen2.5-VL-7B-Instruct (Bai et al., 2023) for
content discrimination, question generation, and
the production of visual option descriptions. More-
over, we uniformly set the decoding parameters to
top-p = 0.8 and temperature = 0.7. To generate
corresponding images, we use Wanx2.1-turbo as
our main image synthesis backbone. Additionally,
we utilize the robust Contrastive Language—Image
Pretraining model FARE (Schlarmann et al., 2024)
for retrieval and evaluation. Below, we present the
configurations of these models and the prompting
details for MCoT.

Models and Platforms
(1) FLUX-SCHNELL

* Access: Alibaba Bailian platform'

"https://bailian.console.aliyun.com

e guidance_scale: 3.5

e num_inference_steps: 50
e image_size: 1024 x 1024
* seed: 42

(2) DALLE-3
* Access: OpenAl official API?

* model: dall-e-3

e num_inference_steps: N/A
* image_size: 1024 x 1024

* seed: N/A

(3) STABLEDIFFUSION-XL

* Access: Alibaba Bailian platform
e guidance_scale: 10

* num_inference_steps: 50

e image_size: 1024 x 1024

* seed: N/A

(4) WANX2.1-PLUS

* Access: Alibaba Bailian platform
e guidance_scale: N/A

e num_inference_steps: N/A

* image_size: 1024 x 1024

* seed: 42

* negative_prompt = N/A

(5) WANX2.1-TURBO

* Access: Alibaba Bailian platform
e guidance_scale: N/A

e num_inference_steps: N/A

e image_size: 1024 x 1024

* seed: 42

* negative_prompt = N/A

2https://platform.openai.com
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Prompts

The first red-shaded panel presents the prompt used
to guide QWEN2.5-VL-72B for exemplar construc-
tion. The second blue-highlighted section shows
the prompts employed to instruct Cm0S, VL-TS,
MultiQG-TI, MultiModal-CoT, and CoE in con-
tent discrimination, question and reason generation,
textual option generation, visual description gen-
eration, and visual option optimization. Note that
the last three tasks are exclusive to CmOS. The third
yellow-marked panel provides the prompts used
to instruct CHATGPT for content discrimination
and question generation under both zero-shot and
few-shot settings (CD = Content Discrimination,
QG = Question Generation).

Box 1: Prompt input for exemplar construc-
tion

Context: ...

Image: ...

Answer: ...

Please analyze whether the above content
can be transformed into a multiple-choice
question with images as options, based on
the following three dimensions:

(1) Whether the answer itself is suitable for
visual transformation;

(2) Whether the key entities in the context
are suitable for visual transformation;

(3) Which form of transformation (f
any) provides greater educational value,
or whether neither form is suitable or
meaningful in an educational context.

Reasoning: ...
Convertible: ...

. J

Box 2: Prompt input for CmOS and baselines

Content Discrimination Prompt Input
Context: ...

Image: ...

Answer: ...

Refer to the following exemplar to deter-
mine whether the original content can be
converted into a question format with visual
options and give the reason.

Exemplar

Context: ...

Image: ...

Answer: ...
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Reason: ...
Judgment: ...

Question Generation Prompt Input
Context: ...

Image: ...

Answer: ...

Judgment: ...

Refer to the following three exemplars.
Generate a new question suitable for visual
options basing on the original content,
provide the corresponding answer and
reason.

Exemplarl

Context: ...

Image: ...

Answer: ...

Question: ...

Reason: ...

Exemplar2

Exemplar3

Option Generation Prompt Input
Context: ...

Question: ...

Answer: ...

Reason: ...

Refer to the following exemplar content to
generate multiple options and description
that are related to the answer and have a
certain degree of interference.

Exemplar

Context: ...

Question: ...

Answer: ...

Reason: ...

Options: (@) ...; (b) ...; (¢) ...; (d) ...

Visual Option Generation Prompt Input
Option: a picture of xxx.

Description: Color; Green; Shape.

Please refer to the following reference
image, Generate a corresponding image
according to the visual description of this
option.

Optimization Prompt Input

Visual Option: ...

Description: Color; Style; Shape.

Please calculate the similarity between the
given visual option and the descriptive text,
and provide optimization suggestions.




Reference Image: ...

0 shot CD and QG

Context: ...

Answer: ...

Image: ...

Determine whether this content can be
converted into a visual option question. If it
is convertible, generate a question based on
the corresponding content.

1 shot CD and QG

Context: ...

Answer: ...

Image: ...

Refer to the exemplar, determine whether
this content can be converted into a visual
option question. If it is convertible, gener-
ate a question based on the corresponding
content.

Exemplar: ...

3 shot CD and QG

Context: ...

Answer: ...

Image: ...

Refer to these 3 exemplars, determine
whether this content can be converted into
a visual option question. If it is convertible,
generate a question based on the correspond-
ing content.

Exemplar 1: ...

Exemplar 2: ...

Exemplar 3: ...

\. J

D METEOR

Unlike BLEU-4 and ROUGE-L, which focus on
lexical overlap, METEOR (MTR) also captures
semantic and content-level similarities. Table 7
shows that CmOS consistently outperforms SOTA
methods in question generation under the ME-
TEOR metric. While its score in the language sci-
ences (LAN) is lower than in natural (NAT) and
social sciences (SOC), it still significantly exceeds
other methods. This suggests that Cm0S generates
semantically aligned questions, aided by its multi-
question filtering strategy.

Moreover, MultiQG-TI and Multimodal-CoT

B BLEU-4 O ROUGE-L B METEOR B AVG
78.2

0a=0.1 a=0.2 a=0.4 a=0.6 a=0.8 a=1.0 a=1.2

Figure 6: The overall performance of question genera-
tion with varying «.

that are fine-tuned with CoT prompting, achieve
better performance than VL-T5. Although VL-
T5 benefits from stronger visual understanding, it
lags behind in semantic coherence during ques-
tion generation. In contrast, CoE leverages Chain
of Exemplar reasoning to further enhance its gen-
eration quality, outperforming both MultiQG-TI
and Multimodal-CoT. Additionally, the table in-
cludes results for CHATGPT under zero-shot and
few-shot settings. While CHATGPT benefits from
increased contextual exemplars and achieves ME-
TEOR scores that approach those of some base-
lines, it still falls considerably short of CmOS in mul-
timodal question generation, highlighting its limi-
tations in complex reasoning and visual-semantic
integration.

Similarly, we evaluated the performance of
CmOS after removing the Optimal Question-Reason
Match (OQRM) module. A noticeable perfor-
mance drop was observed, with the average ME-
TEOR score decreasing by 17.3 points. This result
highlights the importance of OQRM in enhancing
the semantic alignment between generated ques-
tions and questions authored by humans.

E Hyperparameter Analysis

Question Generation

To determine the optimal hyperparameter « for
selecting the best question-reason pair, we system-
atically examined the BLEU and ROUGE-L scores
across varying values of o from 0.1 to 1.2 in steps
of 0.1 or 0.2. What’s more, we sampled 300 in-
stances from D, where the value of "convertible"
is true, ensuring no overlap with the dataset Dg,.
As shown in Figure 6, both scores exhibit a trend
of first increasing and then decreasing. Notably,
BLEU-4, ROUGE-L and METEOR reach their
peak values when o« = 0.6. The average of the
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Figure 7: The overall performance of question genera-
tion with varying 5.

two scores also reaches its highest value of 78.2
at this point. Therefore, we select « = 0.6 as the
optimal value.

Visual Option Generation

To determine the optimal hyperparameter 5 for
balancing the influence of the image itself and its
caption during template retrieval, we systemati-
cally evaluated the changes in structural similarity
(SSIM) and text-image similarity (CLIP-T) scores
for the generated visual options across different
values of 5. As shown in the Figure 7, S was
gradually increased from 0.4 to 1.8 in increments
of 0.2. The results indicate that both SSIM and
CLIP-T scores exhibit a trend of initially increas-
ing and then decreasing as (3 increases. Specifically,
when 3 = 1.4, the SSIM score reaches its peak at
59.3, and the CLIP-T score also achieves its high-
est value of 40.4. Therefore, we select 5 = 1.4
as the optimal value within the range of our exper-
imental settings for the subsequent visual option
generation task.

F Analysis of Question Diversity

We adopt Distinct-n scores to evaluate the diversity
of questions generated. Specifically, this metric cal-
culates the number of unique n-grams at the corpus
level, where higher values indicate greater diver-
sity. We consider values of n ranging from 1 to
4. As shown in the table 5, overall performance
improves with increasing n. Both CHATGPT’s 0-
shot and few-shot settings exhibit relatively high
question diversity. Aside from CHATGPT, CmOS
only falls slightly behind CoE on Distinct-1, while
it surpasses the baseline methods on other three
metrics. When compared to the Groundtruth, we
find that both CoE and Cm0S achieve scores close to
human-generated questions, suggesting that these

two methods better approximate the style and dis-
tribution of human-authored question diversity.

Method Distinct-1 Distinct-2  Distinct-3  Distinct-4
Oshot 19.68 38.32 49.89 58.81
Ishot 18.46 34.16 44.49 53.32
3shot 17.21 30.80 39.95 47.93
VL-T5 12.11 23.95 30.93 37.74
MultiQG-TI 13.39 24.54 31.63 38.02
Multimodal-CoT 15.92 23.31 36.20 40.47
CoE 17.20 29.47 38.18 45.74
CmOS 16.85 34.65 40.72 47.22
Grondtruth 17.41 31.56 40.46 47.97

Table 5: Distinct-n results of different methods.

G Analysis of Different Base Models

To analyse the generality of CmOS, we conduct an
experiment to utilize other base models in place of
QWEN2.5-VL-7B-INSTRUCT as the backbone for
question and visual option generation, including
LLAMA3.2-11B-VISION (Grattafiori et al., 2024),
LLAVA (Lu et al., 2022), INSTRUCTBLIP (Dai
et al., 2023), MPLUG-OWL (Ye et al., 2024), and
VISUALGLM-6B (Du et al., 2022). Note that we
employ the same prompt for all base models to en-
sure fairness in the comparison. As summarized
in Table 9, QWEN2.5-VL-7B-INSTRUCT outper-
forms all the rest base models, showcasing its high
applicability and suitability in our framework. Gen-
erally, while there are slight difference in perfor-
mance among the 6 base models, they consistently
demonstrate superior performance in both question
and visual option generation, which further con-
firms the effectiveness and versatility of our CmOS
framework.

Method QG vVOG
B4t R-LT MTR?T | SSIMt CLIP-T t

Qwen-VL 75.50 77.20 81.80 59.5 40.2
LlaMA 74.74  76.51 80.50 57.5 39.0
LLaVA 73.62 75.13 80.69 57.7 38.3
InstructBLIP | 72.10 75.61 76.41 55.9 38.7
mPLUG-Owl | 71.23 72.66 76.10 56.4 38.6
VisualGLM 58.63  60.61 64.06 47.3 33.1

Table 6: Detailed performance of CmOS with different
base models. (MTR=METEOR) 1: higher is better.

H Guideline of Human Evaluation

Table H presents the evaluation form used to guide
human annotators, consisting of three sections:
case details, question evaluation, and visual option
evaluation.
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Method Subject Modality Grade AVG
MTR?T NAT SOC LAN | TXT IMG | Gl1-6 G7-12
0-shot 32.8 29.2 240 | 29.2 321 31.2 30.4 30.8
1-shot 46.9 43.1 33.7 45.3 46.2 44.2 48.7 45.5
3-shot 51.2 49.4 423 51.2  50.3 51.0 50.4 50.8
VL-T5 54.4 48.1 48.3 | 54.5 51.2 52.8 54.5 53.1
MultiQG-TI 59.4  48.7 50.5 57.2  54.5 56.8 55.3 56.0
Multimodal-CoT 65.1 57.9 56.4 | 62.1 59.1 60.7 62.1 61.4
CoE 72.3 68.3 63.5 70.1  67.8 68.5 70.0 69.1
Cmos 809 841 726 | 812 823 | 83 784 | 818
w/o OQRM 62.4 64.9 45.6 62.4  64.6 65.4 60.3 63.5
w/o Discriminator | 71.7 74.2  63.6 71.3 725 73.9 69.7 72.2

Table 7: Additional automatic evaluation results of question generation. (MTR=METEOR) 1: higher is better.
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Figure 8: Dataset statistics of ScienceQA test benchmark and our test sets. Question types: NAT = natural science,
SOC = social science, LAN = language science, TXT = containing text context, IMG = containing image context,
G1-6 = grades 1-6, G7-12 = grades 7-12.
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Guideline of Generation Quality Evaluation

This study aims to evaluate the quality of the question and visual options. Each case provides a context, image,
answer and groundtruth. You need to assess the generated question and visual options from the following aspects.

Case

Context: Below is a food web from an ocean ecosystem in Monterey Bay, off the coast
of California.The arrows in a food web represent how matter moves between
organisms in an ecosystem.

Answer: black rockfish.

Groundtruth Question: Which of these organisms contains matter that was once part
of the phytoplankton?

Question Evaluation

Fluency: whether the questions are natural and easy to read and understand for students of corresponding grade.

Options 1. Very disfluent 2.Disfluent 3. Neutral 4. Fluent 5. Very fluent

Examples | 1. "Which of the following organisms is the primary consumer in this food web?" — This question
is grammatically correct, natural-sounding, and easy to understand.
2. "Which of organism is the primary consumer in this food web is?" — This question contains

grammatical errors and awkward phrasing, making it moderately readable.

Grammaticality: whether the question is syntactically correct and follows standard grammar rules.

Options 1. Very ungrammatical 2.Ungrammatical 3. Neutral 4. Grammatical 5. Very grammatical
Examples | 1. "Which of the following organisms is the primary consumer in this food web?" — Very
grammatical
2. "Which of organism is the primary consumer in this food web is?" — Somewhat ungrammatical

Complexity: whether the question poses an appropriate level of cognitive challenge suitable for the students.

Options 1. Very simple 2. Simple 3. Neutral 4. Complex 5. Very complex

Examples | 1. "Which organism preys on golden algae in this food web?" is fairly thought-provoking and
necessitates some reasoning effort to answer.

2. "What is the largest fish in this picture?” shows completely unchallenging to answer the
question.

Relevance: how well the question aligns with and reflects the background content or topic it is intended to assess.

Options 1. Very irrelevant 2. Irrelevant 3. Neutral 4. Relevant 5. Very relevant

Examples | 1. "Which organism preys on golden algae in this food web?" — Refers to specific relationships in
the food web, though not directly aligned with the given answer.
2. "Which of these organisms contains matter that was once part of the phytoplankton?" — Directly

connected to the movement of matter in the food web and aligned with both context and answer

Visual Option Evaluation

Plausibility: whether the option is coherent and consistent with the background content and question context.

Options 1. Very implausible 2. Implausible 3. Neutral 4. Plausible 5. Very plausible

~
Examples The image shows a black rockfish, /_ The image shows a seagull, which
matching the food chain and the P [a is not part of the food chain in this
answer — highly relevant. “ X | question, so the relevance is low.

Distractibility: whether the visual options pose a meaningful cognitive challenge and potential confusion.

Options 1. Very simple 2. Simple 3. Neutral 4. Distracting 5. Very distracting

Examples - > - o

==

The three images have similar backgrounds and The three images differ in background and outlines,
object outlines, showing high distractibility. making them easy to tell apart with low distractibility.

Engagement: how much the visual options are appealing, interesting, and likely to capture the attention of learners.

Options 1. Very unengaging 2. Unengaging 3. Neutral 4. Engaging 5. Very engaging

Examples

They are colorful, have attractive backgrounds,  The three images have missing backgrounds and are
and clear objects, making them quite engaging.  black-and-white, resulting in very low engagement.

Figure 9: Guideline of human evaluation for question and visual option generation quality.
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