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Abstract

Understanding the core dimensions of con-
ceptual semantics is fundamental to uncov-
ering how meaning is organized in language
and the brain. Existing approaches often rely
on predefined semantic dimensions that of-
fer only broad representations, overlooking
finer conceptual distinctions. This paper pro-
poses a novel framework to investigate the
subdimensions underlying coarse-grained se-
mantic dimensions. Specifically, we intro-
duce a Disentangled Continuous Semantic
Representation Model (DCSRM) that decom-
poses word embeddings from large language
models into multiple sub-embeddings, each en-
coding specific semantic information. Using
these sub-embeddings, we identify a set of in-
terpretable semantic subdimensions. To assess
their neural plausibility, we apply voxel-wise
encoding models to map these subdimensions
to brain activation. Our work offers more fine-
grained interpretable semantic subdimensions
of conceptual meaning. Further analyses re-
veal that semantic dimensions are structured
according to distinct principles, with polarity
emerging as a key factor driving their decom-
position into subdimensions. The neural corre-
lates of the identified subdimensions support
their cognitive and neuroscientific plausibility.

1 Introduction

Core dimensions are fundamental to structure men-
tal representations, enabling systematic classifica-
tion, context-sensitive interpretation, and general-
ization across novel situations (Allen, 1984; Shep-
ard, 1987; Gardenfors, 2004). In perceptual do-
mains like vision, core dimensions include color,
shape, motion, depth, and texture (Ge et al., 2022;
Palmer, 1999; Mapelli and Behrmann, 1997); in
audition, they include pitch, loudness, timbre, spa-
tial location, and rhythm (Poeppel and Assaneo,
2020; Bizley and Cohen, 2013; Temperley, 2004).

*Corresponding authors.

These dimensions support object recognition (e.g.,
a red, round, shiny, motionless object = apple) and
flexible inference (e.g., a loud sound in a forest
= danger). Crucially, this dimensional structure
enables generalization by allowing novel stimuli
to be interpreted based on their positions within a
shared representational space.

Extending this framework to conceptual seman-
tics is more challenging, as the underlying di-
mensions are more abstract and less perceptually
grounded. One promising approach to addressing
the above challenges is to empirically define a set
of semantic dimensions (Binder et al., 2016; Fer-
nandino et al., 2016; Diveica et al., 2023; Wang
et al., 2023b). Binder et al. (2016) introduced 65
semantic dimensions grounded in neuroscience re-
search on conceptual representations. However,
recent studies have shown that these 65 dimensions
exhibit substantial overlap and lack neurobiolog-
ical plausibility (Wang et al., 2022b; Fernandino
et al., 2022; Zhang et al., 2025a). To address this,
Wang et al. (2023b) proposed six major semantic
dimensions: vision, action, space, time, social, and
emotion. Follow-up neuroimaging studies have
validated the robustness of these six dimensions
(Zhang et al., 2025a; Tang et al., 2025; Lin et al.,
2024). Nevertheless, this set of interpretable di-
mensions offers a coarse-grained representation of
semantic space, which is limited in its ability to
capture finer semantic distinctions that are crucial
for accurately modeling the conceptual meaning
(Binder et al., 2016; Hoffman and Ralph, 2013).

This paper proposes a novel framework for inves-
tigating the subdimensions underlying six semantic
dimensions. To establish neural validity, we exam-
ine their corresponding representational patterns in
the brain. Specifically, we introduce a Disentan-
gled Continuous Semantic Representation Model
(DCSRM), which decomposes word embeddings
from large language models into multiple semantic-
specific sub-embeddings. Each sub-embedding is
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learned using a multi-objective optimization ap-
proach to maximize the encoding of its target se-
mantic while minimizing interference from others.

We then interpret the meaning of the semantic
subdimensions captured by these sub-embeddings
by inspecting words with high and low loadings. To
assess their neural plausibility, voxel-wise encod-
ing models (Huth et al., 2016) are applied to map
these subdimensions onto brain responses during
natural language comprehension.

Our work offers a more fine-grained and inter-
pretable set of semantic subdimensions for repre-
senting conceptual meaning than the conventional
six semantic dimensions. These subdimensions are
shown to be structured according to distinct princi-
ples, with polarity emerging as a key factor driving
their decomposition. Moreover, we identify neural
correlates of these subdimensions, aligning with
prior neuroimaging studies (Lindquist et al., 2012;
Lin et al., 2024), thereby supporting their cognitive
and neuroscientific validity.

To summarize, our main contributions include:

* We propose a disentangled continuous seman-
tic representation model that separates dis-
tinct type of semantic information from large
language models and extracts subdimensions
within six semantic dimensions.

* We employ interpretable analysis method to
define the meaning of each subdimension and
identify key factors driving the decomposition
of semantic subdimensions.

* We use neural encoding models to reveal the
brain representations of the identified subdi-
mensions, further supporting their cognitive
plausibility.

2 Related work

2.1 Conceptual semantic dimensions

Conceptual semantic dimensions are typically
defined using either experience-based or data-
driven approaches. Experience-based approaches,
grounded in neuroscience and psychology, offer a
solid foundation for defining semantic dimensions.
Binder et al. (2016) proposed 65 semantic dimen-
sions, which have been shown to explain semantic-
related behavior and brain activation (Anderson
et al., 2017, 2019; Tong et al., 2022; Fernandino
et al., 2022). However, the 65 semantic dimensions
exhibit notable overlap and redundancy. Specif-
ically, some pairs of dimensions exhibit Pearson
correlation coefficients exceeding 0.8, indicating a

lack of independence between them (Wang et al.,
2022b). Furthermore, these dimensions do not all
contribute equally to the explanation of brain ac-
tivation. For instance, Zhang et al. (2025a), using
brain decoding methods, found that several non-
sensorimotor dimensions (e.g., near, toward, away,
number, benefit, needs) were not broadly repre-
sented across brain semantic networks. Building
on these prior findings, Wang et al. (2023b) pro-
posed six coarse-grained semantic dimensions (vi-
sion, action, space, time, social, and emotion) and
developed the Six Semantic Dimension Database,
which contains subjective ratings for 17,940 Chi-
nese words. Follow-up neuroimaging studies have
further validated the effectiveness of these six di-
mensions (Zhang et al., 2023b; Lin et al., 2024;
Zhang et al., 2025a; Tang et al., 2025).
Data-driven approaches leverage the rich seman-
tic information encoded in language models to un-
cover semantic dimensions by analyzing their word
embeddings (Hollis and Westbury, 2016; Grand
et al., 2022). Hollis and Westbury (2016) ap-
plied PCA to skip-gram embeddings and identified
emotion-related dimensions like valence and domi-
nance. However, even after PCA, each dimension
of embeddings often entangle multiple types of in-
formation. Moreover, skip-gram models capture
less semantic richness than large language mod-
els (e.g., LLaMA, Alpaca), limiting their ability to
identify fine-grained semantic dimensions.

2.2 Disentangled methods

Disentangled word representations serve two main
purposes. First, they enhance interpretability by
revealing the information encoded in embeddings
(Karwa and Singh, 2025; O’Neill et al., 2024; Liao
et al., 2020); for instance, Liao et al. (2020) decom-
pose dense embeddings into sub-embeddings tied
to discrete attributes (e.g., animal, location, adjec-
tive). Second, they benefit downstream NLP tasks
such as sentence representation (Chen et al., 2019),
text generation (Iyyer et al., 2018), word sense dis-
ambiguation (Silva De Carvalho et al., 2023), and
sentiment/style transfer (Zhu et al., 2024).

Unlike prior work, this paper addresses a key
question in psycholinguistics and neuroscience:
What fine-grained semantic subdimensions enable
more accurate representation of conceptual mean-
ing, and to what extent are they grounded in neural
activity? A central challenge lies in the overlap-
ping and intertwined relationships among different
semantic components within conceptual representa-
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tions, making disentanglement inherently difficult.
To address this, we propose a disentangled con-
tinuous semantic representation model (DCSRM),
which segments large language model embeddings
into multiple low-dimensional sub-embeddings,
each encoding specific semantic information. We
then analyze these sub-embeddings to identify se-
mantic subdimensions and use voxel-wise encod-
ing models to examine their neural correlates.

3 Methods

To investigate the subdimensions of each semantic
dimension and their neural representations, we pro-
pose a three-step framework (Figure A3): 1) use
DCSRM to encode each semantic information into
a low-dimensional sub-embedding; 2) analyze the
sub-embedding dimensions to identify semantic
subdimensions; and 3) perform voxel-wise encod-
ing to examine their relationship with brain activity
during natural story comprehension.

3.1 Disentangled continuous semantic
representation model

To encode each semantic-specific information into
low-dimensional sub-embeddings, we propose a
disentangled continuous semantic representation
model (DCSRM). Our goal is to transform M
h-dimensional dense word vectors V € RM>*h
into disentangled embedding X € RM*" py
leveraging /N continuous semantic attributes B =
{b1,...,bn} labeled on words.

X is expected to have two properties. The first is
retaining information encoded in V. More specif-
ically, we require VVT ~ X X7 as pointed out
by Levy and Goldberg (2014), to ensure that the
global similarity structure remains stable after the
transformation. The second property is that the A
column vectors of X are decomposed into N+1
sub-embedding sets, X3, ..., X3, , Xunseen, Where
each sub-embedding encodes information specific
to one semantic attribute. For instance, X, is ex-
pected to represent information solely related to se-
mantic attribute by, independent of the other seman-
tic attributes bs, . .., by. To achieve these targets,
we employ a multi-objective learning framework.
Orthogonal constraint (Logrr). We transform the
original embedding V' using a learnable projec-
tion matrix W € R"*", yielding X = VIW. To
preserve the global semantic structure after trans-
formation, we impose an orthogonality constraint

WTW =~ I, minimizing:
Lorr = [WTW — 1| M

We have XXT = (Vi) (vi)T =
VIwWWwhvT =vvT if WWT = I holds.
Continuous attribute prediction (Lgy,). For mod-
eling the relationship between sub-embeddings and
continuous semantic attributes, we minimize the
conditional expectation of prediction error:

Eg, j~ X5~y [|Y5 — q0(@0,5)]] )

where z, ; denotes the j-th word representation in
the sub-embedding matrix X for attribute b, and
y; is the corresponding ground-truth rating for that
attribute. A parametric regression model gy(+) is
trained to predict y; from x, ; using the Smooth L1
loss:

N

LsL =Y SmoothL1(y;, go(ws;))  (3)
j=1

Semantic contrastive loss (Lcg). To help the
sub-embeddings capture more attribute-specific in-
formation, for each semantic attribute b, we treat
words with ratings greater than a threshold as posi-
tive examples, and the others as negative examples.
We minimize the contrastive cross-entropy loss:

z]al

exp(——-)
N ey
Zj:l eXP(xZTx] )

where x; and x; denote the ¢-th and j-th words in
the embedding space X, xf is the positive sample
of x;, and 7 is a temperature parameter.
Reconstruction loss (Lrgc). To preserve input
information while supporting semantic disentangle-
ment, we let X be features to reconstruct original
vectors for words having attribute b by minimize
the reconstruction error:

1 N
Log = — Z} log )

Lrec = |[vj — ()| 5

where ¢ is a single fully connected layer mapping
sub-embeddings back to the original space.
KL-based sparsity constraint (Lkp,). To promote
feature selection and disentanglement, we apply
variational dropout (Molchanov et al., 2017; Liao
et al., 2020) to each dimension of X . In the training
process, we inject multiplicative noise on X:

Db
6
1—pb> ©

fNN(l,ab:

6129



where p, = sigmoid(log y,) is the h-dimension
dropout rates. For each attribute b in B, the di-
mensions with dropout rates lower than 40% are
normally regarded as Xj,.

Distribution alignment loss (Lps). To encourage
disentanglement when handling multiple attributes,
we include a loss function on dropout rates. Let
a N-dimensional vector P be 1 — p;, for all b in
B in a specific dimension. The idea is to mini-
mize vazl p; with constraint Zjvzl pj = 1. The
optimal solution is that the dimension is relevant
to only one attribute b’ where 1 — p; ~ 1. In
implementation, we minimize the following loss
function:

2

N N
»CDIS:ZIOng+B ZPj—l @)

j=1 j=1

We empirically set 5 = 1 following Liao et al.
(2020) to balance the trade-off between encourag-
ing sparsity and maintaining normalized dimension
weights, ensuring effective disentanglement.

3.2 Sub-embedding analysis

To identify the semantic subdimensions encoded
in each sub-embedding, we first apply Principal
Component Analysis (PCA) to orthogonalize the
dimensions within each sub-embedding, yielding
transformed sub-embeddings X} , X; ,..., X; .
We then compute the Pearson correlation and pair-
wise order consistency between each dimension
and the rating data, selecting those with significant
correlations. For each, we instruct multiple large
language models (e.g., GPT-40, Grok3, Claude 3.7
Sonnet) as linguists to annotate the corresponding
semantic subdimension based on the top-ranked
words. Finally, we combine the results from these
models to derive the final subdimension labels.

3.3 Voxel-wise encoding models

Voxel-wise encoding models map each transformed
sub-embedding to its corresponding fMRI signal.
To align with BOLD signal delay, word vectors are
convolved with a canonical hemodynamic response
function (HRF)' and downsampled to match the
fMRI sampling rate. During training, 14 additional
regressors—capturing low-level stimulus proper-
ties such as word rate, word length, part-of-speech
(adverb, noun, particle, verb), sound envelope,

!The canonical HRF models the expected BOLD response
to a neural event.

word frequency, and six head motions—are in-
cluded but excluded during prediction.

We employ ridge regression and perform 5-fold
nested cross-validation to ensure robust evalua-
tion. Model performance is assessed by computing
the Pearson correlation between predicted and ob-
served fMRI signals. Group-level statistical signif-
icance is determined by comparing the estimated
correlations to a null distribution of correlations
derived from two independent Gaussian random
vectors of equivalent length (Huth et al., 2016).

Next, we explored the neural correlates of the
semantic subdimensions within the brain regions
significantly associated with the transformed sub-
embeddings. We compute the average weight ma-
trix by averaging the cross-validation weight matri-
ces. To ensure consistent interpretability of weight
direction, we apply sign correction to the weight
matrix based on the correlation between each trans-
formed sub-embedding dimension and rating data,
as described in Section 3.2. Finally, for each voxel,
we assign the semantic subdimension with the high-
est weight as its representative subdimension.

4 Experimental Setup

Brain imaging data. We use the Chinese fMRI
dataset from the SMN4Lang (Wang et al., 2022a),
which was collected from 12 native speakers as they
listened to 60 stories from the Renmin Daily Re-
view?. These stories covered a broad range of top-
ics, with each story lasting between 4 to 7 minutes,
resulting in approximately 5 hours of audio content.
The text and audio for all stories were downloaded
from the Renmin Daily Review website, and the
text was manually verified for consistency with
the audio. The total word count across all stories
was 43,326, forming a vocabulary of 9,153 unique
words. After data collection, the fMRI data were
preprocessed following the Human Connectome
Project (HCP) pipeline (Glasser et al., 2013).

Semantic rating data. Our study utilized the rat-
ing dataset from the SSDD (Wang et al., 2023b),
which includes subjective ratings for 17,940 Chi-
nese words. It focuses on six semantic dimensions:
vision, action, social, emotion, space, and time.
These 17,940 words encompass nearly all com-
monly used Chinese words, including verbs, nouns,
adjectives, adverb, and quantifiers, etc. Table A4
presents the definitions for each semantic dimen-
sion. Thirty human raters evaluated each word on

2https: //www.ximalaya.com/toutiao/30917322/
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DCSRM,;5 DCSRM.ct DCSRMoc DCSRMermo DCSRM¢ime DCSRM;pe Average
visT mnon_vis]| act? non_act] socT non_soc| emo7 non_emo| time{ non_time| spc?tT mnon_spc| target! non_target|
GloVe 0.602  0.243 0.535 0.196  0.592 0.153 0.450 0.141 0.463 0.149 0.622 0.127 0.544 0.168
Word2Vec 0.826  0.228 0.702  0.245 0.792 0.189 0.654 0.149 0.649 0.225 0.790 0.161 0.736 0.200
MacBERT-large 0.840  0.172  0.728  0.190  0.858 0.127 0.772 0.114 0.807 0.160 0.855 0.213 0.810 0.163
LLaMA2-1.3b  0.881 0204 0.750  0.325 0.854 0.058 0.770 0.118 0.806 0.123 0.874 0.168 0.823 0.166
Alpaca2-1.3b 0867 0266 0.750 0314  0.851 0.059 0.771 0.116 0.796 0.136 0.861 0.174 0.816 0.177
LLaMA2-7b 0.886  0.219  0.755 0.168  0.856 0.056 0.772 0.121 0.804 0.130 0.877 0.170 0.825 0.144
Alpaca2-7b 0.892 0209 0760  0.158  0.852 0.081 0.772 0.132 0.806 0.128 0.880 0.176 0.827 0.147
LLaMA3-8b 0896 0.223 0.730  0.166  0.854 0.056 0.767 0.115 0.771 0.148 0.851 0.172 0.812 0.147

Table 1: Semantic prediction performance of DCSRM sub-embeddings. For each semantic dimension (e.g.,
social), the “target” column (e.g., soc) reports the Pearson correlation between sub-embedding predictions and
ground-truth ratings for the corresponding semantic dimension. The “non_target” column (e.g., non_soc) shows the
average correlation with ratings from all other dimensions. Higher target and lower non_target scores indicate better
semantic disentanglement. Bolded values highlight the top-performing models, while underlined values indicate the

second-best.

a 1-7 scale (7 = very high, 1 = very low) for all
six semantic dimensions, based on the given def-
initions. For each word on each dimension, the
final rating was obtained by averaging the 30 indi-
vidual scores. These semantic ratings accurately
reflect the extent to which a concept involves in-
formation related to each dimension. Table A5
shows six-dimension semantic ratings for several
concepts. For instance, the word "justice" received
a score of 1 on the time dimension and 1.133 on the
space dimension, indicating that it lacks temporal
information and contains only a minimal amount
of spatial information.
Word representations. We utilize eight widely
adopted Chinese computational language models,
categorized into two groups: context-independent
models, including Word2Vec (Mikolov et al., 2013)
and GloVe (Pennington et al., 2014), and context-
aware models, comprising MacBERT-large (Cui
et al., 2020), LLaMA2 (1.3B and 7B) (Touvron
et al., 2023), Alpaca2 (1.3B and 7B) (Taori et al.,
2023), and LLaMA3 (8B) (Grattafiori et al., 2024).
In line with prior research (Wang et al,
2024; Zhang et al., 2023a, 2025b), for context-
independent models, Word2Vec and GloVe em-
beddings were trained on the Xinhua News cor-
pus (19.7 GB)? using identical model parameters.
For context-aware models, we randomly sampled
up to 1,000 sentences per target word from the
Xinhua News corpus. These sentences were input
into the models, and word vectors were extracted
from the final layer. The vectors for each target
word were then averaged to derive its word rep-
resentation. To address substantial variations in
hidden layer dimensions of context-aware models,
we applied PCA to their word representations, re-
ducing dimensionality while retaining at least 80%

Shttp://www.xinhuanet.com/whxw.htm

explained variance.

Evaluation. We evaluate DCSRM using a seman-
tic prediction task, where ridge regression predicts
semantic ratings from sub-embeddings X;. The
Pearson correlation between predicted and ground-
truth values is computed, and performance is as-
sessed via five-fold nested cross-validation. To
examine the impact of loss functions, we evaluate
sub-embeddings obtained by removing each loss
function individually. Additionally, we compare
the performance of the original and disentangled
embeddings to demonstrate that DCSRM retains
the original information.

5 Results and Analysis
5.1 DCSRM result

To assess the models’ capacity for semantic dis-
entanglement, we report the prediction perfor-
mance of DCSRM sub-embeddings across six se-
mantic dimensions in Table 1. As shown, DC-
SRM consistently produces well-disentangled rep-
resentations across all language models: each
sub-embedding captures rich, dimension-specific
information while suppressing unrelated seman-
tics. While Alpaca2-7B and LLaMA?2-7B achieve
the best average performance, the top-performing
model differs by dimension. For instance, in the
vision dimension, LLaMA3-8B better captures
vision-specific semantics. We therefore select the
best-performing model for each dimension in the
subsequent subdimension analysis.

Additionally, we observe that 7B models often
produce sub-embeddings with richer target-specific
semantic content than their 1.3B counterparts,
and Alpaca2 achieves performance comparable to
LLaMAZ2. This suggests that moderate parameter
increases enhance semantic disentanglement, and
that models retain fine-grained semantic capabili-
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DCSRM,;5 DCSRM¢ DCSRM;,c DCSRMcmo DCSRM¢jime DCSRM;,c Average
visT non_vis| act? non_act]| soc?T non_soc] emo?T non_emo| time? non_time| spctT non_spc| target? non_target |

DCSRM-Lpis  0.879  0.820 0.770  0.842  0.863  0.824 0.794 0.837 0.805 0.835 0.870 0.822 0.830 0.830
DCSRM-Lx. 0.866  0.207 0.734  0.168 0.854  0.056 0.766 0.115 0.771 0.144 0.849 0.171 0.807 0.144
DCSRM-LsL \ \ 0.461 0.572 \ \ 0.162 0.171 \ \ \ \ \ \

DCSRM-Lrec 0.864 0227  0.723  0.156  0.853 0.055 0.766 0.133 0.772 0.139 0.849 0.170 0.804 0.147
DCSRM-Lcg  0.866 0206  0.725  0.160  0.851 0.060 0.762 0.115 0.772 0.150 0.849 0.197 0.804 0.148
DCSRM 0.896 0.223 0.730 0.166  0.854  0.056 0.767 0.115 0.771 0.148 0.851 0.172 0.812 0.147

Table 2: Ablation study of DCSRM training on LLaMA3-8B. The table reports semantic prediction performance
across six semantic dimensions. For each semantic dimension (e.g., soc), the “target” column reports the Pearson
correlation between the predicted and ground-truth ratings for that dimension, based on its corresponding sub-
embedding obtained without a specific loss (e.g., Lpis). The “non_target” column reports the average correlation
with ratings from all other dimensions. A slash (\) indicates that no valid sub-embeddings are formed under the
corresponding dropout setting. Higher target and lower non_target scores indicate better semantic disentanglement.
Bolded values denote the best results, and underlined values indicate the second-best. Loss terms: Lpig = distribution
alignment loss, Lk = KL-based sparsity constraint, Lg;, = continuous attribute prediction loss, Lorr = orthogonality
constraint, Lrgc = reconstruction loss, and Lcg = semantic contrastive loss.

ties even after supervised fine-tuning. Furthermore,
context-aware models (e.g., LLaMA2, Alpaca2)
consistently outperform context-independent mod-
els (e.g., Word2Vec, GloVe). This highlights their
advantage in capturing dimension-specific seman-
tic nuances and effectively suppressing irrelevant
information, resulting in clearer semantic disentan-
glement.

Table 2 reports the performance of LLaMA3-8b
semantic-specific sub-embeddings on the seman-
tic prediction task after ablating each loss func-
tion in DCSRM. The results show that removing
either the Lpis or the Lg. leads to the disappear-
ance of sub-embeddings under certain dropout con-
ditions or the emergence of entangled represen-
tations that mix target and non-target semantics.
These findings indicate that Lgp (continuous at-
tribute prediction loss) preserves magnitude differ-
ences within sub-embeddings, aligning attribute
strengths with ground truth and facilitating effec-
tive subspace extraction via dropout. Lpg (dis-
tribution alignment loss) promotes decorrelation
among sub-embeddings, and its removal results in
overlapping representations and weakened seman-
tic boundaries. Moreover, the inclusion of Lxp,
LRrec, and Lcg further improves the separation be-
tween target and non-target semantics within the
sub-embedding space.

We also observe that the original embeddings
and the disentangled embeddings achieve compa-
rable performance on the semantic prediction task,
demonstrating that DCSRM preserves the informa-
tion from the original vectors®.

Overall, these results demonstrate that DCSRM
effectively separates different types of semantic in-
formation into distinct sub-embeddings. While not

“See Table A6 for details.

aiming for complete disentanglement, our goal is
to maximize the separation of semantic dimensions
within word representations.

5.2 Sub-embedding analysis result

All principal components (PCs) showed significant
correlations with their corresponding semantic rat-
ings (p < 0.05), indicating relevance to their target
domains®. However, PCs with weak correlations (r
<0.1), accounting for 13.04% of the total PCs, were
considered to encode minimal semantic-relevant
information and excluded from subsequent subdi-
mension analyses.

To interpret the meaning of each subdimension,
we present representative words from each PC in
Table 3. As shown, each semantic dimension is sub-
divided into two or more subdimensions, indicating
the finer-grained organization within each semantic
dimension. Some subdimensions align with prior
research, such as the presence of negative valence
and positive valence within the emotion dimension
(Lindquist et al., 2012; Russell, 2003). We also
reveal previously unexplored semantic subdimen-
sions, such as the dynastic eras and history change
subdimensions in the time dimension. Our work
provides a more detailed, fine-grained description
of conceptual semantics compared to the conven-
tional six semantic dimensions.

A cross-dimension comparison reveals that se-
mantic dimensions vary in the number, polarity,
and interpretability of their subdimensions. The
action dimension exhibits the most diverse struc-
ture, comprising six subdimensions related to af-
fective outburst, physical motion, and ritual behav-
ior. In contrast, vision, social, and emotion show
more well-defined relationships between orthogo-

3See Figure A4 for details.
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Dimension PC  Representative Words

Semantic subdimension

vision PC1
PC2  hook, chisel, search, leap, drill, break in, knock, patch

glasses, umbrella, parrot, tortoise, toaster, camellia, pepper, mask

Static vision
Dynamic vision

action PC1 cry, weep, shout, yell, tears, roar, laugh, shed tears

PC2  blink, cry, flicker, tremble, jump, shed tears, twinkle, gasp
PC3  push-up, dive, handstand, fall, capture, karate, retreat, registration
PC4  kneel, take down, issue, kneel on ground, sink, bury, order, play chess

PC5  applaud, cheer, celebrate, run, ski, beg, swim, applause

PC6  bow, push-up, bend over, kowtow, handstand, squat, lower head, salute

Outburst acts
Micro-movements
Forceful acts
Downward acts
Functional body acts
Bending/ritual acts

social PC1

duel, revolution, military, alliance, comrades, dispute, opponent, arbitration
PC2  pass, goal, submission, vote, assist, delivery, community, bidding

Conflict
Collaboration & exchange

emotion PC1

PC2  death, disease, corruption, murder, tragedy, grief, violation, suffering
PC3 love, affection, romance, passion, care, devotion, fondness, attachment

obsession, love, affection, hate, disappointment, happiness, passion, addiction

Emotional load
Negative valence
Positive valence

time PC1

PC4  anniversary, annual, Christmas, birthday, holiday, winter, same day, that day
PC5 Qing Dynasty, late Qing, Yuan Dynasty, Song Dynasty, Southern Song, early Qing, late Qing, Ming Dynasty

tomorrow, next year, recent, millennium, long-term, era, ancient, years
PC2  Northern Wei, Eastern Jin, Western Jin, Jin Dynasty, military governor, prefect, poverty alleviation, Friday

Temporal span
Historical change
Commemorative events
Dynastic eras

space PC1

railway, suburban, frigate, destroyer, southeast, northwest, capital, total area
PC2  urban-rural, north-facing, nomadic, assembly hall, launch site, carrier rocket, rural, touring
PC3  epicenter, climbing, Arctic, cliff, bridge surface, canyon, plateau, outer space

Regional locations
Sites & orientation
Extreme spaces

Table 3: Semantic subdimensions identified across six semantic dimensions. For each PC, we present representa-
tive words selected from one end of the dimension—specifically, 8 out of the top 20 highest-loading words that
strongly reflect the target semantic subdimension. The opposite end of the PC typically contains words unrelated to
that subdimension. PCs with limited semantic relevance (Action PC7, Time PC3, and Social PC3) are excluded

from this analysis (see Section 5.2 for details).

nal subdimensions within their respective semantic
dimensions, which are structured along clear se-
mantic axes that indicate polarized relationships
(e.g., static vs. dynamic vision, conflict vs. collabo-
ration, positive vs. negative valence). This suggests
that polarization serves as an important factor driv-
ing the decomposition of semantic dimensions into
finer-grained subdimensions.

We also find that individual subdimensions span
multiple semantic dimensions. For instance, the dy-
namic vision subdimension in the vision dimension
encodes action-related information; some high-
loading words in subdimensions of the space di-
mension also encode aspects of visual information.
These findings align with prior research that sug-
gests the original rating data for vision, action, and
space dimensions exhibit relatively high correla-
tions (Wang et al., 2023b; Lin et al., 2024).

Moreover, the data-driven decomposition reveals
semantic structures that deviate from intuitive or
traditional expectations. For instance, the time
blends abstract temporal spans (e.g., millennium,
recent) with culturally grounded markers (e.g.,
Qing Dynasty, Christmas), while the space ranges
from concrete geographical references (e.g., subur-
ban, north-facing) to symbolic or extreme locations
(e.g., outer space, cliff). These findings suggest
that time and space may not be structured solely

along geometric or chronological lines, but are en-
riched by cultural and experiential semantics. This
may also reflect the nature of large language mod-
els trained purely on text, which tend to capture
more abstract and culturally embedded semantic
patterns.

Overall, these patterns reveal that conceptual se-
mantic dimensions are not flat or homogeneous,
but instead exhibit structured subspaces orga-
nized along psychologically meaningful dimen-
sions. This supports the view that human semantic
knowledge is shaped by a small set of interpretable
principles, such as polarity and hierarchy (Rosch,
1975; Lakoff, 2008; Gardenfors, 2004).

5.3 Voxel-wise encoding result

Figure 1 illustrates both distinct and overlapping
neural correlates of SSDD ratings and transformed
sub-embeddings. In embodied-related dimensions
(e.g., vision, action), SSDD rating data predicts
a broader range of brain regions compared to the
transformed sub-embeddings. However, in abstract
dimensions (e.g., emotion and time), the trans-
formed sub-embeddings predict a wider array of
neural activation patterns than the SSDD rating
data. These findings suggest that languag language
models trained on vast amounts of pure text data
capture human-level conceptual representation in
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vision

action

social

emotion

Transformed sub-embedding

time

. Overlap

SSDD

Figure 1: Distinct and overlapping neural correlates of SSDD ratings and transformed sub-embeddings
across semantic dimensions. Blue regions indicate voxels where BOLD responses are significantly predicted by
transformed sub-embeddings, while orange regions show the same for SSDD rating data (one-tailed t-test, — log(p),
p < 0.001). Slate-gray regions denote overlap between the two. Transformed sub-embeddings denote the result
of applying PCA separately to each semantic-specific sub-embedding generated by DCSRM (see Section 3.2 for
details). This figure integrates results from Figure A6 and Figure A7.

non-sensorimotor dimensions, but they capture rel-
atively less sensorimotor information, consistent
with recent studies (Xu et al., 2025). Moreover, the
sub-embeddings activate brain regions including
the inferior frontal gyrus (IFG), superior temporal
gyrus (STG), posterior superior temporal sulcus
(pSTS), middle temporal gyrus (MTG), inferior
temporal gyrus (ITG), precuneus (Pcun), cingu-
late gyrus (CG), fusiform gyrus (FG), and angu-
lar gyrus (AG). These regions are largely consis-
tent with prior findings on language-processing
networks in the brain® (Binder et al., 2009; Huth
et al., 2016; Yang et al., 2019), thereby support-
ing the validity of our computational framework
for studying neural language comprehension. We
also find that brain regions activated by different
sub-embeddings has substantial overlap. A possi-
ble explanation is the multi-functionality of brain
regions, where the same region represent multiple
semantic subdimensions.

Figure 2 shows neural correlates of semantic sub-
dimensions. As shown, semantic subdimensions
are distributively represented across semantic net-
works, indicating that these subdimensions rely
heavily on distributed brain networks rather than

®See Figure A5 for details.

localized brain regions. This finding aligns with
the widely held view in cognitive neuroscience
that the brain employs distributed representations
to encode all types of information even primitive
features (Zhang et al., 2022; Lin et al., 2024).

Several subdimensions across different dimen-
sions converge on similar brain regions, particu-
larly the CG, IFG, MTG, and AG. For instance,
collaboration & exchange (social), positive valence
(emotion), and dynastic eras (time) all activate re-
gions involved in autobiographical memory, value
processing, and social reasoning (D’ Argembeau
et al., 2014; Singer and Bluck, 2001; Lin et al.,
2020). This suggests shared cognitive mechanisms
underlying semantically rich, socially meaningful
concepts. Moreover, we find that the left AG and
left STG are involved not only in representing sen-
sorimotor information (e.g., static vision, micro-
movements) but also in encoding higher-level so-
cial and non-sensorimotor information (historical
change, conflict, emotional valence). This supports
a popular research view that the left AG and STG
function as semantic hubs, integrating associations
between sensory and social knowledge (Lin et al.,
2018; Skipper et al., 2011).

Our results are also consistent with prior neu-
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Figure 2: Neural correlates of semantic subdimensions across six semantic dimensions. Others refers to
subdimensions from the transformed sub-embeddings that carry minimal information related to the corresponding

semantic dimension (see Section 5.2 for details).

roimaging studies. We find that the Pcun, right
MTG, and right AG are involved in representing
collaboration & exchange, corroborating previous
findings on the neural representation of collabo-
rative behavior (Xie et al., 2020). Brain regions
associated with positive and negative valence also
align with prior research on emotional process-
ing (Kragel and LaBar, 2016; Wager et al., 2015;
Saarimiki et al., 2016). The subdimension of static
vision engages the AG, Pcun, posterior CG, and
FG, consistent with known visual-semantic areas
(Lin et al., 2018; Sabsevitz et al., 2005).

Beyond these, we also identify brain regions as-
sociated with certain semantic subdimensions that,
to our knowledge, have not been reported in previ-
ous work. For instance, the dynastic eras activates
the Pcun, MTG, and CG. The historical change
activates the dorsal IFG, ITG, and AG. For Action,
the micro-movements activates the right STG and
right IFG, while functional body acts engage the
left STG, left MTG, left IFG, and left Pcun. These
results extend prior semantic neuroscience by iden-
tifying novel neural correlates for semantic sub-
dimensions, advancing our understanding of how
fine-grained conceptual semantics are encoded in
the brain. Future work will further validate the reli-

ability of these findings and explore their cognitive
and neural significance in greater depth.

6 Conclusions

Our primary goal is to investigate the fine-grained
structure of conceptual semantics. A key challenge
lies in defining and quantifying semantic subdi-
mensions. To address this, we propose a Seman-
tic Representation Disentangling Model with an
interpretable framework that decomposes word em-
beddings into multiple sub-embeddings, each cap-
turing distinct semantic content and corresponding
to a specific subdimension. These subdimensions
are shown to be structured according to distinct
principles, with polarity emerging as a key fac-
tor driving their decomposition. Neural encoding
analyses further confirm their representation in the
brain. Compared to traditional approaches, our
method automatically uncovers more fine-grained
semantic dimensions from large-scale data without
manually specifying their number or type, offering
a data-driven foundation for constructing a concep-
tual semantic representation system that supports
systematic classification, context-sensitive interpre-
tation, and generalization to novel situations.
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Limitations

First, our analysis currently focuses only on the
six semantic dimensions included in the SSDD
database. Other dimensions, such as auditory and
tactile, may also play a significant role in concep-
tual semantics. In future work, when large-scale
rating data for additional semantic dimensions be-
come available, we will expand the fine-grained
semantic space we have developed and explore the
neural correlates of a broader range of semantic
dimensions in natural language understanding.

Second, we rely solely on large language models
trained on text data to explore the subdimensions
of each semantic dimension. However, human con-
ceptual knowledge is acquired not only through
abstract symbolic interactions but also through
sensory and motor experiences (Bi, 2021; Paivio,
1990). Recent advances in multimodal models,
which integrate both linguistic and sensory inputs,
have demonstrated that these models more closely
resemble human cognitive representations (Tang
et al., 2021; Wang et al., 2023a). Moreover, re-
cent studies have demonstrated that multimodal
models can successfully accomplish many tasks
that purely text-based models fail to handle, and
they consistently achieve superior performance on
these tasks (Jian et al., 2024, 2025; Ren et al., 2025;
Guan et al., 2025; Guo et al., 2025). This suggests
that these models encode richer and more compre-
hensive semantic information. In future work, we
plan to integrate multimodal large models to further
explore the fine-grained semantic space, enabling
a more comprehensive investigation of semantic
subdimensions.

Third, our findings are based on Chinese data,
and it remains unclear whether these results can be
generalized to other languages, such as English or
German. In future studies, we plan to use large-
scale rating data from other languages to further
validate the stability of our conclusions.

Finally, our current work primarily utilizes the
semantic subdimension framework to explore the
neural representation patterns of fine-grained con-
ceptual semantics. In future studies, we plan to
investigate the broader potential of this framework
in other domains, such as brain decoding (Sun et al.,
2023; Ye et al., 2025), model interpretability (Li
et al., 2023; Duan et al., 2025), and the diagnosis
and auxiliary treatment of neurological disorders
(Dong et al., 2024; Wang et al., 2025).
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A Overview of the framework

Figure A3 shows the overview of the framework to
identify the subdimensions within each semantic di-
mension, and use the voxel-wise encoding method
to assess their neural plausibility.

B Validation result

Table A6 shows the semantic prediction accuracies
on the original and disentangled embeddings.

C Semantic alignment of transformed
sub-embddings.

Figure A4 illustrates the semantic alignment be-
tween the semantic rating data and each dimension
of the transformed sub-embedding within the cor-
responding semantic dimension.

D Anatomically defined brain regions

Figure AS shows the anatomically defined brain re-
gions that are commonly associated with language
processing.

E Voxel-wise encoding results for SSDD
and transformed sub-embeddings

Figure A6 and Figure A7 show the group-level
voxel-wise encoding performance for different se-
mantic dimensions, using human rating data from
SSDD and transformed sub-embeddings derived
from DCSRM, respectively.

F Licenses of scientific artifacts

We follow and report the licenses of scientific arti-
facts involved in Table A7.

6140


https://aclanthology.org/2024.lrec-main.1336/
https://aclanthology.org/2024.lrec-main.1336/
https://aclanthology.org/2024.lrec-main.1336/

= = N | | [
3 | evaluate | interpre DE | R | CRE | W) RE
5 } }
é . Dropout i PCA :] HRF & Downsample @@
i DCSRM e — —_— —_— 6,
b= E Ridge regression
- é T T T T g -
LJ Xp, X5, Xinseen X5, X%, X7, —
T hxM T yhXM . (dropped) .
Vi eR X" €ER Sub-embeddings Transformed sub-embeddings
() (2) (3)

Figure A3: Overview of the proposed framework. The framework consists of three key stages: (1) Disentangled
continuous semantic representation model (DCSRM). Original word embeddings V € RM*" extracted from
language models are input to DCSRM, producing disentangled embeddings X € RM*" and a dropout rate
matrix D € RN*" where M is the number of words, A is the embedding dimension, and NV is the number of
semantic attributes. Each element (7, j) in D indicates the selectivity of the j-th dimension of X for the i-th
attribute, with lower dropout rates denoting higher semantic relevance. Thresholding D yields multiple attribute-
specific sub-embeddings. (2) Sub-embedding analysis. Each attribute-specific sub-embedding X, , Xp,, ..., Xpy
is orthogonalized via PCA to obtain transformed sub-embeddings X; , X; _,..., X} . For each dimension within
each transformed sub-embedding, we prompt multiple large language models (e.g., GPT-40, Grok-3, Claude 3.7
Sonnet) to infer the underlying semantic meaning based on the top-ranked words. Their responses are aggregated
to determine the final subdimension labels. (3) Voxel-wise encoding. We map each transformed sub-embedding
to brain activity during natural story comprehension using voxel-wise encoding, resulting in a weight matrix
U € Rf X9, where f is the number of subdimensions and ¢ is the number of cortical voxels. Each voxel is assigned
the subdimension with the highest weight, indicating its strongest semantic preference. The example stimulus "/[»
FRAEFRIRILAIF A" is taken from the fMRI dataset used in this study, and its English translation is “Screening for
mental health conditions”.

Dimension Definition

Vision The extent to which the meaning of a word can easily and quickly trigger corresponding visual images in your mind

Action The extent to which the meaning of a word can easily and quickly trigger corresponding body actions in your mind

Social The extent to which the meaning of a word relates to relationships or interactions between people

Emotion The extent to which the meaning of a word relates to positive or negative emotions

Time The extent to which the meaning of a word relates to time, including early or late, length, sequence, frequency, etc.

Space The extent to which the meaning of a word relates to spatial information, including location, direction, distance, path, scene, etc.

Table A4: Definition of each semantic dimension.

Word Vision Action Social Emotion Time Space

justice 1.600 1.667  2.400 3.867 1.000  1.133

sea 6.033 2767  1.133 1.500 1.000  5.933
june 2333 2033  1.067 1.167 6.733  1.267
football  6.500 5433  4.133 1.533 1.300  3.200
of 1.067 1.000  1.100 1.000 1.033  1.033

Table A5: Six-dimension semantic ratings for the concepts "justice (IE )", "sea (&), "june (7~ A)", "football
(/2EK)" and "of (F)".
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Figure A4: Semantic alignment of transformed sub-embddings. Pearson correlation (r) and pairwise order
consistency (POC) between the semantic rating data (x-axis) and each dimension of the transformsub-embedding
within the corresponding semantic dimension (y-axis). We only annotate p < 0.001 on the figure when both
correlation results are statistically significant at p < 0.001. Significant correlations (p < 0.001) indicate that
the respective sub-embedding dimension encodes the corresponding semantic information. Dimensions with a
correlation below 0.1 are shown with a gray background. Transformed sub-embeddings refer to the outputs obtained
by applying PCA individually to each semantic-specific sub-embedding produced by DCSRM (see Section 3.2 for
details).

AG CG Pcun
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Figure AS5: Anatomically defined brain regions involved in language processing. The labeled regions are widely
implicated in language comprehension and production, including the inferior frontal gyrus (IFG), superior temporal
gyrus (STQ), posterior superior temporal sulcus (pSTS), middle temporal gyrus (MTG), inferior temporal gyrus
(ITG), precuneus (Pcun), cingulate gyrus (CG), fusiform gyrus (FG), and angular gyrus (AG).

ITG MTG FG
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vision action social

Figure A6: Group-level voxel-wise encoding results for SSDD. Model performance was evaluated by computing
the Pearson correlation between predicted and observed BOLD responses at each voxel. Color-highlighted regions
indicate areas where BOLD responses predicted from SSDD rating data significantly exceeded a random baseline
(one-tailed t-test, — log(p), p < 0.001).

vision action

Figure A7: Group-level voxel-wise encoding results for transformed sub-embeddings. Model performance
was evaluated by computing the Pearson correlation between predicted and observed BOLD responses at each
voxel. Color-highlighted regions indicate areas where BOLD responses predicted from DCSRM transformed
sub-embeddings significantly exceeded a random baseline (one-tailed t-test, — log(p), p < 0.001). Transformed sub-
embeddings refer to the outputs obtained by applying PCA individually to each semantic-specific sub-embedding
produced by DCSRM (see Section 3.2 for details).
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vis act soc emo time spc Average

origin disent. origin disent. origin disent. origin disent. origin disent. origin disent. origin disent.
GloVe 0.647 0.646 0.604 0.602 0.651 0.650 0.561 0.559 0.534 0.531 0.681 0.679 0.613 0.611
Word2Vec 0.854 0.853 0.758 0.758 0.823 0.822 0.746 0.746 0.697 0.697 0.822 0.822 0.783 0.783
MACBERT 0.878 0.878 0.795 0.795 0.875 0.875 0.836 0.836 0.843 0.843 0.885 0.885 0.852 0.852
LLaMA2-1.3b 0.906 0.900 0.835 0.831 0.885 0.885 0.849 0.857 0.876 0.872 0.900 0.898 0.875 0.874
Alpaca2-1.3b  0.893 0.893 0.816 0.816 0.879 0.879 0.842 0.842 0.869 0.869 0.894 0.894 0.865 0.865
LLaMA2-7b 0905 0.904 0.831 0.831 0.884 0.884 0.850 0.850 0.876 0.877 0.900 0.900 0.874 0.874
Alpaca2-7b 0906 0906 0.835 0.835 0.885 0.884 0.849 0.849 0.876 0.876 0900 0.900 0.875 0.875
LLaMA3-8b  0.908 0.908 0.799 0.799 0.874 0.874 0.834 0.834 0.857 0.858 0.885 0.885 0.860 0.860

Table A6: Semantic prediction accuracies on original and disentangled embeddings. For each semantic
dimension (e.g., vision), columns labeled “origin” and “disent.” report the Pearson correlation between predicted
and ground-truth ratings using original and disentangled embeddings, respectively. “Origin” refers to the original
embeddings V' € RM*" extracted from language models, and “disent.”” refers to the disentangled embeddings
X € RM*% obtained by inputting V' into the DCSRM model, where M is the number of words and h is the
embedding dimension.

Name License

Transformers Apache 2.0 license
Connectome Workbench ~ GNU General Public license
NiBabel MIT license

Matplotlib PSF license

LLaMA3-8b Apache 2.0 license
Alpaca2-7b Apache 2.0 license
Alpaca2-1.3b Apache 2.0 license
LLaMA2-7b Apache 2.0 license
LLaMA2-1.3b Apache 2.0 license
MacBERT-large Apache 2.0 license
SMN4Lang CC BY-SA 4.0 and CCO license
SSDD CC BY-SA 4.0 license

Table A7: Licenses of scientific artifacts involved in this work.
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