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Abstract

Historically, scientific discovery has been
a lengthy and costly process, demanding
substantial time and resources from initial
conception to final results. To accelerate
scientific discovery, reduce research costs,
and improve research quality, we introduce
Agent Laboratory, an autonomous LLM-
based framework capable of completing the
entire research process. This framework ac-
cepts a human-provided research idea and pro-
gresses through three stages–literature review,
experimentation, and report writing–in order to
produce research, including a code repository
and a research report, while enabling users to
provide feedback and guidance at each stage.
We deploy Agent Laboratory with various
state-of-the-art LLMs and invite multiple re-
searchers to assess its quality by participat-
ing in a survey, providing human feedback
to guide the research process, and then eval-
uate the final paper. We found that: (1) Agent
Laboratory driven by o1-preview generates
the best research outcomes; (2) The generated
machine learning code is able to achieve state-
of-the-art performance compared to existing
methods; (3) Incorporating human involvement
improves the overall quality of research; (4)
Agent Laboratory reduces research expenses,
achieving an 84% decrease compared to previ-
ous autonomous research methods. We hope
Agent Laboratory enables researchers to allo-
cate more effort toward creative ideation rather
than low-level coding and writing, ultimately
accelerating scientific discovery.

1 Introduction

Scientists frequently face constraints that limit the
number of research ideas they can explore at any
given time, resulting in ideas being prioritized
based on predicted impact. While this process
helps determine which concepts are worth investing
time in and how best to allocate limited resources
effectively, many high quality ideas remain unex-

plored. If the process of exploring ideas had less
limitations, researchers would be able to investi-
gate multiple concepts simultaneously, increasing
the likelihood of scientific discovery.

In an effort to achieve this, recent work has ex-
plored the capability of LLMs to perform research
ideation and automated paper generation, where
LLM agents perform the role of human scientists
(Schmidgall and Moor, 2025; Lu et al., 2024a; Ya-
mada et al., 2025). These frameworks generate
novel research ideas, write code, conduct experi-
ments, and create scientific papers with automated
peer-review systems to evaluate the work. How-
ever, while these works demonstrate that current
LLMs can generate ideas judged to be more novel
than those produced by human experts, (Si et al.,
2024) indicates that LLMs still exhibit weaknesses
in feasibility and implementation details, suggest-
ing a complementary rather than replacement role
for LLMs in research. Therefore, we aim to de-
sign an autonomous agent pipeline that can assist
humans toward implementing their own research
ideas.

In this work, we introduce Agent Laboratory,
an autonomous pipeline for accelerating the indi-
vidual’s ability to perform machine learning re-
search. Unlike previous approaches, where agents
participate in their own research ideation indepen-
dent of human input (Lu et al., 2024b; Baek et al.,
2024), Agent Laboratory is designed to assist
human scientists in executing their own research
ideas using language agents. Agent Laboratory
takes as input a human research idea and outputs
a research report and code repository produced by
autonomous language agents, allowing various lev-
els of human involvement, where feedback can be
provided at a frequency based on user preference.

We hope that this work takes a step toward ac-
celerating scientific discovery in machine learning,
allowing researchers to allocate more effort toward
creative ideation and experiment design rather than
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Figure 1: Agent Laboratory takes as input a human research idea and a set of notes, provides this to a pipeline of
specialized LLM-driven agents, and produces a research report and code repository.

low-level coding and writing.

2 Background & Related Work

Contemporary agent research leverages autoregres-
sive large language models (LLMs) (Anthropic,
2024; Touvron et al., 2023b; Dubey et al., 2024;
Achiam et al., 2023), typically transformer-based
(Vaswani, 2017), which learn sequence prediction
(p(xt|x<t; θ)) from extensive text data (Brown,
2020). To improve real-world applicability, LLMs
are structured into agents (Wu et al., 2023; Li
et al., 2023; Chen et al., 2023; Qian et al., 2024)
augmented with techniques like chain-of-thought
prompting (Wei et al., 2022), iterative refinement
(Shinn et al., 2024), self-improvement (Huang
et al., 2022), and tool integration (Hao et al., 2024;
Qin et al., 2023; Schick et al., 2023). These agents
demonstrate efficacy in complex domains including
software engineering (Jimenez et al., 2023; Yang
et al., 2024), medicine (Tu et al., 2024; Schmidgall
et al., 2024), robotics (Brohan et al., 2022; Kim
et al., 2024), web tasks (Gur et al., 2023; He et al.,
2024), and game playing (Wang et al., 2023; Feng
et al., 2024).

While AI has historically supported scientific dis-
covery across fields (Romera-Paredes et al., 2024;
Szymanski et al., 2023; Pyzer-Knapp et al., 2022),
LLMs now show proficiency in specific research
tasks like code generation (Chen et al., 2021; Ni-
jkamp et al., 2022), literature search (Ajith et al.,

2024; Kang and Xiong, 2024), question-answering
(Chen et al., 2024a; Lála et al., 2023), paper re-
viewing (Liang et al., 2024; Weng et al., 2024), and
experiment outcome prediction (Luo et al., 2024;
Ashokkumar et al., 2024). However, the effective-
ness of LLM-driven research ideation (Baek et al.,
2024; Li et al., 2024a; Si et al., 2024) remains de-
bated, with mixed results on novelty and creativity
(Si et al., 2024; Chakrabarty et al., 2024; Anderson
et al., 2024; Zhou et al., 2024; Ashkinaze et al.,
2024; Padmakumar and He, 2024), suggesting po-
tential benefits from combining human guidance
with LLM workflows.

Recent work explores end-to-end autonomous
research using LLM-based systems for tasks rang-
ing from nano-body discovery (Swanson et al.,
2024) and chemical experimentation (M. Bran
et al., 2024; Boiko et al., 2023) to full research
cycle automation including ideation, experimenta-
tion, and manuscript generation (Lu et al., 2024a;
Yamada et al., 2025; Schmidgall and Moor, 2025).
Nevertheless, persistent concerns about the feasibil-
ity and detail in LLM ideation (Si et al., 2024) un-
derscore the potential value of human-in-the-loop
systems, motivating the co-pilot approach adopted
by Agent Laboratory.

3 Agent Laboratory

Overview. Agent Laboratory sequences
through independent research paper collection
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and analysis, collaborative planning and data
preparation, and automated experimentation with
comprehensive report generation. As depicted
in Figure 2, the workflow comprises three main
phases: (1) Literature Review, (2) Experimentation,
and (3) Report Writing, which we detail below
along with involved agents. Section 4 presents
qualitative and quantitative analyses demonstrat-
ing Agent Laboratory’s research generation
capabilities.

3.1 Literature Review
Literature Review. This phase gathers and curates
relevant research papers for the given idea, pro-
viding references for later stages. The PhD agent
uses the arXiv API to retrieve papers, performing
actions like summary (abstracts of top 20 papers),
full text (extracts complete content), and add
paper (incorporates selections). This iterative pro-
cess involves multiple queries and relevance evalu-
ations to build a comprehensive review. Once the
target number of relevant texts is curated via add
paper, the review is finalized.

3.2 Experimentation
Experimentation begins with plan formulation,
where PhD and Postdoc agents collaborate on a
detailed research plan based on the literature re-
view and objective. This plan outlines components
(models, datasets, steps), culminating in the Post-
doc submitting it via plan. Next, in data prepara-
tion, the ML Engineer agent codes data preparation
steps per the plan, using Python and potentially
searching HuggingFace (search HF). The SW En-
gineer agent submits the finalized, bug-checked
code via submit code.

The running experiments phase is executed by
the ML Engineer using the mle-solver module to
implement the plan. This module autonomously
generates, tests, and refines ML code iteratively.
Key mle-solver processes include: command ex-
ecution (modifying programs via REPLACE/EDIT),
code execution (with compilation checks/repairs),
program scoring (LLM reward model assessing
plan alignment, 0-1 scale), self-reflection, and per-
formance stabilization (top program sampling, par-
allel modifications).

Finally, results interpretation involves the PhD
and Postdoc agents analyzing mle-solver out-
comes to derive insights. They discuss and
reach consensus on an interpretation suitable
for the report, which the Postdoc submits via

interpretation, concluding the analysis and
preparing for report writing.

3.3 Report Writing
Report Writing Phase. PhD and Professor
agents synthesize research findings into an aca-
demic report using the paper-solver module.
This report generator summarizes the research into
a human-readable, structured format. The output
follows standard academic conventions (Abstract,
Introduction, Methods, etc.), aiming for conference
submission standards and user comprehension.

Paper Solver Workflow. The paper-solver
first generates a paper scaffold with standard sec-
tions and LaTeX formatting, accessing arXiv for
literature/citations. It then iteratively refines the
paper using EDIT for precise LaTeX modifications,
ensuring clarity and compilation. An adapted au-
tomated review system (LLM agents simulating
NeurIPS reviews) provides scores and feedback on
soundness, presentation, contribution, and overall
quality during iterations.

Paper Refinement Phase. The PhD agent eval-
uates the paper with reviews from three simulated
NeurIPS reviewers assessing originality, quality,
clarity, and significance. Based on this feedback,
the PhD agent decides if the paper is complete or
needs revisions. If revisions are needed, earlier
stages (planning, experimentation, interpretation)
may be revisited to address comments, simulating
the academic revision cycle until standards are met.

3.3.1 Autonomous versus Co-Pilot Mode
Agent Laboratory operates in two modes: au-
tonomous and co-pilot. In autonomous mode,
agents produce research based solely on the ini-
tial idea, with no further human input; subtasks
proceed sequentially upon completion. In co-pilot
mode, besides providing the initial idea, a human
reviews the output at the end of each subtask phase
(e.g., literature review, generated report). The hu-
man reviewer can then approve progression to the
next subtask or request the agent repeat the current
subtask, providing high-level notes for improve-
ment (e.g., instructing the agent to include a spe-
cific paper or experimental technique).

4 Results

In this section, we present our main findings on
the efficacy of Agent Laboratory to produce re-
search. We begin our results by asking how hu-
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Figure 2: Agent Laboratory Workflow. This image illustrates the three primary phases of Agent Laboratory:
Literature Review, Experimentation, and Report Writing. The workflow integrates human input with LLM-driven
agents. Specialized tools like mle-solver for experimentation and paper-solver for report generation automate
research tasks, enabling collaboration between human researchers and agents to produce high-quality research
outputs.

man evaluators perceive papers generated by Agent
Laboratory running in end-to-end autonomous
mode across five topics. Next, we examine hu-
man evaluation when using Agent Laboratory in
collaborative co-pilot mode from both allowing the
researcher to choose any topic they want and from
our set of preselected topics. We then provide a
detailed runtime analysis including cost, average
time, and success rate by various models. Finally,
we conclude with an evaluation of the mle-solver
in isolation on MLE-Bench, a set of real-world
Kaggle challenges. The details of all surveys are
provided in Appendix E.

4.1 Evaluation of quality by language model

Our first experiment aims to evaluate how human-
evaluated quality varies across three axes: experi-
ment quality, report quality, and usefulness. This
evaluation was conducted by human participants
using three different LLM backends: gpt-4o (Hurst
et al., 2024), o1-mini, and o1-preview (OpenAI,
2024). Research questions were selected from a set
of 5 templates:

1. Do LLMs exhibit cognitive biases, such as
confirmation bias or anchoring bias?

2. Are image transformers more or less sensitive
to pixel noise than convolutional networks?

3. Do LLMs improve accuracy on MedQA when
asked to perform differential diagnosis?

4. Are LLMs sensitive to word order in multiple
choice benchmarks?

5. Does gender role play affect the accuracy on
of LLMs on answering math questions?

These 5 questions across 3 LLM backends re-
sulted in a total of 15 papers being written au-
tonomously by Agent Laboratory without any
human involvement. We then recruited 10 volun-
teer PhD students to review 3 randomly assigned
papers each. These researchers rated the experi-
mental quality, report quality, and usefulness of the
generated outputs on a scale of 1 to 5. The goal
of this evaluation is to understand the differences
in quality of produced research based on the three
distinct LLM backbones, and to understand the
usefulness of Agent Laboratory in autonomous
mode. The details of the evaluation questions are
provided here:

• Experimental Quality: What is your percep-
tion of the quality of the experimental results
presented in this report?

• Report Quality: What is your perception of
the quality of the research report writing qual-
ity presented in this report?

• Usefulness: What is your perception of the
usefulness of an AI assistant tool that can gen-
erate the presented report autonomously?

The results of this evaluation indicate vari-
ability in performance across different Agent
Laboratory LLM backends (Figure 3). gpt-4o
consistently achieved lower scores, with an aver-
age experimental quality rating of 2.6/5, a report
quality rating of 3.0/5, and a usefulness rating of
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Figure 3: Average human evaluated scores from papers generated by Agent Laboratory in autonomous mode by
research question and LLM backend. Bottom row shows average scores across all topics by LLM backend.

4.0/5. In contrast, o1-mini generally outperformed
gpt-4o in experimental quality, with an average
score of 3.2/5 (+0.6), while maintaining similar lev-
els of report quality and usefulness at 3.2/5 (+0.2)
and 4.3/5 (+0.3), respectively. o1-preview demon-
strated the highest usefulness and report quality,
averaging 4.4/5 (+0.4 from gpt-4o and +0.1 from
o1-mini) and 3.4/5 (+0.4 from gpt-4o and +0.2
from o1-mini) respectively, though its experimen-
tal ratings were slightly lower than o1-mini at 2.9/5
(+0.3 from gpt-4o and -0.3 from o1-mini). While
all backends perform comparably in terms of report
and experimental quality, the o1-preview model
was as the most useful for research assistance, sug-
gesting that its outputs were better aligned with the
expectations and needs of researchers.

From our results, the quality is demonstrated to
vary based on the selected topic. We find that the
overall highest average report quality to be 3.8/5
and usefulness to be 4.5/5 for the word order topic
and the highest average experiment quality to be
3.2/5 for the cognitive bias topic. Interestingly, we
also find that word order has the lowest experiment
quality at 2.7/5 along with the image noise topic.
The image noise topic was demonstrated to have
high variance based on the LLM backend, with an
experiment quality score of 1.5/5 for gpt-4o and
a 4.0/5 with o1-mini (+2.5 point difference) and
a usefulness score of 2.5/5 for gpt-4o and a 4.5/5
with o1-mini (+2.0 point difference).

In summary, the evaluation of quality across
LLM backends demonstrates clear differences in
experimental quality, report quality, and usefulness.
While o1-preview is consistently rated as the most

useful for research assistance, o1-mini achieves the
highest experimental quality scores, and gpt-4o is
generally being outperformed in all areas. Topic-
specific trends suggest there may exist variability
in the performance of Agent Laboratory across
difference areas of machine learning research and
across backend models.

4.1.1 Human reviewer scores by LLM

Human reviewers assessed papers generated by
Agent Laboratory using NeurIPS-style criteria,
as shown in Figure 4. Comparing the same papers
from Section 4.1, average human scores revealed
performance differences: overall ratings ranged
from 3.5/10 (gpt-4o) to 3.8/10 (o1-mini) and 4.0/10
(o1-preview).

For quality, reviewers rated gpt-4o lowest (1.8/4)
and o1-mini highest (2.3/4). Significance scores
were similar (2.2–2.5/4). Clarity varied slightly,
with gpt-4o at 2.6/4 and o1-mini lower at 2.1/4 (-
0.5). Soundness was highest for o1-preview (2.2/4),
compared to o1-mini (1.8, -0.4) and gpt-4o (1.7).
Presentation and contribution ratings followed simi-
lar trends, with average contribution at 2.1/4 across
models, indicating a need for improved originality.

These scores suggest o1-preview produced
slightly better-rounded outputs, though significant
technical and methodological gaps remain across
all models. With an average NeurIPS acceptance
score of 5.9, papers produced autonomously fall
below this threshold. These results demonstrate
that Agent Laboratory in autonomous mode re-
quires refinement to meet human expectations for
high-quality research papers.
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Figure 4: Scores from NeurIPs-style evaluation of generated papers, including: quality, significance, clarity,
soundness, presentation, and contribution. (top) Split-violin plot comparing score distribution of automated
reviewers (left half) and human reviewers (right half). Human scores are not predictive of automated scores (-2.3
points lower on average). Automated (middle) and human (bottom) reviewer scores across NeurIPs-style criterion.

Automated versus Human Reviews. We com-
pared automated and human reviewer scores (Fig-
ure 4). Automated reviewers showed notable dis-
crepancies, tending to significantly overestimate
the contribution of self-evaluated work. Automated
reviewers gave an average overall score of 6.1/10,
whereas human reviewers averaged 3.8/10 (-2.3
points). Similar gaps exist across criteria; e.g., aver-
age clarity was rated 3.6/4 by automated reviewers
versus 2.4/4 by humans. This pattern holds for all
criteria. Contrary to prior work suggesting high
alignment (Lu et al., 2024b), our findings show au-
tomated reviews do not align closely with human
reviews and are far below the NeurIPS 2024 aver-
age acceptance score of 5.85* (our human scores
were -2.05 points lower). Our results highlight the
importance of providing human evaluations along-
side automated scores in future work for a better
understanding of generated paper quality.

*https://papercopilot.com/statistics/neurips-
statistics/neurips-2024-statistics

4.2 Evaluation of co-pilot quality

We next evaluate the use of Agent Laboratory in
co-pilot mode, where a human researcher is pro-
viding feedback at the end of each subtask (see
Section 3.3.1 for more details). We evaluate per-
formance across two measures: (1) the quality of
Agent Laboratory as a tool for assisting their re-
search and (2) the quality of generated papers. We
first ask researchers to co-pilot Agent Laboratory
on a topic of their choice without limitations. We
then ask researchers to select a topic from the 5
topics introduced in Section 4.1, resulting in a total
of 2 papers per researcher which we refer to as
custom and preselected papers respectively. Af-
ter their papers are generated, we ask researchers
to rate their experience using Agent Laboratory
during the process of generating custom and pres-
elected papers. We then ask them to self-evaluate
the generated papers according to NeurIPS-style
criterion. Finally, we ask external researchers to
evaluate their paper comparing performance with
Agent Laboratory in autonomous mode. All ex-
periments used an o1-mini backbone for all phases
except the literature review.
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Figure 5: Co-pilot evaluation.

4.2.1 Quality as a tool

Evaluating Agent Laboratory as a research tool
involved assessing its effectiveness in co-pilot
mode. Post-generation, participants assessed the
tool via questions on a 1-5 scale (1=lowest, 5=high-
est):

• Utility: How useful is Agent Laboratory
for assisting your research?

• Continuation: How likely are you to con-
tinue using Agent Laboratory for research?

• Satisfaction: How much did you enjoy using
Agent Laboratory?

• Usability: How easy was building a project
with Agent Laboratory?

Overall scores averaged 3.5/5 for utility, 3.75/5
for continuation, 3.63/5 for satisfaction, and 4.0/5
for usability (Figure 5). Scores varied by topic type.
Custom experiments averaged: utility 3.75/5, con-
tinuation 4.0/5, satisfaction 3.75/5, usability 3.75/5.
Preselected topics averaged: utility 3.25/5, con-
tinuation 3.5/5, satisfaction 3.5/5, usability 4.25/5.
Compared to custom topics, preselected topic rat-
ings were lower, except for usability (-0.5 points
lower for custom). Utility and continuation in-
creased by +0.5 points and satisfaction by +0.25
points from preselected to custom.

Using metrics from Section 4.1, we report aver-
age co-pilot ratings of 2.38/5 for experimental qual-
ity, 3.13/5 for report quality, and 3.75/5 for useful-
ness. Custom topics scored higher on report quality
(3.5/5, +0.75) and usefulness (4.0/5, +0.5), while

preselected topics scored higher (+0.25) on experi-
ment quality (2.5/5). Compared to corresponding
o1-mini autonomous results, co-pilot scores were
lower across all metrics: report quality (-0.07), use-
fulness (-0.55), and experiment quality (-0.82).

Optional feedback (75% response rate) on im-
proving Agent Laboratory suggested enhancing
the interface (e.g., GUI, result inspection), adding
more figure options, and improving the literature
review. Compared to autonomous mode reviews
(Section 4.1), human co-pilots rated report quality,
usefulness, and experiment quality lower, feedback
indicated this reduction stemmed from difficulty
guiding agents to execute their exact vision. These
limitations are further discussed in Section 6.

4.2.2 Evaluation of co-pilot generated papers
To assess the quality of papers generated by Agent
Laboratory in co-pilot mode, we conduct evalu-
ations using two approaches: (1) researchers self-
assessed their generated papers based on NeurIPS-
style criteria, and (2) external researchers pro-
vided evaluations of the same papers. This section
aims to understand differences in scores from self-
assessment and external assessment, as well as how
assessments compare to Agent Laboratory in
fully autonomous mode. We use the same NeurIPS
criterion introduced in Section 4.1.1.

Self-evaluation. From the results of the self-
evaluation (Figure 5), we found that the aver-
age overall score increased from evaluations pro-
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vided to papers generated in autonomous mode,
with autonomous papers having an overall average
of 3.8/10 and co-pilot papers at 4.13/10 (+0.33).
These scores even improved across the best au-
tonomous backend, o1-preview, which averaged
4.0/10. Across individual criterion, scores in-
creased for quality (+0.13), clarity (+0.48), sound-
ness (+0.35), and presentation (+0.33), but de-
creased for significance and contribution. The
scores that decreased were significance (-0.3) and
contribution (-0.1).

External evaluation. We compare scores pro-
vided through self-evaluation with those provided
by a set of external evaluators on the same pa-
pers (Figure 5). We find that average scores across
most criteria, including quality, significance, clar-
ity, soundness, presentation, and contribution, show
an improvement in the external assessments, with
an overall average of 4.38/10, up from 4.13/10
in self-evaluations. The most significant improve-
ments were observed in quality (+0.62), signifi-
cance (+0.25), and overall (+0.25) scores, suggest-
ing that external reviewers perceived the generated
papers to be higher quality and more significant
than the researchers who produced them. How-
ever, clarity scores decreased (-0.25), indicating
potential issues in the articulation of ideas that
might have been overlooked during self-assessment.
While presentation scores did not improve (+0.0),
soundness (+0.13) and contribution (+0.13) only
increased slightly.

Notably, the external evaluations also reinforce
differences between scores preselected and custom
topics. Unlike with the self-evaluated papers, pa-
pers on preselected topics were rated slightly higher
overall, with improvements observed across several
metrics, particularly in quality (+0.5) and signif-
icance (+0.5). These findings suggest that self-
evaluated reviewers perceive the work produced on
their custom topic as higher quality compared to
the work produced on preselected topics, whereas
external evaluators find the opposite to be true.

Comparison with autonomous mode Compar-
ing scores by external evaluators on autonomous
and co-pilot papers (Figure 5), we find that the
largest improvements were seen for quality, which
increased by +0.75, soundness, which improved by
+0.48, and the overall score, which improved by
+0.58. Moderate gains were also observed in clar-
ity (+0.23) and presentation (+0.33). In contrast,
some metrics showed minimal or no improvement.

Significance declined slightly (-0.05), and contri-
bution increased only marginally (+0.03). Our re-
sults suggest that papers generated with human
involvement overall are evaluated more highly than
autonomously generated paper, with much of the
focus of human involvement going toward making
the paper more presentable (presentation and clar-
ity) while there was less emphasis on improving ex-
perimental results (significance and contribution).
Finally, we note that co-pilot overall scores, which
average at 4.38, are still -1.45 points below the aver-
age score of 5.85 for an accepted paper at NeurIPS
2024. Increasing the overall score to match confer-
ence standards will likely result by improving the
contribution and significance of the paper results,
which is consistently lower than other evaluation
metrics.

5 Discussion

Agent Laboratory is an LLM agent system de-
signed to assist in performing end-to-end machine
learning research. Functioning primarily as a co-
pilot, it aims to accelerate scientific exploration
through a human-centric approach, distinct from
fully automated discovery systems. The Agent
Laboratory workflow includes three stages liter-
ature review, experimentation, and report writing.
Evaluations assessed the quality of outputs gener-
ated in autonomous mode using various LLM back-
ends, employing metrics such as human ratings of
experimental quality and report usefulness, along-
side standard academic reviewer scores. The effec-
tiveness of Agent Laboratory was also examined
in its co-pilot mode, comparing it to autonomous
operation and integrating researcher feedback.

Findings revealed performance differences be-
tween LLM backends; for instance, o1-preview
showed higher perceived usefulness, while
o1-mini demonstrated better experimental quality.
Although autonomous outputs were generally rated
positively, human evaluations identified shortcom-
ings in clarity and soundness relative to standards
for high-quality research, highlighting that auto-
mated reviewer scores did not consistently align
with human assessments. The co-pilot mode, which
incorporates human feedback, generally produced
higher-quality results across most evaluation met-
rics and received favorable utility and usability rat-
ings. Future research directions involve longitudi-
nal user studies and the exploration of automated
workflow optimization.
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6 Limitations

While our results suggest that Agent Laboratory
demonstrates strong performance as a research tool,
we now turn to a discussion of limitations that could
inform future work. While some of these are also
limitations of LLMs themselves, others are not,
and we nonetheless provide a thorough and critical
discussion of our work. We hope that progress in
autonomous research will address these limitations.

6.1 Workflow limitations
Challenges with self-evaluation The
paper-solver is being evaluated for quality
by using LLMs emulated NeurIPS reviewers.
This has two limitations: (1) while the reviewing
agents were shown to have high alignment with
real reviewers (Lu et al., 2024b), qualitatively
research reports from Agent Laboratory are
less satisfying than research papers from The AI
Scientist (Lu et al., 2024b), with ours having lower
quality figures, despite Agent Laboratory papers
obtaining higher scores overall. (2) The research
reports produced by Agent Laboratory are not
meant to replace the paper writing process done
by humans as it was in The AI Scientist, rather
it is meant to provide a report for the human to
understand what has been accomplished, so that
they can scale up the experiment and write their
own research report. However, we nonetheless use
NeurIPS reviewer scores as the heuristic for the
quality of our presented paper-solver, which
aims to evaluate the reports from the perspective
of a complete research paper. Additionally,
contrasting with (Lu et al., 2024b) demonstrate
that LLMs perform less reliably for self-evaluation
compared with human reviewers, with lower
agreement scores (53.3% vs. 56.1%). Although
LLMs demonstrate reasonable consistency, this
may stem from reliance on superficial patterns
rather than robust evaluation criteria, resulting in
discrepancies between LLM and human rankings.
This limits LLMs in subjective tasks like research
idea evaluation, which is the foundation of
mle-solver and paper-solver.

Challenges with automated structure There are
also some limitations that present themselves due
to the structure enforced in the workflow. For ex-
ample, paper-solver is encouraged to a organize
the paper into a relatively fixed structure (abstract,
introduction, etc), which disallows unique paper or-
ganizations and section orders. Another limitation

is that mle-solver and paper-solver are limited
to generating only two figures for the paper. This
can be solved in future work, by allowing all of
the figures generated by the mle-solver (without
restriction) to be incorporated into paper-solver
by detecting image files and providing those paths
to the solver. Agent Laboratory is also not able
to manage repository-level code on its own, but
rather the appropriate files are provided to it at
each necessary step and files are saved based on
which phase produced the file. Enabling flexible
repository-level file modification and execution is
a clear next step for future work.

Challenges with hallucination While uncom-
mon, we also found that in some of the research
papers, particularly from lower performing models,
such as gpt-4o, there were hallucinations regarding
experimental results that did not occur, such as the
following example from a gpt-4o paper on the topic
of Are image transformers more or less sensitive
to noise than convolutional networks?: “Hyper-
parameter optimization played a crucial role in
achieving these results. The learning rate was set
at 0.001, with a batch size of 32, and the num-
ber of reasoning steps L = {l1, l2, ..., ln} varied
between 5 to 10, depending on the complexity of
the query. The model was trained over 50 epochs,
with early stopping criteria applied to prevent over-
fitting." While the issue of hallucination is more
generally a problem with LLMs themselves, future
work must appropriately address these challenges
in order to prevent misinformation from being prop-
agated when using automated research tools.

6.2 Common failure modes
In addition to the limitations outlined in Section 6.1,
we also outline common failure modes observed
during the runtime of Agent Laboratory. We
report a list of the most common failure modes
observed below:

• Many of the more capable models (gpt-4o, o1-
mini, o1-preview) struggled with instruction-
following during the literature review phase,
and had a tendency to repeatedly use the
summarize command until the maximum
phase steps have been reached, leading to a
termination.

• Retrieved papers during the literature review
phase had been observed to reach the maxi-
mum token limit for some models.
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• Experiments run by mle-solver sometimes
obtain 0% accuracy for all tested methods
which is not corrected by the agent by the
time mle-solver runs out of solving steps.

• mle-solver has a tendency to edit line 0 more
than other lines in the code, causing to the
replace command to more often lead to suc-
cessful code compiles.

• Printed output from the data preparation or
experimental results can lead to the LLMs
reaching their token limit.

• mle-solver often generated the python
exit () command, which terminated the entire
process. This had to be detected and removed
manually.

• mle-solver has been observed to run system
commands on the host computer using the
subprocess . run () command. While nothing
problematic has been observed, safeguards
should be implemented around this.

• paper-solver often struggles to search for
relevant papers using the arXiv engine. Before
a search time-limit was enforced, it could take
up to 100 tries for a successful search query
to return any papers. A limit of 5 was place
thereafter to prevent this cycle.

7 Ethical considerations

Agent Laboratory offers potential to accelerate
the field of machine learning research by automat-
ing time-intensive tasks and enabling researchers
to focus on ideation and experimental design. How-
ever, its capabilities also bring ethical challenges
that require careful consideration. The ability to au-
tonomously generate research code, reports, and ex-
periment plans may inadvertently lower the barriers
to producing substandard or misleading scientific
outputs. This could overwhelm peer review sys-
tems and jeopardize the integrity of academic dis-
course. Furthermore, the automated processes may
reflect or even amplify biases inherent in the un-
derlying datasets or algorithms, leading to skewed
outcomes in research findings. Transparent dis-
closure of AI involvement in research outputs is
important in order to mitigate such risks and main-
tain accountability.

There are additional concerns about potential
misuse of Agent Laboratory for unethical pur-
poses, such as developing harmful technologies or

generating content that bypasses ethical oversight.
For instance, the misuse of autonomous research
agents in fields like cybersecurity could lead to the
automated creation of malware (Xu et al., 2024;
Happe and Cito, 2023) or in environmental stud-
ies, it may generate biased analyses that downplay
climate risks or overstate the benefits of certain
interventions. Moreover, as the platform matures,
the risk of its misuse increases if safeguards are not
implemented to ensure alignment with ethical re-
search standards (Watkins, 2024; Jiao et al., 2024).
Thus, while Agent Laboratory demonstrates im-
mense promise for accelerating scientific discovery,
there is a need for robust governance mechanisms
to ensure that the underlying LLMs produce con-
tent that aligns with ethical principles and societal
values.
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A Runtime statistics

Runtime statistics for Agent Laboratory are de-
tailed to provide insight into the computational
efficiency and monetary costs associated with dif-
ferent phases of its workflow. In this evaluation,
both the time required per phase (measured in sec-
onds) and the costs incurred (calculated in USD)
were analyzed to better understand the performance
of three model backends: gpt-4o, o1-mini, and o1-
preview. These measurements were recorded for
each subtask, including Literature Review, Plan
Formulation, Data Preparation, Running Experi-
ments, Results Interpretation, Report Writing, and
Report Refinement.

Inference time Across all models, gpt-4o ex-
hibited the fastest execution times, completing
the entire workflow in 1165.4 seconds, approxi-
mately 3.2x faster than o1-mini and 5.3x faster
than o1-preview, which required 3616.8 seconds
and 6201.3 seconds, respectively. In most subtasks,
gpt-4o demonstrated superior speed, particularly in
Running Experiments and Report Writing phases,
where its times were significantly shorter than those
of o1-mini and o1-preview. For instance, in Run-
ning Experiments, gpt-4o averaged 417.8 seconds,
while o1-mini and o1-preview took 2082.5 seconds
and 4036.2 seconds, respectively. Similarly, for
Report Writing, gpt-4o completed the task in 572.5
seconds, compared to 827.7 seconds for o1-mini
and 1854.2 seconds for o1-preview.

Inference cost Monetary costs per workflow
were also substantially lower for gpt-4o, which
averaged just $2.33 for the entire process. This
is significantly more cost effective than previous
autonomous research workflows (Lu et al., 2024b),
which cost around ∼$15 (6.4x more expensive) to
complete using gpt-4o. Other models in our work-
flow has a lower cost efficiency, such as o1-mini
at $7.51, and o1-preview at $13.10, the latter be-
ing over 5.6x more expensive than gpt-4o. Among
the individual subtasks, gpt-4o consistently had
the lowest costs. For example, its costs for Data
Preparation and Report Writing were $0.09 and
$1.73, respectively, compared to $3.03 and $2.58
for o1-mini, and $0.30 and $9.58 for o1-preview.

Phase-level Observations From our observa-
tions at the phase-level, Literature Review was
notably efficient for all models in terms of time
and cost, with gpt-4o completing it in 92.9 seconds
at a cost of $0.12. Meanwhile, o1-mini completed

this phase faster (56.8 seconds) but at a slightly
higher cost ($0.16). For Plan Formulation, gpt-4o
was both the fastest (23.3 seconds) and the cheap-
est ($0.03), followed closely by o1-preview in cost
($0.04) but not in speed (33.1 seconds). The most
expensive phase across models was Report Writing,
where costs were driven by the increased computa-
tional resources required for writing a long docu-
ment. o1-preview incurred particularly high costs
in this phase ($9.58) despite producing comparable
outputs in terms of task success rates.

Success Rates Overall, every model exhibits rea-
sonably high reliability, with o1-preview achieving
the highest average subtask success rate (95.7%)
for the entire workflow. Both gpt-4o and o1-mini
followed closely at 94.3% and 92.8%. While most
tasks had 100% success rate for each model, the
literature review phase had a high rate of failure, at
60%, 70%, and 80% for gpt-4o, o1-mini, and o1-
preview respectively. The Data Preparation phase
showed minor challenges, with o1-mini recording
an 80% success rate in Data Preparation, compared
to gpt-4o’s 100% success rate and o1-preview at a
90% success rate.

B Evaluating mle-solver on MLE-Bench

Evaluating the entire Agent Laboratory workflow
does not contain much information about the abil-
ity of mle-solver specifically to solve individual
ML problems. In order to evaluate mle-solver
more objectively, we use a subset of 10 ML chal-
lenges from MLE-Bench (Chan et al., 2024). MLE-
Bench is a benchmark designed to assess the capa-
bility of agents in handling real-world ML tasks on
Kaggle competitions. This benchmark compares
agent performances with human baselines, scoring
agents with Kaggle’s medal system, and incorporat-
ing mechanisms to mitigate contamination and pla-
giarism risks. We include all challenges focusing
on text and tabular data from the low complexity
category of MLE-Bench. We provide as input to
mle-solver the following: Kaggle dataset descrip-
tion, distilled knowledge from Kaggle notebooks,
as well as an accessible train and dev set. Instead
of using an LLM scoring function, the mle-solver
score is evaluated on the dev set, which is a 20%
random sample taken from the original training
set, and the training set is represented by the other
80% split. All data (dev, test, train) is placed into
arrays using the numpy library instead of provid-
ing file locations in order to better emulate the
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Figure 6: Performance and Cost Evaluation. This table summarizes the runtime statistics, cost, and success rates of
Agent Laboratory across its workflow phases using three different model backends: gpt-4o, o1-mini, and o1-preview.
The metrics include average cost per phase (in USD), average time per phase (in seconds), and success rates for
each phase.

Figure 7: Average score of four methods (MLAB, OpenHands, AIDE, and mle-solver) on a subset of MLE-Bench.
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data preparation phase. Once all mle-solver steps
have concluded, the final code with the highest
score is evaluated on the actual Kaggle test set and
a benchmark score is recorded.

We compare average scores across several runs
from three other methods: MLAB (Huang et al.,
2024), gpt-4o backend), OpenHands (Wang et al.,
2024b), gpt-4o backend), and AIDE (Schmidt et al.,
2024), o1-preview backend). While mle-solver
submitted valid solutions for all MLE-Bench chal-
lenges within two hours, prior methods often failed
to submit, complicating scoring. We thus calcu-
lated average scores by excluding invalid submis-
sions from other works and averaging valid ones.
We find that Agent Laboratory’s mle-solver is
more consistently high scoring than other solvers,
with mle-solver obtaining four medals (two gold,
one silver, and one bronze) compared with Open-
Hands (gpt-4o) obtaining two medals (two gold),
AIDE (o1-preview) obtaining two medals (one
gold, one bronze) and MLAB obtaining zero
medals. Additionally, mle-solver obtained above
median human performance on six out of ten bench-
marks, with AIDE obtaining five out of ten, Open-
Hands two out of ten, and MLAB zero out of ten.
A detailed overview is provided in Figure 7.

C Extended related work

Large language models The research agents in
this paper are built on autoregressive large lan-
guage models (LLMs), which are trained on ex-
tensive text corpora to predict conditional proba-
bilities of token sequences, p(xt|x<t; θ), and gen-
erate text completions through sampling, where
xt ∼ softmax(W · ht), with ht as the hidden state
and W as the learned weight matrix mapping to
token probabilities. LLMs utilize transformer ar-
chitectures (Vaswani, 2017) to capture long-range
dependencies in text. These models, such as Claude
(Anthropic, 2024), Llama (Touvron et al., 2023a,b;
Dubey et al., 2024), and ChatGPT (Hurst et al.,
2024; OpenAI, 2022; Achiam et al., 2023), lever-
age vast datasets and scaling techniques, thus en-
abling them to perform a wide array of language-
based tasks, such as translation, summarization,
and reasoning, by generalizing patterns learned
during pretraining to novel inputs (Brown, 2020).

LLM Agents While LLMs demonstrate strong
understanding and reasoning abilities, they face
challenges when executing tasks in real-world sce-
narios. To overcome these limitations, their ca-

pabilities are extended through structured frame-
works, enabling them to autonomously and semi-
autonomously perform task execution and semi-
autonomously perform task execution (Wu et al.,
2023; Li et al., 2023; Chen et al., 2023; Qian et al.,
2024). These systems, referred to as agents, uti-
lize techniques such as chain-of-thought prompting
(Wei et al., 2022), iterative refinement (Shinn et al.,
2024), self-improvement (Huang et al., 2022), and
external tool integration to execute complex work-
flows (Hao et al., 2024; Qin et al., 2023; Schick
et al., 2023). LLM agents have made remarkable
progress in solving tasks of real-world significance,
such as software engineering (Jimenez et al., 2023;
Yang et al., 2024; Wang et al., 2024b), cybersecu-
rity (Abramovich et al., 2024; Wan et al., 2024;
Fang et al., 2024), and medical diagnosis (Tu et al.,
2024; Schmidgall et al., 2024; McDuff et al., 2023).
There has also been progress in applying LLMs
agents to embodied problems such as autonomous
robotics (Brohan et al., 2022; Kim et al., 2024;
Black et al., 2024; Brohan et al., 2023), web tasks
(Gur et al., 2023; Putta et al., 2024; Deng et al.,
2024; Shi et al., 2017; He et al., 2024), and game
playing (Wang et al., 2023; Feng et al., 2024; AL
et al., 2024). For a broader overview of LLM
agents, refer to (Wang et al., 2024a).

Automated machine learning Automated ma-
chine learning is an area of active research, with
many approaches focused on using Kaggle, an on-
line platform for machine learning competitions,
as a benchmark for evaluating agent performance.
Notable efforts include MLE-Bench (Chan et al.,
2024), DS-bench (Jing et al., 2024), and MLAgent-
Bench (Huang et al., 2024) which propose using 75,
74, and 6 Kaggle challenges respectively as bench-
marks to measure the abilities of ML agents in
tasks such as data preparation, model development,
and submission. Several ML "solvers" which can
solve ML challenges have been introduced, such
as AIDE (Schmidt et al., 2024), CodeActAgent (re-
ferred to as “OpenHands") (Wang et al., 2024b),
and ResearchAgent (referred to as “MLAB") from
MLAgentBench (Huang et al., 2024) which auto-
mate feature implementation, bug fixing, and code
refactoring with a high success rate. Agent K (Gros-
nit et al., 2024) demonstrates the ability to solve
Kaggle challenges at the human-level with a chal-
lenge URL provided as input.

AI in Scientific Discovery AI has been used to
support scientific discovery across numerous disci-
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Figure 8: Graphical outline of paper-solver. This diagram showcases the step-by-step process of generating
and refining academic research reports using the Paper-Solver tool. The workflow starts with the creation of an
initial report scaffold (A) by iteratively generating LaTeX-based sections, followed by updates to ensure structural
completeness. (B) Research is performed through an Arxiv tool during relevant sections. In the Report Editing
phase (C), the language model applies targeted edits to improve the document, with LaTeX compilation verifying
the integrity of changes. Finally, the completed report undergoes a reward-based evaluation during the Paper Review
phase (D), ensuring alignment with academic standards and research goals.

Table 1: Hyperparameters for AGENT LABORATORY.

Category Hyperparameter Value

Literature Review Number of Paper Summaries 5
Full Text History Decay Steps 3
Agent temperature 0.8

Data Preparation Experiment Timeout 120s

Running Experiments mle-solver steps 3
Code repair attempts 2
Maximum top codes 2
Error history length 5
Code history length 2
Number of comparison trials 2
Experiment Timeout 600s
Score generation temperature 0.6
Repair temperature 0.8
Initial code temperature 1.0
Solver temperature 1.0

Paper Writing paper-solver steps 5
Maximum top papers 1
Paper history length 10
Number of Reviewers 1
Number of comparison trials 2
Solver temperature 1.0
Initial paper temperature 0.8

Paper Refinement Number of Reviewers 3

plines for decades. For instance, AI has been used
for discovery in mathematics (Romera-Paredes
et al., 2024), material science (Szymanski et al.,
2023; Pyzer-Knapp et al., 2022; Merchant et al.,

2023), chemistry (Jumper et al., 2021; Hayes et al.,
2024), algorithm discovery (Fawzi et al., 2022),
and computational biology (Ding et al., 2024).
These approaches position AI as a tool rather than
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an agent performing research in autonomous re-
search.

LLMs for research related tasks LLMs
have demonstrated strong capabilities in diverse
research-related tasks, such as code generation
(Chen et al., 2021; Nijkamp et al., 2022), end-to-
end software development (Qian et al., 2024, 2023;
Phan et al., 2024; Hai et al., 2024), code genera-
tion for discovery (Majumder et al., 2024; Ifargan
et al., 2024; Hu et al., 2024; Guo et al., 2024; Gu
et al., 2024; Ghafarollahi and Buehler, 2024a; Chen
et al., 2024b), research question-answering (Chen
et al., 2024a; Lála et al., 2023; Song et al., 2024;
Lin et al., 2024), research ideation (Baek et al.,
2024; Ghafarollahi and Buehler, 2024b; Li et al.,
2024a; Si et al., 2024), automated paper review-
ing (D’Arcy et al., 2024; Liang et al., 2024; Lu
et al., 2024b; Weng et al., 2024), literature search
(Ajith et al., 2024; Kang and Xiong, 2024; Press
et al., 2024; Li et al., 2024b), and predicting the out-
come of experiments (Luo et al., 2024; Ashokku-
mar et al., 2024; Lehr et al., 2024; Manning et al.,
2024; Zhang et al., 2024). Although LLMs have
made notable progress in solving the aforemen-
tioned tasks, ideation has struggled to progress,
with some work showing that LLM ideation leads
to greater novelty than humans (Si et al., 2024),
while others show reduced creativity (Chakrabarty
et al., 2024) and greater homogeneous effects (An-
derson et al., 2024; Zhou et al., 2024) that may
limit creative discovery without human guidance.

Additionally, research on human-AI collabora-
tion has reached mixed conclusions about the idea
novelty (Ashkinaze et al., 2024; Liu et al., 2024;
Padmakumar and He, 2024). These findings sug-
gest that, with the current LLMs, the strongest
research systems would combine human-guided
ideation with LLM-based workflows.

LLMs for autonomous research Recent ad-
vancements in automated scientific workflows have
focused on leveraging LLMs to emulate the pro-
cess of research. (Swanson et al., 2024) intro-
duces a team of LLM agents working as scientists
alongside a human researcher who provides high-
level feedback, with the end result being novel
nanobody binders aimed at addressing recent vari-
ants of SARS-CoV-2. ChemCrow (M. Bran et al.,
2024) and Coscientist (Boiko et al., 2023) demon-
strate the ability for autonomous ideation and ex-
perimentation in chemistry. ResearchAgent (Baek
et al., 2024) automates research idea generation,

experiment design, and iterative refinement using
feedback from reviewing agents aligned with hu-
man evaluation criterion. The AI Scientist (Lu
et al., 2024a; Yamada et al., 2025) extends this
automation to encompass end-to-end scientific dis-
covery, including coding, experiment execution,
and automated peer review for manuscript genera-
tion. Despite these advancements, studies like (Si
et al., 2024) highlight limitations in the feasibility
and implementation details of LLM ideation, indi-
cating a complementary rather than replacement
role for LLMs in autonomous research.

C.1 Example Review

Example Review ( o1-mini | Word Order
Sensitivity )

"Strengths": [
"Comprehensive experimental design
and methodology.",
"Use of a well-known dataset (RACE)
for evaluation.",
"Empirical validation of bias
mitigation strategies.",
"Clear presentation of results and
analysis."],
Weaknesses": [
"Limited exploration of additional
bias mitigation techniques.",
"Lack of in-depth discussion on
limitations
and societal impacts.",
"The originality could be enhanced
by exploring novel
strategies."],
"Originality": 3, "Quality": 4,
"Clarity": 3, "Significance": 3,
"Questions": [
"Have you considered exploring
additional bias
mitigation techniques beyond
majority voting and entropy-based
thresholding?",
"Can you provide more details on
the potential societal impacts
of the model’s sensitivity to
option order?",
"What are the limitations of the
current study, and how
might they be addressed in future
work?"],
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"Limitations": [
"The study is limited to the RACE
dataset and may not generalize
to other datasets.",
"The bias mitigation strategies,
while effective,
do not completely eliminate
sensitivity to option order."],
"Ethical Concerns": false,
"Soundness": 3, "Presentation": 3,
"Contribution": 3,
"Overall": 7, "Confidence": 4,
"Decision": "Accept"

C.2 Hardware

All experiments in this paper were run on a 2023
MacBook Pro with an Apple M3 Max processor
and 36 GB of memory.

D Prompts

D.1 Base Inference Prompt

Base System Prompt

You are {self.role_description()}
Task instructions:{self.phase_prompt(phase)}
{self.command_descriptions(phase)}

Base Prompt

{context_prompt}
History: {history_str}
Current Step #{step}
Phase: {phase}
{complete_str}
[Objective] Your goal is to perform
research on the following topic:
{research_topic}
Feedback: {feedback}
Notes: {notes_str}
Your previous command was:
{self.prev_comm}. Make sure
your new output is different.
Please produce a single command
below:

Phase Notes (notes_str)

Notes for the task objective:
{phase_notes}

Complete String The complete string is typically
set to the empty string. However, in the case when
the number of steps reaches 70% of the way to-
ward completion, the following is appended to the
base prompt to encourage the agent to produce a
submission.

Complete String (complete_str)

You must finish this task and submit
as soon as possible!

History Line

Step #{step}, Phase: {phase},
Feedback: {feedback}, Your
response: {model_resp}

D.2 Context Prompts

Context Prompt

{sr_str}
{context_prompt}

Context Prompt Second Round String
(sr_string)

The following are results from the
previous experiments
Previous Experiment code:
{self.prev_results_code}
Previous Results:
{self.prev_exp_results}
Previous Interpretation of results:
{self.prev_interpretation}
Previous Report:
{self.prev_report}
{self.reviewer_response}

Context Prompt Plan Formulation

Current Literature Review:
{self.lit_review_summary}

Context Prompt Data Preparation

Current Literature Review:
{self.lit_review_summary}
Current Plan: {self.plan}
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Context Prompt Results Interpretation

Current Literature Review:
{lit_review_sum}
Current Plan: {self.plan}
Current Dataset code:
{self.dataset_code}
Current Experiment code:
{self.results_code}
Current Results:
{self.exp_results}

Context Prompt Report Refinement

Current Literature Review:
{lit_review_sum}
Current Plan: {self.plan}
Current Dataset code:
{self.dataset_code}
Current Experiment code:
{self.results_code}
Current Results:
{self.exp_results}
Current Interpretation of results:
{self.interpretation}

D.3 Agent Phase Descriptions

D.3.1 PhD Student phase

PhD Literature Review Phase Prompt

Your goal is to perform a literature
review for the presented task
and add papers to the literature
review.
You have access to arXiv and
can perform two search operations:
(1) finding many different paper
summaries from a search query and
(2) getting a single full paper text
for an arXiv paper.

PhD Literature Review Phase Prompt

You are a PhD student being directed
by a postdoc who will help you
come up with a good plan, and
you interact with them through
dialogue.
Your goal is to produce plans that
would make good experiments for
the given topic. You should aim

for a very simple experiment that
showcases your plan, not a complex
one. You should integrate the
provided literature review and come
up with plans on how to expand
and build on these works for the
given topic. Your plans should
provide a clear outline for how to
achieve the task, including what
machine learning models to use and
implement, what types of datasets
should be searched for and used
to train the model, and the exact
details of the experiment.

PhD Data Preparation Phase Prompt

You are a PhD student directing
a machine learning engineer, where
the machine learning engineer will
be writing the code, and you
can interact with them through
dialogue.
Your goal is to help the ML engineer
produce code that prepares the data
for the provided experiment. You
should aim for very simple code to
prepare the data, not complex code.
You should integrate the provided
literature review and the plan and
come up with code to prepare data
for this experiment.

PhD Results Interpretation Phase Prompt

You are a PhD student being directed
by a postdoc who will help you
come up with an interpretation for
results from an experiment, and
you interact with them through
dialogue.
Your goal is to interpret results
from experiments that were
previously run. You should read
through the code and look at the
results to understand what occurred.
You should then discuss with the
postdoc your interpretation and
use their feedback to improve your
thoughts. You should integrate
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the provided literature review,
code, and plans to come up with an
exciting interpretation that could
make a compelling paper. Your plans
should provide a clear outline that
can be used to write an academic
paper.
Your interpretation should include
numbers, relevant metrics to the
experiment (e.g., accuracy or loss)
and measures of significance. You
must propagate this information
accurately.
You must submit the interpretation
during this phase in a reasonable
amount of time. Do not delay the
submission.

PhD Report Refinement Phase Prompt

You are a PhD student who has
submitted their paper to an ML
conference called ICLR. Your goal
was to write a research paper and
get high scores from the reviewers
so that it get accepted to the
conference.

PhD Report Refinement Phase Prompt

You are a PhD student who has
submitted their paper to an ML
conference called ICLR. Your goal
was to write a research paper and
get high scores from the reviewers
so that it get accepted to the
conference.

D.4 Machine Learning Engineer Phase
Descriptions

ML Engineer Data Preparation Phase
Prompt

You are a machine learning engineer
being directed by a PhD student who
will help you write the code, and
you can interact with them through
dialogue.
Your goal is to produce code that
prepares the data for the provided
experiment. You should aim for

simple code to prepare the data, not
complex code. You should integrate
the provided literature review and
the plan and come up with code to
prepare data for this experiment.

D.5 Postdoc Phase Descriptions

Postdoc Plan Formulation Prompt

You are directing a PhD student to
help them come up with a good plan,
and you interact with them through
dialogue.
Your goal is to produce plans that
would make good experiments for
the given topic. You should aim
for a very simple experiment that
showcases your plan, not a complex
one. You should integrate the
provided literature review and come
up with plans on how to expand
and build on these works for the
given topic. Your plans should
provide a clear outline for how to
achieve the task, including what
machine learning models to use and
implement, what types of datasets
should be searched for and used
to train the model, and the exact
details of the experiment.

Postdoc Results Interpretation Phase
Prompt

You are directing a PhD student
to help them come up with an
interpretation for results from an
experiment, and you interact with
them through dialogue.
Your goal is to interpret
results from experiments that
were previously run. You should
read through the code and look
at the results to understand what
occurred. You should then discuss
with the PhD student how they can
interpret the results and give
their feedback to improve their
thoughts. You should integrate
the provided literature review,
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code, and plans to come up with an
exciting interpretation that could
make a compelling paper. Your plans
should provide a clear outline that
can be used to write an academic
paper.
Your interpretation should include
numbers, relevant metrics to the
experiment (e.g., accuracy or loss)
and measures of significance. You
must propagate this information
accurately. You must also complete
this in a reasonable amount of time
and then submit your results.

D.6 Agent Command Description

D.6.1 PhD Student Command Description

PhD Student Literature Review Command
Prompt

To collect paper summaries, use the
following command:
```SUMMARY
SEARCH QUERY
```
where SEARCH QUERY is a string that
will be used to find papers with
semantically similar content and
SUMMARY is just the word SUMMARY.
To get the full paper text for
an arXiv paper, use the following
command: ```FULL_TEXT
arXiv paper ID
```
where arXiv paper ID is the ID
of the arXiv paper (which can
be found by using the SUMMARY
command), and FULL_TEXT is just the
word FULL_TEXT. Make sure to read
the full text using the FULL_TEXT
command before adding it to your
list of relevant papers.
If you believe a paper is relevant
to the research project proposal,
you can add it to the official
review after reading using the
following command: ```ADD_PAPER
arXiv_paper_ID
PAPER_SUMMARY
```

where arXiv_paper_ID is the ID
of the arXiv paper, PAPER_SUMMARY
is a brief summary of the paper,
and ADD_PAPER is just the word
ADD_PAPER. You can only add one
paper at a time.
Make sure to use ADD_PAPER when you
see a relevant paper. DO NOT use
SUMMARY too many times.
You can only use a single command
per inference turn. Do not use
more than one command per inference.
If you use multiple commands, then
only one of them will be executed,
not both.
Make sure to extensively discuss
the experimental results in your
summary.
When performing a command, make
sure to include the three ticks
(```) at the top and bottom
```COMMAND
text
```where COMMAND is the specific
command you want to run (e.g.,
ADD_PAPER, FULL_TEXT, SUMMARY). Do
not use the word COMMAND make sure
to use the actual command, e.g.,
your command should look exactly
like this: ```ADD_PAPER
text
```(where the command could be from
ADD_PAPER, FULL_TEXT, SUMMARY)

PhD Student Plan Formulation Command
Prompt

You can produce dialogue using the
following command: ```DIALOGUE
dialogue here
```
where ’dialogue here’ is the actual
dialogue you will send and DIALOGUE
is just the word DIALOGUE.
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PhD Student Data Preparation Command
Prompt

You can produce dialogue using the
following command: ```DIALOGUE
dialogue here
```
where ’dialogue here’ is the actual
dialogue you will send and DIALOGUE
is just the word DIALOGUE.
When you and the ML engineer have
finalized your dataset preparation
code and are ready to submit
the final code, please use the
following command: ```SUBMIT_CODE
code here
```
where ’code here’ is the finalized
code you will send and SUBMIT_CODE
is just the word SUBMIT_CODE.
The submitted code must have a
HuggingFace dataset import and must
use an external HuggingFace dataset.
If your code returns any errors,
they will be provided to you, and
you are also able to see print
statements. Make sure function
variables are created inside the
function or passed as a function
parameter. DO NOT CREATE A MAIN
FUNCTION.
Make sure to submit code in a
reasonable amount of time. Do not
make the code too complex, try to
make it simple. Do not take too
long to submit code. Submit the
code early. You should submit the
code ASAP.
You can only use a single command
per inference turn. Do not use
more than one command per inference.
If you use multiple commands, then
only one of them will be executed,
not both.
When performing a command, make
sure to include the three ticks
(```) at the top and bottom
```COMMAND
text
```where COMMAND is the specific
command you want to run (e.g.,

SUBMIT_CODE, DIALOGUE).

PhD Student Results Interpretation Com-
mand Prompt

You can produce dialogue using the
following command: ```DIALOGUE
dialogue here
```
where ’dialogue here’ is the actual
dialogue you will send and DIALOGUE
is just the word DIALOGUE. When
performing a command, make sure to
include the three ticks (```) at
the top and bottom ```COMMAND
text
```where COMMAND is the specific
command you want to run (e.g.,
DIALOGUE).

D.6.2 ML Engineer Agent Command
Description

ML Engineer Data Preparation Command
Prompt

You can produce code using the
following command: ```python
code here
```
where code here is the actual
code you will execute in a Python
terminal, and python is just the
word python. If your code returns
any errors, they will be provided
to you, and you are also able to
see print statements. You will
receive all print statement results
from the code. Make sure function
variables are created inside the
function or passed as a function
parameter.
You can produce dialogue using the
following command: ```DIALOGUE
dialogue here
```
where dialogue here is the actual
dialogue you will send, and
DIALOGUE is just the word DIALOGUE.
You also have access to HuggingFace
datasets. You can search the
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datasets repository using the
following command: ```SEARCH_HF
search query here
```where search query here is the
query used to search HuggingFace
datasets, and SEARCH_HF is the
word SEARCH_HF. This will return
a list of HuggingFace dataset
descriptions which can be loaded
into Python using the datasets
library. Your code MUST use an
external HuggingFace directory.
You MUST use a HuggingFace dataset
in your code. DO NOT CREATE A MAIN
FUNCTION. Try to make the code very
simple.
You can only use a SINGLE command
per inference turn. Do not use
more than one command per inference.
If you use multiple commands, then
only one of them will be executed,
NOT BOTH.
When performing a command, make
sure to include the three ticks
(```) at the top and bottom
```COMMAND
text
```where COMMAND is the specific
command you want to run (e.g.,
python, DIALOGUE, SEARCH_HF).

D.6.3 Postdoc Agent Command Description

Postdoc Plan Formulation Command
Prompt

You can produce dialogue using the
following command: ```DIALOGUE
dialogue here
```
where dialogue here is the actual
dialogue you will send and DIALOGUE
is just the word DIALOGUE.
When you believe a good plan
has been arrived at between you
and the PhD student you can
use the following command to end
the dialogue and submit the plan
```PLAN
plan here
```

where plan here is the actual plan
to be transmitted and PLAN is just
the word PLAN. Plan here should
provide a clear outline for how to
achieve the task, including what
machine learning models to use and
implement, what types of datasets
should be searched for and used
to train the model, and the exact
details of the experiment.
You can only use a SINGLE command
per inference turn. Do not use
more than one command per inference.
If you use multiple commands, then
only one of them will be executed,
NOT BOTH.
Make sure not to produce too much
dialogue and to submit an plan in
reasonable time.
When performing a command, make
sure to include the three ticks
(```) at the top and bottom
```COMMAND
text
```where COMMAND is the specific
command you want to run (e.g., PLAN,
DIALOGUE).

Postdoc Results Interpretation Command
Prompt

When you believe a good
interpretation has been arrived at
between you and the PhD student
you can use the following command
to end the dialogue and submit the
plan ```INTERPRETATION
interpretation here
```
where interpretation here is
the actual interpretation to be
transmitted and INTERPRETATION
is just the word INTERPRETATION.
Please provide an INTERPRETATION
in a reasonable amount of time.
You can produce dialogue using the
following command: ```DIALOGUE
dialogue here
```
where dialogue here is the actual
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dialogue you will send and DIALOGUE
is just the word DIALOGUE.
You must submit the interpretation
during this phase in a reasonable
amount of time. Do not delay the
submission. When performing a
command, make sure to include the
three ticks (```) at the top and
bottom ```COMMAND
text
```where COMMAND is the specific
command you want to run (e.g.,
INTERPRETATION, DIALOGUE).

D.7 Agent Role Description
D.7.1 PhD Student Role Description

PhD Student Role Prompt

You are a computer science PhD
student at a top university.

D.7.2 Machine Learning Engineer Role
Description

Machine Learning Engineer Role Prompt

You are a machine learning engineer
working at a top university.

D.7.3 Professor Agent

Professor Role Prompt

You are a computer science professor
at a top university.

D.7.4 Postdoc Agent Role Description

Postdoc Role Prompt

You are a computer science
postdoctoral student at a top
university.

D.8 mle-solver Prompts
D.8.1 Tools

mle-solver Replace Tool

============= REWRITE CODE EDITING
TOOL =============
You also have access to a code
replacing tool.

This tool allows you to entirely
re-write/replace all of the current
code and erase all existing code.
You can use this tool via the
following command: ```REPLACE
<code here>
```, where REPLACE is the word
REPLACE and <code here> will be
the new code that is replacing
the entire set of old code. This
tool is useful if you want to make
very significant changes, such as
entirely changing the model, or the
learning process. Before changing
the existing code to be your new
code, your new code will be tested
and if it returns an error it will
not replace the existing code. Try
limiting the use of rewriting and
aim for editing the code more.

mle-solver Edit Tool

============= CODE EDITING TOOL
=============
You also have access to a code
editing tool.
This tool allows you to replace
lines indexed n through m (n:m) of
the current code with as many lines
of new code as you want to add. This
removal is inclusive meaning that
line n and m and everything between
n and m is removed. This will be
the primary way that you interact
with code.
You can edit code using the
following command: ```EDIT N M
<new lines to replace old lines>
```EDIT is the word EDIT, N is the
first line index you want to replace
and M the the last line index
you want to replace (everything
inbetween will also be removed),
and <new lines to replace old
lines> will be the new code that
is replacing the old code. Before
changing the existing code to be
your new code, your new code will be
tested and if it returns an error it
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will not replace the existing code.
Your changes should significantly
change the functionality of the
code.

Professor Agent Scoring System Prompt

You are a professor agent who is
serving as an expert reward model
that can read a research plan,
research code, and code output and
are able to determine how well a
model followed the plan, built the
code, and got the proper output
scored from 0 to 1 as a float.

You must structure your score
exactly in the following way:
```SCORE
<score here>
```where SCORE is just the word
score, <score here> is a floating
point number between 0 and 1
representing how well the model
followed the plan, built the code,
and got the proper output

Professor Agent Scoring Prompt

Outlined in the following text is
the research plan that the machine
learning engineer was tasked with
building: {outlined_plan}
The following text is the research
code that the model produced:
{code}
The following is the output from the
model: {code_return}

Code Repair Tool System Prompt

You are an automated code repair
tool.
Your goal is to take in code and
an error and repair the code to
make sure the same error does not
repeat itself, and also to remove
any other potential errors from
the code without affecting the code
output.
Your output should match the

original code as closely as
possible.
You must wrap the code in the
following ```python
<code here>
```
Do not forget the opening ```python
and the closing ```.

Code Repair Tool Prompt

Provided here is the error: {error}

Provided below is the code:

{code}

Initial Code Generation Prompt

{err_hist}
You should now use ```REPLACE to
create initial code to solve the
challenge. Now please enter the
```REPLACE command below:

Initial Code Generation Error Prompt
(err_hist)

The following is a history of your
previous errors
{errs}
nDO NOT REPEAT THESE.

Where the string errs is concatenation of the min-
imum between five previous errors and the length
of all errors (i.e. all errors until the number reaches
five, then only five).

Initial Code Generation Error Prompt (err)

The following was the previous
command generated: {model_resp}.
This was the error return {cmd_str}.
You should make sure not to repeat
this error and to solve the
presented problem.
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mle-solver System Prompt

{self.role_description()}.
The following are
your task instructions:
{self.phase_prompt()}
Provided below are some insights
from a literature review summary:
{self.insights}
{self.code _reflect}
The following are notes,
instructions, and general tips
for you: {self.notes}
You are given a machine learning
research task described, where
the plan is described as follows:
{self.plan}
{self.generate_dataset_descr_prompt()}
You should also try generating at
least two figures to showcase the
results, titled Figure_1.png and
Figure_2.png
Your method MUST not get 0%
accuracy. If it does, you have done
something wrong and must correct
this. Make sure to check your
accuracy calculation is correct.
Your goal is to solve the research
plan as well as possible. You
will receive a score after you
write the code and should aim to
maximize the score by following the
plan instructions and writing high
quality code.
Before each experiment please
include a print statement
explaining exactly what the
results are meant to show in great
detail before printing the results
out.
The following are commands you have
access to:
{self.command_descriptions()}. You
should try to have a diversity of
command responses if appropriate.
Do not repeat the same commend
too many times. Please consider
looking through your history and
not repeating commands too many
times.

mle-solver Role Description
(role_description)

You are an expert machine learning
engineer working at a top university
to write code to solve machine
learning research challenges using
your machine learning expertise.

mle-solver Command Description (com-
mand_description)

You also have access to tools which
can be interacted with using the
following structure: ```COMMAND
<command information here>
, where COMMAND is whichever
command you want to run (e.g., EDIT,
REPLACE...), <command information
here> is information used for the
command, such as code to run or a
search query, and ```are meant to
encapsulate the command. ```must
be included as part of the command
both at the beginning and at the end
of the code. DO NOT FORGOT TO HAVE
```AT THE TOP AND BOTTOM OF CODE.
and this structure must be followed
to execute a command correctly. YOU
CAN ONLY EXECUTE A SINGLE COMMAND
AT A TIME! Do not try to perform
multiple commands EVER only one.
Make sure to import everything that
you are using.
Reflect on the code before writing
it to make sure there are no bugs
or compilation issues.
YOU MUST USE COMMANDS PROPERLY. Do
not use the word COMMAND for the
command that is incorrect. You must
use an actual command (e.g., EDIT,
REPLACE...) NOT THE WORD COMMAND.
Do not make this mistake.
Under no circumstances should you
use tensorflow or keras. Only use
pytorch for scikitlearn for deep
learning.
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mle-solver Phase Prompt (phase_prompt)

You are an ML engineer and you will
be writing the code for a research
project.
Your goal is to produce code that
obtains final results for a set of
research experiments. You should
aim for simple code to collect
all results, not complex code.
You should integrate the provided
literature review and the plan
to make sure you are implementing
everything outlined in the plan.
The dataset code will be added
to the beginning of your code
always, so this does not need to
be rewritten. Make sure you do not
write functions, only loose code.
I would recommend writing smaller
code so you do not run out of time
but make sure to work on all points
in the plan in the same code. You
code should run every experiment
outlined in the plan for a single
code.
You cannot pip install new
libraries, but many machine
learning libraries already work.
If you wish to use a language
model in your code, please use the
following:
Anything you decide to print inside
your code will be provided to you
as input, and you will be able to
see that part of the code. Using
print statements is useful for
figuring out what is wrong and
understanding your code better

Code Execution Error Prompt

The following is the code that was
executed:{code}
The following error was
returned:{error}
Reflect on why this error occurred
and how you can modify the code
to prevent it in the future. Your
reflection should be thorough and
include line-by-line suggestions

for fixing the code. Do not provide
entirely new code, just suggestions
for edits.

Code Execution Success Prompt

The following is the code that was
executed:{code}
The code executed successfully and
produced a valid result. Reflect
on how you can improve this
result further or refine the
methodology. Provide detailed
suggestions without rewriting the
entire code.

Reflective Feedback Prompt

Please reflect on ideas for how to
improve your current code. Examine
the provided code and think very
specifically (with precise ideas)
on how to improve performance,
which methods to use, how to
improve generalization on the test
set with line-by-line examples
below:

Reflective Feedback System Prompt

Please reflect on the following
sets of code: {code_strs} and
come up with generalizable insights
that will help you improve your
performance on this benchmark.

D.9 paper-solver Prompts

paper-solve Replacement Tool

============= PAPER REPLACING TOOL
=============
You also have access to a paper
replacing tool.
This tool allows you to entirely
re-write/replace all of the current
latex and erase all existing latex.
You can use this tool via the
following command: ```REPLACE
<latex here>
```, where REPLACE is the word
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REPLACE and <latex here> will be
the new latex that is replacing
the entire set of old latex. This
tool is useful if you want to make
very significant changes, such as
entirely changing the model, or the
learning process. Before changing
the existing latex to be your new
latex, your new latex will be tested
and if it returns an error it will
not replace the existing latex. Try
limiting the use of rewriting and
aim for editing the latex more.

Postdoc Role Prompt

============= PAPER EDITING TOOL
=============
You also have access to a paper
editing tool.
This tool allows you to replace
lines indexed n through m (n:m) of
the current latex with as many lines
of new latex as you want to add.
This removal is inclusive meaning
that line n and m and everything
between n and m is removed. This
will be the primary way that you
interact with latex.
You can edit latex using the
following command: ```EDIT N M
<new lines to replace old lines>
```EDIT is the word EDIT, N is the
first line index you want to replace
and M the the last line index
you want to replace (everything
inbetween will also be removed),
and <new lines to replace old lines>
will be the new latex that is
replacing the old latex. Before
changing the existing latex to be
your new latex, your new latex
will be tested and if it returns
an error it will not replace the
existing latex. Your changes should
significantly change the latex. You
should write new paragraphs and
update old ones. Try using the
edit command often. Make sure to
generate lots of text. You should

also avoid editing lines 0 0, and
should edit the main text of the
paragraphs, such as editing lines
in the middle of the text body.

paper-solve Initial Report Generation arXiv
Search Prompt

Given the following research topic
{self.topic} and research plan:
{self.plan}
Please come up with a search query
to find relevant papers on arXiv.
Respond only with the search query
and nothing else. This should be a
a string that will be used to find
papers with semantically similar
content. {att_str}

paper-solve Initial Report Generation arXiv
Search System Prompt

You are a research paper finder. You
must find papers for the section
{section}. Query must be text
nothing else.

Where {err} is set to "The following was the
previous command generated: {model_resp}. This
was the error return {cmd_str}. You should make
sure not to repeat this error and to solve the pre-
sented problem." when an error is present and is
otherwise empty.

paper-solve Initial Report Generation
Prompt

{err}
Here are related papers you can
cite:{section_related_work}. You
can cite them just by putting
the arxiv ID in parentheses, e.g.,
(arXiv 2308.11483v1)
Now please enter the ```REPLACE
command to create the designated
section, make sure to only write the
text for that section and nothing
else. Do not include packages or
section titles, just the section
content:
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paper-solve System Prompt

{ref_papers}
{self.role_description()}.
The following are
your task instructions:
{self.phase_prompt()}
The following are notes,
instructions, and general tips
for you: {self.notes}
The following literature review
was provided for the paper:
{lit_review_str}
You are given a paper report
writing task. The original
research plan was described as
follows: {self.plan}
A team of research wrote the
following code, following this
plan: {self.exp_code}
After running this code, the
following results were observed:
{self.exp_results}
Provided was an interpretation of
the experimental results:
{self.insights}
Your writing style should be boring
and objective.
Your goal is to write a research
paper as well as possible. You will
receive a score after you write the
paper and should aim to maximize
the score by writing a high quality
research paper. The paper length
should be 8 pages or 4000 words in
total. It should be quite long and
comprehensive. Remember, the paper
MUST BE LONG. {paper_progress}
{cmd_set}
Provided here is your current paper
{self.generate_paper_lines(self.paper_lines)}
{section_cmd}

paper-solve System Prompt (Scaffold)

Your objective right now is to only
build the scaffolding for the paper.
You should not include any text in
the body of the paper, but should
have an empty scaffold for each of
the sections. Where the sections go,

write (ABSTRACT HERE) for abstract,
and write (INTRODUCTION HERE) for
the introduction... etc. Your paper
should have the following sections:
1. Abstract 2. Introduction, 3.
Background, 4. Related Work 5.
Methods, 6. Experimental Setup
7. Results, and 8. Discussion.
Just create the scaffolding as
compilable latex. Your title should
start with Research Report: (title
here) where title here is a title
you choose. For author write Agent
Laboratory.

paper-solve System Prompt (Method)

Your only goal is to generate latex
for the following {section}. DO NOT
INCLUDE ANY PACKAGES OR ANY SECTION
COMMANDS. DO NOT INCLUDE A TITLE
OR DATE ONLY TEXT. You only have
to generate text for this specific
section and do not have to output
anything else. {length} I repeat
DO NOT INCLUDE ANY PACKAGES OR ANY
SECTION COMMANDS. DO NOT INCLUDE A
TITLE OR DATE ONLY TEXT. Use as many
equations as you find necessary.
You should include mathematical
equations, numbers, and tables
where necessary. Remember that to
include a percentage sign % you must
add a backslash
% or else it will become a
comment. Here are some tips
{per_section_tips} {methods_str}

paper-solve Command Description

You also have access to tools which
can be interacted with using the
following structure: ```COMMAND
<command information here>
```, where COMMAND is whichever
command you want to run (e.g.,
EDIT,...), <command information
here> is information used for
the command and ```are meant to
encapsulate the command. ```must
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be included as part of the command
both at the beginning and at the
end of the command. DO NOT FORGOT
TO HAVE ```AT THE TOP AND BOTTOM
OF COMMAND. and this structure must
be followed to execute a command
correctly. YOU CAN ONLY EXECUTE A
SINGLE COMMAND AT A TIME! Do not try
to perform multiple commands EVER
only one. {cmd_strings}.

paper-solve Role Prompt

You are a computer science PhD
student at a top university who
has submitted their paper to an
ML conference called ICLR. Your
goal was to write a research
paper and get high scores from the
reviewers so that it get accepted
to the conference. Your paper
should be approximately 8 pages
and around 4000 words. Your
article should ONLY CONTAIN EIGHT
sections as follows: 1. Abstract
2. Introduction, 3. Background,
4. Related Work 5. Methods, 6.
Experimental Setup 7. Results, and
8. Discussion.

paper-solve Phase Prompt

You are a PhD student who has
submitted their paper to an ML
conference called ICLR. Your goal
was to write a research paper and
get high scores from the reviewers
so that it get accepted to the
conference.

D.9.1 Per section tips
The following tips are taken and modified from (Lu
et al., 2024b).

paper-solve Section Tip (Abstract)

- TL;DR of the paper
- What are we trying to do and why
is it relevant?
- Why is this hard?
- How do we solve it (i.e. our

contribution!)
- How do we verify that we solved it
(e.g., Experiments and results)
- This must only be a single
paragraph not more.
Please make sure the abstract reads
smoothly and is well-motivated.
This should be one continuous
paragraph with no breaks between
the lines.

paper-solve Section Tip (Introduction)

- Longer version of the Abstract,
i.e. of the entire paper
- What are we trying to do and why
is it relevant?
- Why is this hard?
- How do we solve it (i.e. our
contribution!)
- How do we verify that we solved it
(e.g., Experiments and results)
- New trend: specifically list your
contributions as bullet points
- Extra space? Future work!

paper-solve Section Tip (Related Work)

- Academic siblings of our work, i.e.
alternative attempts in literature
at trying to solve the same problem.
- Goal is to “Compare and contrast”
- how does their approach differ
in either assumptions or method?
If their method is applicable
to our Problem Setting I expect
a comparison in the experimental
section. If not, there needs to
be a clear statement why a given
method is not applicable.
- Note: Just describing what another
paper is doing is not enough. We
need to compare and contrast.

paper-solve Section Tip (Background)

- Academic Ancestors of our work,
i.e. all concepts and prior work
that are required for understanding
our method.
- Usually includes a subsection,
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Problem Setting, which formally
introduces the problem setting and
notation (Formalism) for our method.
Highlights any specific assumptions
that are made that are unusual.
- Make sure to use mathematical
notation when necessary.
- Note: If our paper introduces a
novel problem setting as part of its
contributions, it’s best to have a
separate Section.

paper-solve Section Tip (Methods)

- What we do. Why we do it.
All described using the general
Formalism introduced in the Problem
Setting and building on top of the
concepts / foundations introduced
in Background.
- Make sure you clearly report
precise mathematical equations in
the methods section and the precise
methodology.

paper-solve Section Tip (Experimental
Setup)

- How do we test that our stuff
works? Introduces a specific
instantiation of the Problem
Setting and specific implementation
details of our Method for this
Problem Setting.
- Do not imagine unknown hardware
details.
- Includes a description of
the dataset, evaluation metrics,
important hyperparameters, and
implementation details.

paper-solve Section Tip (Results)

- Shows the results of running
Method on our problem described in
Experimental Setup.
- Includes statements on
hyperparameters and other potential
issues of fairness.
- Only includes results that have

actually been run and saved in the
logs. Do not hallucinate results
that don’t exist.
- Make sure you clearly and
numerically report experimental
results in the results section.
- If results exist: compares to
baselines and includes statistics
and confidence intervals.
- If results exist: includes
ablation studies to show that
specific parts of the method are
relevant.
- Discusses limitations of the
method.
- Make sure to include all the
results from the experiments, and
include all relevant figures.

paper-solve Section Tip (Discussion)

- Brief recap of the entire paper.
- To keep going with the analogy,
you can think of future work as
(potential) academic offspring.

D.9.2 paper-solver Reviewer prompt
The following reviewer system prompt is taken
from (Lu et al., 2024b).

NeurIPS Reviewer System Prompt

You are an AI researcher who
is reviewing a paper that was
submitted to a prestigious ML
venue. Be critical and cautious
in your decision. Respond in the
following format:

THOUGHT:
<THOUGHT>

REVIEW JSON:
```json
<JSON>
```
In <THOUGHT>, first briefly discuss
your intuitions and reasoning for
the evaluation.
Detail your high-level arguments,
necessary choices and desired
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outcomes of the review.
Do not make generic comments here,
but be specific to your current
paper.
Treat this as the note-taking phase
of your review.

In <JSON>, provide the review
in JSON format with the following
fields in the order:
- "Summary": A summary of the paper
content and its contributions.
- "Strengths": A list of strengths
of the paper.
- "Weaknesses": A list of weaknesses
of the paper.
- "Originality": A rating from 1 to
4 (low, medium, high, very high).
- "Quality": A rating from 1 to 4
(low, medium, high, very high).
- "Clarity": A rating from 1 to 4
(low, medium, high, very high).
- "Significance": A rating from
1 to 4 (low, medium, high, very
high).
- "Questions": A set of clarifying
questions to be answered by the
paper authors.
- "Limitations": A set of
limitations and potential negative
societal impacts of the work.
- "Ethical Concerns": A boolean
value indicating whether there are
ethical concerns.
- "Soundness": A rating from 1 to 4
(poor, fair, good, excellent).
- "Presentation": A rating from 1
to 4 (poor, fair, good, excellent).
- "Contribution": A rating from 1
to 4 (poor, fair, good, excellent).
- "Overall": A rating from 1 to
10 (very strong reject to award
quality).
- "Confidence": A rating from 1 to
5 (low, medium, high, very high,
absolute).
- "Decision": A decision that has
to be one of the following: Accept,
Reject.

For the "Decision" field, don’t
use Weak Accept, Borderline Accept,
Borderline Reject, or Strong Reject.
Instead, only use Accept or Reject.
This JSON will be automatically
parsed, so ensure the format is
precise.
"""

neurips_form = ("""
## Review Form
Below is a description of the
questions you will be asked on the
review form for each paper and some
guidelines on what to consider when
answering these questions.
When writing your review, please
keep in mind that after decisions
have been made, reviews and
meta-reviews of accepted papers
and opted-in rejected papers will
be made public.

1. Summary: Briefly summarize the
paper and its contributions. This
is not the place to critique the
paper; the authors should generally
agree with a well-written summary.
- Strengths and Weaknesses: Please
provide a thorough assessment of
the strengths and weaknesses of
the paper, touching on each of the
following dimensions:
- Originality: Are the tasks
or methods new? Is the work a
novel combination of well-known
techniques? (This can be valuable!)
Is it clear how this work differs
from previous contributions? Is
related work adequately cited
- Quality: Is the submission
technically sound? Are claims well
supported (e.g., by theoretical
analysis or experimental results)?
Are the methods used appropriate?
Is this a complete piece of work or
work in progress? Are the authors
careful and honest about evaluating
both the strengths and weaknesses
of their work
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- Clarity: Is the submission clearly
written? Is it well organized?
(If not, please make constructive
suggestions for improving its
clarity.) Does it adequately
inform the reader? (Note that a
superbly written paper provides
enough information for an expert
reader to reproduce its results.)
- Significance: Are the results
important? Are others (researchers
or practitioners) likely to use
the ideas or build on them? Does
the submission address a difficult
task in a better way than previous
work? Does it advance the state
of the art in a demonstrable
way? Does it provide unique data,
unique conclusions about existing
data, or a unique theoretical or
experimental approach?

2. Questions: Please list up and
carefully describe any questions
and suggestions for the authors.
Think of the things where a response
from the author can change your
opinion, clarify a confusion or
address a limitation. This can be
very important for a productive
rebuttal and discussion phase with
the authors.

3. Limitations: Have the
authors adequately addressed the
limitations and potential negative
societal impact of their work? If
not, please include constructive
suggestions for improvement.
In general, authors should be
rewarded rather than punished
for being up front about the
limitations of their work and
any potential negative societal
impact. You are encouraged to think
through whether any critical points
are missing and provide these as
feedback for the authors.

4. Ethical concerns: If there

are ethical issues with this paper,
please flag the paper for an ethics
review. For guidance on when this
is appropriate, please review the
NeurIPS ethics guidelines.

5. Soundness: Please assign
the paper a numerical rating on
the following scale to indicate
the soundness of the technical
claims, experimental and research
methodology and on whether the
central claims of the paper are
adequately supported with evidence.
4: excellent
3: good
2: fair
1: poor

6. Presentation: Please assign
the paper a numerical rating on
the following scale to indicate
the quality of the presentation.
This should take into account the
writing style and clarity, as well
as contextualization relative to
prior work.
4: excellent
3: good
2: fair
1: poor

7. Contribution: Please assign the
paper a numerical rating on the
following scale to indicate the
quality of the overall contribution
this paper makes to the research
area being studied. Are the
questions being asked important?
Does the paper bring a significant
originality of ideas and/or
execution? Are the results
valuable to share with the broader
NeurIPS community.
4: excellent
3: good
2: fair
1: poor
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8. Overall: Please provide an
"overall score" for this submission.
Choices:
10: Award quality: Technically
flawless paper with groundbreaking
impact on one or more areas of
AI, with exceptionally strong
evaluation, reproducibility, and
resources, and no unaddressed
ethical considerations.
9: Very Strong Accept: Technically
flawless paper with groundbreaking
impact on at least one area
of AI and excellent impact
on multiple areas of AI, with
flawless evaluation, resources, and
reproducibility, and no unaddressed
ethical considerations.
8: Strong Accept: Technically
strong paper with, with novel
ideas, excellent impact on at least
one area of AI or high-to-excellent
impact on multiple areas of
AI, with excellent evaluation,
resources, and reproducibility,
and no unaddressed ethical
considerations.
7: Accept: Technically solid paper,
with high impact on at least one
sub-area of AI or moderate-to-high
impact on more than one area of AI,
with good-to-excellent evaluation,
resources, reproducibility,
and no unaddressed ethical
considerations.
6: Weak Accept: Technically
solid, moderate-to-high impact
paper, with no major concerns
with respect to evaluation,
resources, reproducibility,
ethical considerations.
5: Borderline accept: Technically
solid paper where reasons to accept
outweigh reasons to reject, e.g.,
limited evaluation. Please use
sparingly.
4: Borderline reject: Technically
solid paper where reasons to reject,
e.g., limited evaluation, outweigh
reasons to accept, e.g., good

evaluation. Please use sparingly.
3: Reject: For instance, a
paper with technical flaws,
weak evaluation, inadequate
reproducibility and incompletely
addressed ethical considerations.
2: Strong Reject: For instance, a
paper with major technical flaws,
and/or poor evaluation, limited
impact, poor reproducibility
and mostly unaddressed ethical
considerations.
1: Very Strong Reject: For instance,
a paper with trivial results or
unaddressed ethical considerations

9. Confidence: Please provide
a "confidence score" for your
assessment of this submission to
indicate how confident you are in
your evaluation. Choices:
5: You are absolutely certain
about your assessment. You are
very familiar with the related work
and checked the math/other details
carefully.
4: You are confident in your
assessment, but not absolutely
certain. It is unlikely, but
not impossible, that you did
not understand some parts of
the submission or that you are
unfamiliar with some pieces of
related work.
3: You are fairly confident in
your assessment. It is possible
that you did not understand some
parts of the submission or that you
are unfamiliar with some pieces of
related work. Math/other details
were not carefully checked.
2: You are willing to defend your
assessment, but it is quite likely
that you did not understand the
central parts of the submission or
that you are unfamiliar with some
pieces of related work. Math/other
details were not carefully checked.
1: Your assessment is an educated
guess. The submission is not in
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your area or the submission was
difficult to understand. Math/other
details were not carefully checked.

You must make sure that all
sections are properly created:
abstract, introduction, methods,
results, and discussion. Points
must be reduced from your scores if
any of these are missing.Respond
in the following format:

THOUGHT:
<THOUGHT>
REVIEW JSON:
```json
<JSON>
```

In <THOUGHT>, first briefly discuss
your intuitions and reasoning for
the evaluation.
Detail your high-level arguments,
necessary choices and desired
outcomes of the review.
Do not make generic comments here,
but be specific to your current
paper.
Treat this as the note-taking phase
of your review.

In <JSON>, provide the review
in JSON format with the following
fields in the order:
- "Summary": A summary of the paper
content and its contributions.
- "Strengths": A list of strengths
of the paper.
- "Weaknesses": A list of weaknesses
of the paper.
- "Originality": A rating from 1 to
4 (low, medium, high, very high).
- "Quality": A rating from 1 to 4
(low, medium, high, very high).
- "Clarity": A rating from 1 to 4
(low, medium, high, very high).
- "Significance": A rating from
1 to 4 (low, medium, high, very
high).
- "Questions": A set of clarifying

questions to be answered by the
paper authors.
- "Limitations": A set of
limitations and potential negative
societal impacts of the work.
- "Ethical Concerns": A boolean
value indicating whether there are
ethical concerns.
- "Soundness": A rating from 1 to 4
(poor, fair, good, excellent).
- "Presentation": A rating from 1
to 4 (poor, fair, good, excellent).
- "Contribution": A rating from 1
to 4 (poor, fair, good, excellent).
- "Overall": A rating from 1 to
10 (very strong reject to award
quality).
- "Confidence": A rating from 1 to
5 (low, medium, high, very high,
absolute).
- "Decision": A decision that has
to be one of the following: Accept,
Reject.

For the "Decision" field, don’t
use Weak Accept, Borderline Accept,
Borderline Reject, or Strong Reject.
Instead, only use Accept or Reject.
This JSON will be automatically
parsed, so ensure the format is
precise.

NeurIPS Reviewer Prompt

Outlined in the following text is
the research plan that the machine
learning engineer was tasked with
building: {outlined_plan}

The following text is the research
latex that the model produced:
{latex}

E Survey questions

E.1 Expert Recruitment

We recruit participants by sending forms to Slack
channels of research groups through direct com-
munication with group members, as well as re-
cruiting from in-person events. We screened all
participants using their Google Scholar profiles,
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with a minimum requirement of having published
at least one research paper (NeurIPS, ICLR, ACL,
EMNLP, etc). We reached out to all participants
who met this with annotation documents for those
who consented to participate. We recruited a total
of N = 18, with N = 10 participants for review-
ing and N = 8 for the co-pilot study. Of the 18
participants, 10 were PhD students from 4 different
institutions and 8 were industry researchers from 2
institutions. As compensation, co-pilot participants
were provided with co-authorship, human raters
will be provided with acknowledgments, and all
participants were provided with early access to the
tool.

E.2 Grading Research Report Autonomous
Mode Preselected Topics
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Grading Research Report #1
The goal of this assignment is to read a research report that was generated by an AI tool and 
provide quality ratings across various measures. You will be provided with a link to a report 
and you should read this report in its entirety

You should read this report through the following lens of perception: 

You were provided with an AI assistant tool that you tasked to perform research on the 
following question: "Does gender role play affect the accuracy on of language models 
on answering math questions?". Given the question that you provided, the AI assistant 
tool performed its own literature search, experimentation, performed its own coding, 
executed the code, collected data, conducted an analysis, and wrote the presented 
research report. The goal of this assistant is not to perform research for you 
(automate you task) but instead to provide a foundation for you to accelerate your own 
research. You should be asking: is what this AI assistant produced useful for me to 
build off of instead comparing it to what a human would perform.

Link to the research 
report: https://drive.google.com/file/d/19vjnzgbsrkiHL5OIxbCHZ_uU20jpzlxx/view?
usp=sharing

Once you have read the paper please answer the question below:

* Indicates required question

Grading Research Report #1
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1.

1 2 3 4 5

2.

1 2 3 4 5

Let's assume you were provided with an AI assistant tool that you tasked to
perform research on the following question: "Does gender role play affect the
accuracy on of language models on answering math questions?"

What is your perception of the quality of the experimental results presented
in this report?

Please provide a rating 1-5, with the following rating descriptions:
1 - Very Low Quality
2 - Low Quality
3 - Medium Quality
4 - High Quality
5 - Very High Quality

*

Let's assume you were provided with a research paper answering the following
question: "Does gender role play affect the accuracy on of language models
on answering math questions?"

What is your perception of the quality of the research report writing quality
presented in this report?

Please provide a rating 1-5, with the following rating descriptions:
1 - Very Low Quality
2 - Low Quality
3 - Medium Quality
4 - High Quality
5 - Very High Quality

*

Grading Research Report #1
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3.

1 2 3 4 5

Review
Now assume you are a reviewer at NeurIPS 2025 and are reviewing a machine learning paper. 
Please provide the following ratings from this perspective.

Let's assume you were provided with a research paper answering the following
question: "Does gender role play affect the accuracy on of language models
on answering math questions?"

What is your perception of the usefulness of the AI assistant tool presented
in this report?

Please provide a rating 1-5, with the following rating descriptions:
1 - Very Low Usefulness
2 - Low Usefulness
3 - Medium Usefulness
4 - High Usefulness
5 - Very High Usefulness

*

Grading Research Report #1
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4.

1 2 3 4

5.

1 2 3 4

Let's assume you were provided with a research paper answering the following
question: "Does gender role play affect the accuracy on of language models
on answering math questions?"

Quality: Is the submission technically sound? Are claims well supported (e.g., by
theoretical analysis or experimental results)? Are the methods used appropriate? Is
this a complete piece of work or work in progress? Are the authors careful and
honest about evaluating both the strengths and weaknesses of their work

1 - Low Quality
2 - Medium Quality
3 - High Quality
4 - Very High Quality

*

Let's assume you were provided with a research paper answering the following
question: "Does gender role play affect the accuracy on of language models
on answering math questions?"

Clarity: Is the submission clearly written? Is it well organized? (If not, please make
constructive suggestions for improving its clarity.) Does it adequately inform the
reader? (Note that a superbly written paper provides enough information for an
expert reader to reproduce its results.)

Please provide a rating 1-4, with the following rating descriptions:
1 - Low Clarity
2 - Medium Clarity
3 - High Clarity
4 - Very High Clarity

*

Grading Research Report #1
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6.

1 2 3 4

7.

1 2 3 4

Let's assume you were provided with a research paper answering the following
question: "Does gender role play affect the accuracy on of language models
on answering math questions?"

Significance: Are the results important? Are others (researchers or practitioners)
likely to use the ideas or build on them? Does the submission address a difficult
task in a better way than previous work? Does it advance the state of the art in a
demonstrable way? Does it provide unique data, unique conclusions about existing
data, or a unique theoretical or experimental approach?

Please provide a rating 1-4, with the following rating descriptions:
1 - Low Significance
2 - Medium Significance
3 - High Significance
4 - Very High Significance

*

Let's assume you were provided with a research paper answering the following
question: "Does gender role play affect the accuracy on of language models
on answering math questions?"

Soundness: Please assign the paper a numerical rating on the following scale to
indicate the soundness of the technical claims, experimental and research
methodology and on whether the central claims of the paper are adequately
supported with evidence.
4: excellent
3: good
2: fair
1: poor

*

Grading Research Report #1
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8.

1 2 3 4

9.

1 2 3 4

Let's assume you were provided with a research paper answering the following
question: "Does gender role play affect the accuracy on of language models
on answering math questions?"

Presentation: Please assign the paper a numerical rating on the following scale to
indicate the quality of the presentation. This should take into account the writing
style and clarity, as well as contextualization relative to prior work.
4: excellent
3: good
2: fair
1: poor

*

Let's assume you were provided with a research paper answering the following
question: "Does gender role play affect the accuracy on of language models
on answering math questions?"

Contribution: Please assign the paper a numerical rating on the following scale to
indicate the quality of the overall contribution this paper makes to the research area
being studied. Are the questions being asked important? Does the paper bring a
significant originality of ideas and/or execution? Are the results valuable to share
with the broader NeurIPS community.
4: excellent
3: good
2: fair
1: poor

*

Grading Research Report #1
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10.

1 2 3 4 5 6 7 8 9 10

Let's assume you were provided with a research paper answering the following
question: "Does gender role play affect the accuracy on of language models
on answering math questions?"

Overall: Please provide an "overall score" for this submission. Choices:

10: Award quality
9: Very Strong Accept
8: Strong Accept
7: Accept
6: Weak Accept
5: Borderline accept
4: Borderline reject
3: Reject
2: Strong Reject
1: Very Strong Reject

*

Grading Research Report #1
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11.

1 2 3 4 5

12.

Mark only one oval.

Accept

Reject

Let's assume you were provided with a research paper answering the following
question:"Does gender role play affect the accuracy on of language models
on answering math questions?"

Confidence: Please provide a "confidence score" for your assessment of this
submission to indicate how confident you are in your evaluation.

Choices:
5: You are absolutely certain about your assessment. You are very familiar with
the related work and checked the math/other details carefully.
4: You are confident in your assessment, but not absolutely certain. It is unlikely,
but not impossible, that you did not understand some parts of the submission or
that you are unfamiliar with some pieces of related work.
3: You are fairly confident in your assessment. It is possible that you did not
understand some parts of the submission or that you are unfamiliar with some
pieces of related work. Math/other details were not carefully checked.
2: You are willing to defend your assessment, but it is quite likely that you did not
understand the central parts of the submission or that you are unfamiliar with
some pieces of related work. Math/other details were not carefully checked.
1: Your assessment is an educated guess. The submission is not in your area or
the submission was difficult to understand. Math/other details were not carefully
checked.

*

Let's assume you were provided with a research paper answering the following
question: "Does gender role play affect the accuracy on of language models
on answering math questions?"

"Decision": A decision that has to be one of the following: Accept, Reject.

*

Grading Research Report #1
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E.3 Co-Pilot Grading Research Report
Preselected Topics
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Co-Pilot Grading Research Report [Pre-
Selected]
The goal of this assignment is to use Agent Laboratory as a research Co-Pilot and to 
determine how useful it was for implementing your research project.

Please follow the build instructions provided for you in Agent Laboratory project directory. 
Please then run the Agent Laboratory file and as text provide a research topic FROM THE 
FOLLOWING CHOICES

1. Do language models exhibit cognitive biases, such as confirmation bias or anchoring bias?

2. Do language models improve accuracy on MedQA when asked to perform differential

diagnosis?

3. Are language models sensitive to word order in multiple choice benchmarks?

4. Does gender role play affect the accuracy on of language models on answering math

questions?

5. Are image transformers more or less sensitive to pixel noise than convolutional networks?

At the end of the simulation, you will then be provided with a report (as a PDF) and you 
should read this report in its entirety provide quality ratings across various measures. You 
should rate everything through the following lens of perception: 

Given the question that you provided, the AI assistant tool performed its own literature 
search, experimentation, performed its own coding, executed the code, collected data, 
conducted an analysis, and wrote the presented research report. The goal of this 
assistant is not to perform research for you (automate you task) but instead to provide 
a foundation for you to accelerate your own research. 

You should be asking:  is what this AI assistant produced useful for me to build off 
of instead comparing it to what a human by themselves would perform.

Once you have read the paper please answer the question below:

* Indicates required question

Co-Pilot Grading Research Report [Pre-Selected]
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1.

2.

1 2 3 4 5

3.

1 2 3 4 5

What was the research topic you chose? *

How easy was it for you to build a project using Agent Laboratory?

Please provide a rating 1-5, with the following rating descriptions:
1 - Very Hard
2 - Hard
3 - Medium
4 - Easy
5 - Very Easy

*

How much did you enjoy using Agent Laboratory?

Please provide a rating 1-5, with the following rating descriptions:
1 - Very Unenjoyable
2 - Unenjoyable
3 - Neutral
4 - Enjoyable
5 - Very Enjoyable

*

Co-Pilot Grading Research Report [Pre-Selected]
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4.

1 2 3 4 5

5.

1 2 3 4 5

6.

How useful is Agent Laboratory for research?

Please provide a rating 1-5, with the following rating descriptions:
1 - Very Useless
2 - Useless
3 - Medium
4 - Useful
5 - Very Useful

*

How likely are you to use Agent Laboratory again for research?

Please provide a rating 1-5, with the following rating descriptions:
1 - Very Unlikely
2 - Unlikely
3 - Medium
4 - Likely
5 - Very Likely

*

[Optional] How could Agent Laboratory be improved for your research?

Co-Pilot Grading Research Report [Pre-Selected]

6027



7.

1 2 3 4 5

8.

1 2 3 4 5

What is your perception of the quality of the experimental results presented
in this report?

Please provide a rating 1-5, with the following rating descriptions:
1 - Very Low Quality
2 - Low Quality
3 - Medium Quality
4 - High Quality
5 - Very High Quality

*

What is your perception of the quality of the research report writing quality
presented in this report?

Please provide a rating 1-5, with the following rating descriptions:
1 - Very Low Quality
2 - Low Quality
3 - Medium Quality
4 - High Quality
5 - Very High Quality

*

Co-Pilot Grading Research Report [Pre-Selected]
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9.

1 2 3 4 5

Review
Now assume you are a reviewer at NeurIPS 2025 and are reviewing a machine learning paper. 
Please provide the following ratings from this perspective.

10.

1 2 3 4

What is your perception of the usefulness of the AI assistant tool presented
in this report?

Please provide a rating 1-5, with the following rating descriptions:
1 - Very Low Usefulness
2 - Low Usefulness
3 - Medium Usefulness
4 - High Usefulness
5 - Very High Usefulness

*

Quality: Is the submission technically sound? Are claims well supported (e.g., by
theoretical analysis or experimental results)? Are the methods used appropriate?
Is this a complete piece of work or work in progress? Are the authors careful and
honest about evaluating both the strengths and weaknesses of their work

1 - Low Quality
2 - Medium Quality
3 - High Quality
4 - Very High Quality

*

Co-Pilot Grading Research Report [Pre-Selected]
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11.

1 2 3 4

12.

1 2 3 4

Clarity: Is the submission clearly written? Is it well organized? (If not, please make
constructive suggestions for improving its clarity.) Does it adequately inform the
reader? (Note that a superbly written paper provides enough information for an
expert reader to reproduce its results.)

Please provide a rating 1-4, with the following rating descriptions:
1 - Low Clarity
2 - Medium Clarity
3 - High Clarity
4 - Very High Clarity

*

Significance: Are the results important? Are others (researchers or practitioners)
likely to use the ideas or build on them? Does the submission address a difficult
task in a better way than previous work? Does it advance the state of the art in a
demonstrable way? Does it provide unique data, unique conclusions about
existing data, or a unique theoretical or experimental approach?

Please provide a rating 1-4, with the following rating descriptions:
1 - Low Significance
2 - Medium Significance
3 - High Significance
4 - Very High Significance

*

Co-Pilot Grading Research Report [Pre-Selected]
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13.

1 2 3 4

14.

1 2 3 4

Soundness: Please assign the paper a numerical rating on the following scale to
indicate the soundness of the technical claims, experimental and research
methodology and on whether the central claims of the paper are adequately
supported with evidence.
4: excellent
3: good
2: fair
1: poor

*

Presentation: Please assign the paper a numerical rating on the following scale to
indicate the quality of the presentation. This should take into account the writing
style and clarity, as well as contextualization relative to prior work.
4: excellent
3: good
2: fair
1: poor

*

Co-Pilot Grading Research Report [Pre-Selected]
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15.

1 2 3 4

16.

1 2 3 4 5 6 7 8 9 10

Contribution: Please assign the paper a numerical rating on the following scale to
indicate the quality of the overall contribution this paper makes to the research
area being studied. Are the questions being asked important? Does the paper
bring a significant originality of ideas and/or execution? Are the results valuable to
share with the broader NeurIPS community.
4: excellent
3: good
2: fair
1: poor

*

Overall: Please provide an "overall score" for this submission. Choices:

10: Award quality
9: Very Strong Accept
8: Strong Accept
7: Accept
6: Weak Accept
5: Borderline accept
4: Borderline reject
3: Reject
2: Strong Reject
1: Very Strong Reject

*

Co-Pilot Grading Research Report [Pre-Selected]
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17.

1 2 3 4 5

18.

Mark only one oval.

Accept

Reject

19.

Confidence: Please provide a "confidence score" for your assessment of this
submission to indicate how confident you are in your evaluation.

Choices:
5: You are absolutely certain about your assessment. You are very familiar with
the related work and checked the math/other details carefully.
4: You are confident in your assessment, but not absolutely certain. It is unlikely,
but not impossible, that you did not understand some parts of the submission or
that you are unfamiliar with some pieces of related work.
3: You are fairly confident in your assessment. It is possible that you did not
understand some parts of the submission or that you are unfamiliar with some
pieces of related work. Math/other details were not carefully checked.
2: You are willing to defend your assessment, but it is quite likely that you did not
understand the central parts of the submission or that you are unfamiliar with
some pieces of related work. Math/other details were not carefully checked.
1: Your assessment is an educated guess. The submission is not in your area or
the submission was difficult to understand. Math/other details were not carefully
checked.

*

"Decision": A decision that has to be one of the following: Accept, Reject. *

[Optional] Any additional feedback?

Co-Pilot Grading Research Report [Pre-Selected]
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E.4 Co-Pilot Grading Research Report
Custom Topics

6034



1.

Co-Pilot Grading Research Report
The goal of this assignment is to use Agent Laboratory as a research Co-Pilot and to 
determine how useful it was for implementing your research project.

Please follow the build instructions provided for you in Agent Laboratory project directory. 
Please then run the Agent Laboratory file and as text provide a research topic that you are 
interested in and would like the system to explore for you. This can be anything machine 
learning related.

At the end of the simulation, you will then be provided with a report (as a PDF) and you 
should read this report in its entirety provide quality ratings across various measures. You 
should rate everything through the following lens of perception: 

Given the question that you provided, the AI assistant tool performed its own literature 
search, experimentation, performed its own coding, executed the code, collected data, 
conducted an analysis, and wrote the presented research report. The goal of this 
assistant is not to perform research for you (automate you task) but instead to provide 
a foundation for you to accelerate your own research. 

You should be asking: is what this AI assistant produced useful for me to build off of instead 
comparing it to what a human by themselves would perform.

Once you have read the paper please answer the question below:

* Indicates required question

What was the research topic you chose (please provide EXACT question)? *

Co-Pilot Grading Research Report
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2.

1 2 3 4 5

3.

1 2 3 4 5

How easy was it for you to build a project using Agent Laboratory?

Please provide a rating 1-5, with the following rating descriptions:
1 - Very Hard
2 - Hard
3 - Medium
4 - Easy
5 - Very Easy

*

How much did you enjoy using Agent Laboratory?

Please provide a rating 1-5, with the following rating descriptions:
1 - Very Unenjoyable
2 - Unenjoyable
3 - Neutral
4 - Enjoyable
5 - Very Enjoyable

*

Co-Pilot Grading Research Report
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4.

1 2 3 4 5

5.

1 2 3 4 5

6.

How useful is Agent Laboratory for assisting your research?

Please provide a rating 1-5, with the following rating descriptions:
1 - Very Useless
2 - Useless
3 - Medium
4 - Useful
5 - Very Useful

*

How likely are you to use Agent Laboratory again for research?

Please provide a rating 1-5, with the following rating descriptions:
1 - Very Unlikely
2 - Unlikely
3 - Medium
4 - Likely
5 - Very Likely

*

[Optional] How could Agent Laboratory be improved for your research?

Co-Pilot Grading Research Report
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7.

1 2 3 4 5

8.

1 2 3 4 5

What is your perception of the quality of the experimental results presented
in this report?

Please provide a rating 1-5, with the following rating descriptions:
1 - Very Low Quality
2 - Low Quality
3 - Medium Quality
4 - High Quality
5 - Very High Quality

*

What is your perception of the quality of the research report writing quality
presented in this report?

Please provide a rating 1-5, with the following rating descriptions:
1 - Very Low Quality
2 - Low Quality
3 - Medium Quality
4 - High Quality
5 - Very High Quality

*

Co-Pilot Grading Research Report
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9.

1 2 3 4 5

Review
Now assume you are a reviewer at NeurIPS 2025 and are reviewing a machine learning paper. 
Please provide the following ratings from this perspective.

10.

1 2 3 4

What is your perception of the usefulness of the AI assistant tool presented
in this report?

Please provide a rating 1-5, with the following rating descriptions:
1 - Very Low Usefulness
2 - Low Usefulness
3 - Medium Usefulness
4 - High Usefulness
5 - Very High Usefulness

*

Quality: Is the submission technically sound? Are claims well supported (e.g., by
theoretical analysis or experimental results)? Are the methods used appropriate?
Is this a complete piece of work or work in progress? Are the authors careful and
honest about evaluating both the strengths and weaknesses of their work

1 - Low Quality
2 - Medium Quality
3 - High Quality
4 - Very High Quality

*

Co-Pilot Grading Research Report
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11.

1 2 3 4

12.

1 2 3 4

Clarity: Is the submission clearly written? Is it well organized? (If not, please make
constructive suggestions for improving its clarity.) Does it adequately inform the
reader? (Note that a superbly written paper provides enough information for an
expert reader to reproduce its results.)

Please provide a rating 1-4, with the following rating descriptions:
1 - Low Clarity
2 - Medium Clarity
3 - High Clarity
4 - Very High Clarity

*

Significance: Are the results important? Are others (researchers or practitioners)
likely to use the ideas or build on them? Does the submission address a difficult
task in a better way than previous work? Does it advance the state of the art in a
demonstrable way? Does it provide unique data, unique conclusions about
existing data, or a unique theoretical or experimental approach?

Please provide a rating 1-4, with the following rating descriptions:
1 - Low Significance
2 - Medium Significance
3 - High Significance
4 - Very High Significance

*

1/3/25, 1:13 PM Co-Pilot Grading Research Report
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13.

1 2 3 4

14.

1 2 3 4

Soundness: Please assign the paper a numerical rating on the following scale to
indicate the soundness of the technical claims, experimental and research
methodology and on whether the central claims of the paper are adequately
supported with evidence.
4: excellent
3: good
2: fair
1: poor

*

Presentation: Please assign the paper a numerical rating on the following scale to
indicate the quality of the presentation. This should take into account the writing
style and clarity, as well as contextualization relative to prior work.
4: excellent
3: good
2: fair
1: poor

*
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15.

1 2 3 4

16.

1 2 3 4 5 6 7 8 9 10

Contribution: Please assign the paper a numerical rating on the following scale to
indicate the quality of the overall contribution this paper makes to the research
area being studied. Are the questions being asked important? Does the paper
bring a significant originality of ideas and/or execution? Are the results valuable to
share with the broader NeurIPS community.
4: excellent
3: good
2: fair
1: poor

*

Overall: Please provide an "overall score" for this submission. Choices:

10: Award quality
9: Very Strong Accept
8: Strong Accept
7: Accept
6: Weak Accept
5: Borderline accept
4: Borderline reject
3: Reject
2: Strong Reject
1: Very Strong Reject

*
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1 2 3 4 5

18.

Mark only one oval.

Accept

Reject

19.

Confidence: Please provide a "confidence score" for your assessment of this
submission to indicate how confident you are in your evaluation.

Choices:
5: You are absolutely certain about your assessment. You are very familiar with
the related work and checked the math/other details carefully.
4: You are confident in your assessment, but not absolutely certain. It is unlikely,
but not impossible, that you did not understand some parts of the submission or
that you are unfamiliar with some pieces of related work.
3: You are fairly confident in your assessment. It is possible that you did not
understand some parts of the submission or that you are unfamiliar with some
pieces of related work. Math/other details were not carefully checked.
2: You are willing to defend your assessment, but it is quite likely that you did not
understand the central parts of the submission or that you are unfamiliar with
some pieces of related work. Math/other details were not carefully checked.
1: Your assessment is an educated guess. The submission is not in your area or
the submission was difficult to understand. Math/other details were not carefully
checked.

*

"Decision": A decision that has to be one of the following: Accept, Reject. *

[Optional] Any additional feedback?
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