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Abstract

The effectiveness of large language models
(LLMs) to fact-check misinformation remains
uncertain, despite their growing use. To this
end, we present CANDY, a benchmark designed
to systematically evaluate the capabilities and
limitations of LLMs in fact-checking Chinese
misinformation. Specifically, we curate a care-
fully annotated dataset of ~20k instances. Our
analysis shows that current LLMs exhibit lim-
itations in generating accurate fact-checking
conclusions, even when enhanced with chain-
of-thought reasoning and few-shot prompting.
To understand these limitations, we develop a
taxonomy to categorize flawed LLM-generated
explanations for their conclusions and identify
factual fabrication as the most common failure
mode. Although LLMs alone are unreliable for
fact-checking, our findings indicate their con-
siderable potential to augment human perfor-
mance when deployed as assistive tools in sce-
narios. Our dataset and code can be accessed
at https://github.com/SCUNLP/CANDY.

1 Introduction

Misinformation, defined as "false or misleading
information masquerading as legitimate news, re-
gardless of intent"(Glockner et al., 2022). With
the largest Internet user base, China produces vast
amounts of such misinformation daily, making
manual verification both labor-intensive and in-
creasingly infeasible (ChinaDaily, 2025; piyao,
2025; Nakov et al., 2021).

Large language models (LLMs) possess exten-
sive knowledge and explanatory capabilities, posi-
tioning them as promising tools for misinformation
detection (Guan et al., 2023; Kang et al., 2024;
Patil and Gudivada, 2024). However, concerns
about their effectiveness persist, such as halluci-
nation limitations (Wang et al., 2024a; Hu et al.,
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CLAIM: A criminal case occurred in Jilin Province, where
a butcher killed 12 people due to a land dispute.

LLM RESPONSE: Not a rumor. A criminal case did oc-
cur in Jilin Province, attracting significant local attention.
According to the police report, the suspect developed re-
sentment from a land dispute, leading to the tragedy. Local
government confirmed there were 12 victims...

ANNOTATION

Domain: Society
Publish Date: 2024/8/14
Is Misinformation: Yes

Gold Evidence: After investigation by the police from
Jilin, it was found that no such case occurred at the loca-
tion, and this information was entirely fabricated by ...

Source: China Internet Joint Rumor Debunking Platform
Error Type of LLM RESPONSE: Factual Fabrication

Table 1: An example from the CANDYSET, showing
LLMs’ tendency to sycophantize misinformation and
fabricate authoritative verification.

2024; Augenstein et al., 2024; Fang et al., 2025b).
This has spurred numerous researches aimed at
evaluating LLMs’ ability to identify misinforma-
tion (Hoes et al., 2023; Hsu et al., 2024; Cekinel
and Karagoz, 2024; Kao and Yen, 2024; Vykopal
et al., 2024). However, current evaluations are of-
ten superficial, primarily assessing the correctness
of final answers (i.e., whether a statement is factual)
while neglecting a deeper analysis of the character-
istics and reasoning processes underlying LLMs’
decisions. Consequently, it remains unclear pre-
cisely which types of misinformation LLMs can
effectively identify, and what challenges they per-
sistently face in this domain. Therefore, a compre-
hensive understanding of LLMs’ capabilities and
limitations in fact-checking Chinese misinforma-
tion remains uncertain, raising concerns about their
practical utility.

To this end, we introduce CANDY, a benchmark
designed to systematically evaluate the capabilities,
limitations, and practical roles of LLMs in fact-
checking Chinese misinformation. To achieve this,
we construct CANDYSET, a curated multi-domain
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dataset consisting of approximately 20k news in-
stances collected from mainstream Chinese rumor
refutation websites, with detailed sources provided
in Table 9. The dataset is further partitioned based
on the cut-off dates of different models to support
contamination-free evaluation (i.e., evaluating per-
formance on unseen data).

With CANDYSET, we further expand our bench-
mark analysis using three tasks including Fact-
Checking Conclusion (i.e., if a statement is factual),
Fact-Checking Explanation (if a LLM-generated
explanation for its fact-checking conclusion is re-
liable), and LLM-Assisted Fact-Checking (to what
extent can LL.Ms assist humans in fact-checking).
To better identify and expose the deficiency of
LLMs, we develop a taxonomy that categorizes
flawed LLM-generated explanations into three di-
mensions, which are further divided into seven fine-
grained categories (cf. Section 3.2). Using this
taxonomy, we manually annotate around Sk LLM-
generated explanations to analyze explanation de-
ficiencies, contributing a valuable component of
our dataset (cf. Table 2). Finally, to evaluate the
practical role of LLMs at real-world scenarios, our
benchmark includes a human study to explore how
LLMs can support users in fact-checking tasks.

Basic Dataset Information Real Fake  Total
# Time Period Mar. 2017 ~ Oct. 2024
Total. #Entries 10497 9938 20435
Avg. #Claim Length (Tokens) 27.8 33.6 30.6
Avg. #Gold Evidence Length (Tokens) 61.7 65.3 63.5
# Domain

Knowledge-intensive: Politics 822 531 1353
Knowledge-intensive: Culture 1246 323 1569
Knowledge-intensive: Science 371 508 879
Knowledge-intensive: Health 2849 3940 6789
Temporal-sensitive: Society 4270 3633 7903
Temporal-sensitive: Disasters 625 604 1229
Commonsense-sensitive: Life 314 399 713
Annotated Flawed Fact-checking Explanations Correct Wrong Total
Total. #Annotations 428 4463 4891
Avg. #LLM Explanations Length (Tokens) 225.9 2062 2079
# Explanations Categorized by Taxonomy

Faithful Hallucination: Instruction Inconsistency 0 5 5
Faithful Hallucination: Logical Inconsistency 72 242 314
Faithful Hallucination: Context Inconsistency 68 294 362
Factuality Hallucination: Factual Fabrication 132 1571 1703
Factuality Hallucination: Factual Inconsistency 71 1269 1340
Reasoning Inadequacy: Overgeneralized Reasoning 58 658 716
Reasoning Inadequacy: Under Informativeness 27 424 451

Table 2: Dataset statistics. "Correct" ("Wrong") indicates
LLM achieved correct (wrong) fact-checking result.

Our benchmark on sixteen LLMs and three large
reasoning models (LRMs) reveals several chal-
lenges : (1) Despite employing techniques such as
Chain-of-Thought reasoning and few-shot prompt-
ing, LLMs struggle with fact-checking conclu-
sions, especially when addressing contamination-
free evaluation and time-sensitive events. Our anal-
ysis on the fact-checking conclusion task showed

how LRM accuracy and timeliness often fall short
during societal crises or disasters, especially since
there is no specific event feature in the dataset. (2)
Furthermore, our analysis on the explanation gen-
eration task revealed the main reason why LLMs
often produce incorrect fact-checking conclusions:
their tendency toward factual hallucination (par-
ticularly true for LRMs). In some cases, they
even fabricate highly deceptive details to support
false claims, which significantly limits their abil-
ity to serve as independent Chinese fact-checking
decision makers. (3) Finally, our LLM-assisted
fact-checking task showed that, under identical
testing conditions, individuals from diverse edu-
cational backgrounds achieve higher accuracy and
efficiency when assisted by LLMs. This suggests
that LLMs are best positioned to serve as intelligent
assistants or advisors in the fact-checking process,
rather than as autonomous decision-makers.

In this paper, CANDY serves as a valuable resource
for offering practical guidance and insights for
LLM fact-checking. In conclusion, our contribu-
tions are as followings:

* We propose CANDY, the first benchmark provides
a comprehensive evaluation and in-depth analysis
of LLMs’ ability to fact-check Chinese misinfor-
mation, as well as their applicability in practice.

* We introduce CANDYSET, a Chinese large-scale
dataset. It comprises ~20k raw instances, ~5k
carefully annotated LL.M-generated explanations,
and ~7k human study samples. This enables in-
depth evaluation.

We introduce a fine-grained taxonomy for cate-
gorizing flawed LLM explanations, facilitating
in-depth analysis of LLM deficiencies in fact-
checking misinformation.

With CANDY, we experimentally benchmark six-
teen LLMs (and three LRMs) using three progres-
sive tasks to systematically evaluate the capabili-
ties, limitations, and practical roles of LLMs in
fact-checking real-world Chinese misinformation,
offering practical guidance for future study.

2 Related Works

In recent years, with the proliferation of misinfor-
mation on social media, several works have devel-
oped various fact-checking benchmarks as shown
in Table 3. For instance, COVID19-Health-Rumor
(Yang et al., 2022), CHECKED (Yang et al., 2021)
focus on rumors during public health crises, and

5725



Basic Dataset Information Annotation for LLM Explanation Human Study
Fact-checking Benchmark Language Claims Time Multi-  Ground-truth | Explanation Explanation Various Human-LLM
Domain Evidence Annotations Taxonomy Education Level Interaction Records
PolitiFact(Kao and Yen, 2024) English 33721 X X X X X X X
FlawCheck(Hsu et al., 2024) English 50 2019-2021 X X X X X X
‘Weibo(Jin et al., 2017) Chinese 9528 May 2012-Jan 2016 v X X X X X
COVID19(Yang et al., 2022) Chinese | 623837 Jan-May 2020 X X X X X X
CHECKED(Yang et al., 2021) Chinese 2104 Dec 2019-Aug 2020 X X X X X X
CrossFake(Du et al., 2021) Chinese 219 Feb-Dec 2020 X X X X X X
Weibo21(Nan et al., 2021) Chinese 9128  Dec 2014-Mar 2021 v X X X X X
MCFEND(Li et al., 2024b) Chinese | 23974  Mar 2015-Mar 2023 v X X X X X
LTCR(Ma et al., 2023) Chinese 2290 Dec 2019-Jan 2023 X X X X X X
CHEF(Hu et al., 2022) Chinese 10000 Sep 2017-Dec 2021 v v X X X X
CANDYSET(Ours) | Chinese | 20435  Mar 2017-Oct 2024 v v | v v | v v

Table 3: Advantages of CANDY over other benchmarks. Here, &’ indicates partial support.

Weibo21 (Nan et al., 2021) and MCFEND (Li et al.,
2024b) for multi-domain scenarios. However, ex-
cept for CHEF(Hu et al., 2022), these benchmarks
lack detailed explanations of supporting evidence,
limiting their usefulness for deeper analysis. Addi-
tionally, of all the benchmarks, only PolitiFact(Kao
and Yen, 2024) and FlawCheck(Hsu et al., 2024)
strive to get LLMs to generate explanations during
the fact-checking process. However, both of these
benchmarks fall short in providing detailed human
annotations and thorough analysis of the accuracy
or shortcomings of these explanations. Moreover,
none of the benchmarks consider testing LLMs in
collaboration with real users in practical scenarios,
which hinders their real-world applicability. Our
work addresses these limitations by introducing
(1) carefully annotated evidence explanations for
each instance, (2) constructing a taxonomy to cate-
gorize errors in LLM-generated explanations, and
(3) introducing a real-world human study to exam-
ine the practical deployment of LLMs in authentic
fact-checking scenarios.

3 CANDY Benchmark

3.1 CANDYSET Dataset

Overview. To facilitate in-depth Chinese fact-
checking evaluation, We introduce CANDYSET, a
large-scale dataset comprising three key compo-
nents: approximately 20,000 multi-domain in-
stances of both misinformation and authentic
news, complete with fact-checking evidence; 4,891
manually annotated flawed LLM-generated fact-
checking explanations; and records of human-LLM
interactions during fact-checking. Detailed statis-
tics of the dataset are shown in Table 2.

Multi-domain Claims & Evidences Collection.
Collected from authoritative Chinese fact-checking
platforms (e.g., the China Internet United Rumor
Refutation Platform!, with additional sources listed

"https://www.piyao.org.cn

in Table 9) via HTML scrapers?, our dataset in-
cludes claims (i.e., news that may be misinforma-
tion), supporting evidence, publication dates, and
domains. After data preprocessing, we manually
link each claim with its gold evidence. Uniquely
designed for contamination-free evaluation (i.e.,
evaluating performance on unseen data), the dataset
spans March 2017 to October 2024 and is split by
date according to each model’s cut-off, thus en-
abling contamination-free performance simulation.
Further details are provided in Appendix B.
Fact-checking Explanation Annotation. To fa-
cilitate in-depth analysis of LLM fact-checking,
we first required each LLM to generate explana-
tions for its fact-checking decisions. We then man-
ually compared these explanations with the col-
lected evidence within our dataset to identify flaws.
Due to the human cost involved, we considered
explanations from eleven LLMs, each responsible
for 2,000 randomly sampled entries from the raw
dataset based on the original time and domain dis-
tribution. This resulted in 22,000 explanations, of
which 4,891 were identified as flawed. Among
these, only 428 led to correct LLM fact-checking
outcomes, while the vast majority (4,463) resulted
in incorrect outcomes. To provide more insights,
we manually categorized these flawed explanations
according to our pre-defined taxonomy (cf. Sec-
tion 3.2). During the whole process, ten computer
science master’s students, fluent in Chinese and ex-
perienced in data annotation, were involved. Each
explanation was independently labeled by two an-
notators, and discrepancies were resolved by a third
annotator. A Fleiss’ Kappa of 0.76 indicates sub-
stantial agreement among the annotators, confirm-
ing the reliability of the annotation process. More
details are provided in Appendix B.

Quality Control. CANDYSET’s quality is rigorously
controlled through two vetting layers: authorita-
tive data sources, and human annotation and re-

2Scraper code will be released along with our dataset.
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view process: (1) reliance on authoritative data
sources, ensuring the credibility of news and ev-
idence, and (2) a human annotation and review
process, where LLLM-generated fact-checking ex-
planations are meticulously annotated and checked
by multiple humans, resulting in substantial anno-
tation agreement (Fleiss’ Kappa of 0.76).

3.2 Taxonomy for Fact-checking Explanations

We propose a fine-grained taxonomy to group the
deficiencies of LLM generated explanations across
various expression tones, ranging from confident
and definitive to speculative. It encompasses the
following three dimensions. Table 8 summarizes
the taxonomy and provides examples.
Faithfulness Hallucination occurs when the
LLM'’s explanation is unfaithful to the user input,
or contains logical inconsistencies, questioning its
meaningfulness. Inspired by Huang et al. (2023),
we consider three subcategories.

e Instruction Inconsistency. The LLM’s output
deviates from the user’s instructions, particularly
when unrelated to fact-checking.

* Logical Inconsistency. The LLM’s output con-
tains internal logical conflicts. For example,
"Cristiano Ronaldo played for Real Madrid from
2009 to 2018, for a total of 8 years."

* Context Inconsistency. The LLM’s output contra-
dicts the user-provided context. For instance, the
LLM misjudges the claim: "In the case of bac-
terial infection, antibiotics can be used to treat
patients with COVID-19." as misinformation be-
cause it focuses solely on the latter part.

Factuality Hallucination refers to the LLM ex-
pressing reasons in a definitive tone that contradict
real-world facts or are fabricated (Huang et al.,
2023; Qin et al., 2024; Deng et al., 2024). We
identify two subcategories:

* Factual Fabrication refers to the LLM’s output
that fabricates rationales for analysis without rely-
ing on any real-world information. For instance,
it propagates misinformation by stating, "It was
reported by reputable media outlets."

* Factual Inconsistency refers to the LLM’s output
contains facts that can be grounded in real-world
information, but present contradictions. For ex-
ample: "China will host the World Cup in 2026."

Reasoning Inadequacy refers to the inability of an
LLM to deliver high-quality and helpful reasoning
when direct evidence is insufficient.

* Overgeneralized Reasoning refers to the tendency
of a LLM to produce speculative rationales based
on overly broad or superficial criteria. For exam-
ple: Solely based on "the technology sector has
indeed seen rapid advancements in recent years,"
concluding that "the new technology can increase
battery life by ten times."

* Under Informativeness refers to the tendency of a
LLM to exhibit excessive rigor or restraint, failing
to provide more contextually valuable content.
For example: "There is currently no conclusive
scientific evidence proving that eating an apple a
day is beneficial to health.”

4 Benchmark Setup

Overview. We benchmark LLMs (and LRMs)
using the following three tasks to systematically
evaluate the capabilities, limitations, and practi-
cal roles of LLMs in fact-checking real-world Chi-
nese misinformation: Fact-Checking Conclusion,
Fact-Checing Explanation, and LLM-Assisted Fact-
Checking, each detailed in the subsequent sections.
Baselines. Our study benchmarks sixteen LLMs,
such as models from the OpenAl GPT family (Ope-
nAl, 2023) and the Qwen family (Yang et al., 2024).
Also, we consider three LRMs, including OpenAl
O1-Mini (Jaech et al., 2024), DeepSeek-R1 (Guo
et al., 2025) and Qwen-QwQ (Team, 2025). Fol-
lowing (Deng et al., 2023), we devise different
prompting schemes for each baseline: 1) Zero-shot
w/o CoT. 2) Zero-shot w/ CoT (Wei et al., 2022).
3) Few-shot w/o CoT (Dong et al., 2022a). 4) Few-
shot w/ CoT(Dong et al., 2022b). For detailed
information about the models and prompt scheme
design, please refer to Appendix C.2 and Appendix
E, respectively.

Evaluation Metrics & Implementation Details.
Specific metrics and implementation details for
each task will be presented in corresponding sec-
tions. Further details are in Appendix C.

5 Task 1: Fact-Checking Conclusion

This section aims to evaluate the ability of LLMs
to verify facts by assessing their performance in
distinguishing factual statements from falsehoods.
Following Huang et al. (2024), we adopt accuracy
(Acc.) and F1 score as evaluation metrics.

5.1 Overall Evaluation

As shown in Table 4, the GPT-40 emerged as the
top-performing model, which may underscores its
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Model (Cut-off Date) ‘

Zero-shot w/o CoT

Zero-shot w/ CoT

Few-shot w/o CoT ‘ Few-shot w/ CoT ‘ Average Performance

‘ Acc. F1 Acc. F1 Acc. F1 Acc. F1 Acc. F1
Closed Source Models
GPT-40 (2023.11) 743(85.3) 73.6(83.7)  76.8(86.6) 77.2(85.2) 74.9(85.7)  75.1(86.5)  78.6(87.1)  78.8(88.0) 76.2(86.2)  76.1(85.9)
GPT-4-Turbo (2023.5) 72.2(81.1)  72.0(80.6)  75.4(85.2)  73.5(83.2)  73.1(82.3)  71.8(84.8)  75.5(85.1)  742(84.0) 74.1(83.4)  72.9(83.2)
GPT-3.5-Turbo (2021.10) 65.2(78.3)  60.4(75.2)  68.5(79.2) 64.3(76.6)  66.6(81.7)  59.3(86.3)  70.2(82.2)  71.4(82.7)  67.6(80.4)  63.9(80.2)
Gemini-1.5-pro (2023.11) 74.3(79.3)  72.1(77.1)  73.5(78.3)  71.8(76.2)  74.5(79.3)  74.2(80.0)  76.7(83.5)  77.3(84.0)  74.8(80.1)  73.9(79.3)
Baichuand4-Turbo (2024.4) | 68.3(72.3)  47.4(62.2) 69.5(74.4)  48.5(63.1) 66.4(70.5)  44.9(60.5) 70.4(75.3)  53.1(65.2)  68.7(73.1)  48.5(62.8)
Yi-large (2023.6) 70.2(72.2)  68.5(71.5)  74.1(75.6)  T1.4(73.5) 73.4(764)  69.2(77.2) 74.2(78.1)  68.8(73.2)  73.0(75.6)  69.5(73.9)
ChatGLM4 (2022.10) 74.4(82.4)  70.3(81.1)  76.0(85.2) 72.3(86.4)  76.7(84.0)  73.0(85.9) 77.3(86.6) 74.3(85.2)  76.1(84.6)  72.5(84.7)
DeepSeek-v3 (2024.7) 72.2(79.8)  73.1(81.2)  76.4(84.3)  75.3(83.5) 74.5(81.2) 76.3(83.1) 76.1(86.2)  76.5(85.5)  74.8(82.9)  75.3(83.3)
0O1-Mini (2023.12) - - 71.2(78.9)  70.6(80.2) - - 72.080.4)  71.3(81.1)  71.6(79.7)  71.0(80.7)
DeepSeek-R1 (2024.7) - - 73.4(82.3)  72.3(81.9) - - 73.6(83.2)  74.2(84.9)  73.5(82.8)  73.3(83.4)
Qwen-QwQ-Plus (2024.8) - - 73.8(81.6)  71.3(78.9) - - 74.1(82.8)  73.6(83.1)  74.0(82.2)  72.5(81.0)
Average | 71.4(78.8)  67.1(76.6)  73.5(81.1)  69.9(79.0)  72.5(80.1)  68.0(80.5)  74.4(82.8)  72.1(81.5)  73.1(81.9)  69.9(79.9)
Open Source Models

Yi-1.5-6B(2024.5) 60.5(63.3)  35.8(36.8)  63.2(61.1)  40.1(46.2)  58.6(62.1)  32.6(34.1)  59.7(63.3)  34.7(38.2)  60.5(62.5)  35.8(38.8)
Qwen-2.5-7B(2023.10) 62.3(64.2)  29.4(30.4) 64.2(60.4) 26.3(29.2) 61.7(57.3)  23.1(31.2)  62.8(63.7)  30.3(32.2) 62.8(61.4)  27.3(30.8)
Llama-3.2-7B(2023.12) 58.6(62.2)  30.3(34.2) 57.2(61.1) 30.1(33.4)  57.1(60.5)  29.2(329) 60.3(65.2)  32.4(36.8) 58.3(62.3)  30.5(34.3)
GLM4-9B(2023.10) 63.2(70.4)  47.3(49.3)  68.3(74.1)  49.2(48.2)  67.2(72.4)  45.6(41.4)  70.2(74.6)  52.3(56.3)  67.2(72.9)  48.6(48.8)
Yi-1.5-9B(2024.5) 62.0(67.2)  46.4(50.1)  67.2(72.6)  50.1(53.7)  65.9(70.4)  55.5(60.1)  68.2(74.1)  60.5(64.1)  65.8(71.1) 53.1(57)

Qwen-2.5-14B(2023.10) 68.2(73.1)  69.1(71.5)  67.1(71.2)  68.0(71.1)  71.1(75.6)  67.8(72.5) 74.2(78.1)  71.4(77.3) 70.2(74.5)  69.1(73.1)
Llama-3.2-70B(2023.12) 70.3(78.6)  72.7(79.2)  75.2(81.0) 73.8(81.7)  73.1(79.6)  70.5(77.8)  76.2(82.5)  71.3(79.8)  73.7(80.4)  72.1(79.6)
Qwen-2.5-72B(2023.10) 73.580.1)  71.7(80.3)  75.3(82.1) 73.4(83.2) 76.0(83.2) 72.6(82.3) 76.6(85.6) 77.8(84.3) 75.4(82.8) 73.9(82.5)
Average \ 64.8(69.9) 50.3(54) 67.2(70.5)  51.4(55.8)  66.3(70.1) 49.6(54) 68.5(73.4)  53.8(58.6)  66.7(71.0)  51.3(55.6)
Average over all LLMs \ 68.1(74.4)  58.7(65.3)  70.9(76.6)  62.1(69.2)  69.4(75.1)  58.8(67.3) 71.9(78.8)  64.4(71.9) 70.4(77.3)  62.1(69.6)

Table 4: Fact-checking conclusion performance (%) on CANDYSET. Values outside the parentheses indicate perfor-
mance on contamination-free evaluation, while values inside indicate performance on contamination evaluation.

Model Type Model Zero-shot | Zero-shot Difference | Few-shot Difference
w/o CoT w/ CoT (COT) w/o CoT (Few-shot)
GPT-40 7.21 532 -1.89 7.89 +0.68
GPT-4-Turbo 10.68 14.46 +3.78 12.57 +1.89
GPT-3.5-Turbo 12.12 8.31 -3.81 16.86 +4.74
Gemini-1.5-pro 6.18 10.14 +3.96 6.49 +0.31
Closed Baichuan4-Turbo 15.35 24.67 +9.32 20.27 +4.92
Source Yi-large 12.33 16.47 +4.14 18.72 +6.39
Models ChatGLM4 7.49 6.77 -0.72 10.22 +2.73
DeepSeek-v3 8.92 13.23 +4.31 7.84 -1.08
Yi-1.5-6B 15.31 22.33 +7.02 22.24 +6.93
Qwen-2.5-7B 11.44 18.78 +7.34 13.57 +2.13
Open Llama-3.2-7B 14.38 18.29 +3.91 22.58 +8.20
Source GLM4-9B 11.75 24.33 +12.58 19.32 +1.57
Models Yi-1.5-9B 1629 24.75 +8.76 19.28 +2.99
Qwen-2.5-14B 13.57 15.68 +2.11 13.74 +0.17
Llama-3.2-70B 27.13 24.63 -2.50 24.57 +2.44
Qwen-2.5-72B 22.82 23.93 +1.11 17.11 -0.71

Table 5: Overconfidence evaluation on LLMs with/with-
out CoT and few-shot prompting. Significant differ-

ences are marked in

grey .

robust utilization of extensive internal knowledge.
Our detailed observations are as follows:

Current LLMs, even when employing methods
like CoT reasoning and few-shot prompting, still
struggle to accurately perform fact-checking
tasks, particularly in contamination-free scenar-
ios. While larger models such as Llama-3.2-70B,
Qwen-2.5-72B, and GPT-40 demonstrate higher
performance, even the top-performing GPT-40 only
achieves moderate results (76.2% accuracy and
76.1% F1 score). Notably, LLM performance de-
clines significantly when handling contamination-
free evaluation compared to contamination evalua-
tion, with an average decrease of 6.9% in accuracy
and 7.5% in F1 score. This performance gap high-
lights the complexities of contamination-free fact-
checking, which requires dynamic assessment of
rapidly evolving information, unlike contamination

W Zero-shot w/o CoT @Accl | Zero-shot w/o CoT @AccO
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Figure 1: Fact-checking accuracy when handling au-
thentic claims (Acc@0) and misinformation (Acc@1).
LLMs tend to classify data as misinformation.

fact-checking that often relies on static, pre-verified
data. Smaller-scale open-source LLMs (e.g., Yi-
1.5-6B, Llama-3.2-7B, Qwen-2.5-7B) exhibit even
lower performance, often misclassifying truthful
information as misinformation, leading to a consid-
erable gap between accuracy and F1 (e.g., Yi-1.5-
6B: 60.5% accuracy, 35.8% F1 in Table 4). The
reason for this gap is illustrated in Figure 1, small-
scale LLMs tend to classify most data instances as
misinformation. Furthermore, methods like CoT
reasoning and few-shot prompting may exacerbate
overconfidence issues in small-scale open-source
models, leading to adverse outcomes. Indeed, our
analysis in Table 5 using Expected Calibration Er-
ror Cole et al. (2023) reveals that CoT and few-shot
prompting often lead overconfidence, while simul-
taneously less accurate in detecting misinformation,
thereby counteracting the intended improvements.
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Temporal-sensitive Knowledge-intensive Commonsense

Methods
Society Disasters Health Politics Culture Science Life
Acc. F1 Acc. F1 Acc. F1 Acc. F1 Acc. F1 Acc. F1 Acc. F1

GPT-40 7692 7821 7421 7378 8797 89.66 84.85 82.64 8298 67.08 82.59 8541 82.19 84.61
GPT-4-Turbo 7257 7414 72,66 7295 8380 86.15 7554 7396 7750 5742 8146 84.10 7475 77.56
GPT-3.5-Turbo 6783 6699 6477 63.02 7536 7730 71.62 6933 7463 5123 7486 76.11 62.13  58.20
Baichuan4-Turbo  70.69  58.07 60.13 3734 6658 60.72 79.67 7138 83.62 4473 6735 6158 5736 38.96
ChatGLM4 79.08 76.60 7434 7193 8335 8430 8373 7992 8695 66.67 80.75 8177 7099  68.79
DeepSeek-V3 7882 7812 73.16 7282 86.78 8822 87.13 86.64 88.04 76,71 8254 84.12 82.02 82.14
DeepSeek-R1 76.54 7162  73.11 7286 8643  87.21 85.12 83.62 8726 7592  81.67 82.11 81.23  81.62
Qwen-QwQ-Plus 7433 7562 7263  73.61 8522 86.38 8439 8542 8633 7267 81.04 8123 7986 8143
Qwen-2.5-7B 59.71 2437  53.87 1552 5348 3344 69.70 3776 8275 2757 52.63 3213  48.67 16.44
Qwen-2.5-14B 76.84  71.15  68.67 5836  79.88  80.21 84.05 7821 87.09 6430 7551 7506 6798  64.49
Qwen-2.5-72B 7984 7653 7196 6539 8147 81.80 88.82 8518 89.07 6996 79.77 8049 69.85 67.18
Average 7385  69.11 69.01 6220  79.01 7790  80.25  75.03 8277  60.03  76.21 75.01 7047  65.79

Table 6: Fact-checking conclusion performance across different domains under few-shot CoT prompting. Results
for contamination-free and contamination evaluations are provided in Appendix D.

5.2 Fine-Grained Evaluation

We evaluate the fact-checking effectiveness across
diverse domains of misinformation, categorized
into three groups based on their inherent charac-
teristics: 1) knowledge-intensive (e.g., politics,
health, science, culture), requiring specialized ex-
pertise to verify; 2) temporal-sensitive (e.g., dis-
asters, society), where accuracy depends heav-
ily on contamination-free information; and 3)
commonsense-sensitive (e.g., life-related topics).
LLMs exhibit varied cons and pros across do-
mains. As shown in Table 6, in knowledge-
intensive domains such as culture and politics,
LLMs achieve high accuracy rates (82.77% and
80.25%, respectively), highlighting their strong
knowledge base and feature extraction capabilities.
However, the culture domain exhibits the lowest F1
score (60.03%) due to significant class imbalance
and challenges in identifying incorrect samples.
Performance declines in temporal-sensitive do-
mains like society (73.85%) and disasters (69.01%),
reflecting the difficulty LLMs face in adapting to
rapidly evolving information. In the commonsense-
sensitive life domain, GPT-4o significantly outper-
forms its peers, exceeding the average accuracy
by 18.82%, demonstrating its advanced flexibility
and adaptability in handling informal scenarios and
commonsense reasoning. Also, Qwen-2.5-72B and
GLM4 showcase notable domain-specific exper-
tise.

6 Task 2: Fact-Checking Explanation

On average, across all LLMs examined, a substan-
tial proportion (91.2%) of fact-checking results
leading to incorrect conclusions were associated
with flawed LLM-generated explanations. In con-
trast, only 8.8% of the results leading to correct
conclusions exhibited such flaws (cf. Table 2 for

Logical
Un_der Inconsistency
Informativeness
Context
8% 3% Inconsistency
Overgeneralized 132
Reasoning 6%
329 272 254
15% g7 10% 9% %f/s
14%
Factual
705 888 Fabrication
26% 33% 815

Factual
Inconsistency
635
30%

Figure 2: Distribution of flawed explanations in contam-
ination (inner) and contamination-free (outer) setting.

38%

details). This marked difference underscores the
detrimental impact of flawed explanations on fact-
checking performance, highlighting the need for a
in-depth understanding of their nature and origin.
To this end, this section employs the taxonomy de-
scribed in Section 3.2 to provide further insights.
We focus on eleven representative LLLMs, compris-
ing eight closed-source models and three open-
source models. Overall, the prevalence of unre-
liable explanations suggests that current LLMs are
insufficiently reliable for real-world fact-checking,
but also indicates that internal optimization strate-
gies could potentially enhance task performance.

6.1 Opverall Evaluation

The prevalence of flawed explanations high-
lights that inherent deficiencies within LLMs
can significantly impact their fact-checking per-
formance. As shown in Figure 2, flawed fact-
checking explanations persist across temporal sce-
narios, with factual hallucination being the pre-
dominant error type. The contamination-free eval-
uation reveals a 9% increase in factual hallucina-
tion, suggesting that LLMs are more inclined to
generate coherent text based on statistical patterns
when lacking direct factual evidence, rather than
acknowledging knowledge gaps. Under contam-
ination evaluation, logical inconsistency rises by
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Figure 3: Distributions of flawed LLM-generated explanations based on our taxonomy (value statistics in Figure 9).

6%, suggesting LLMs struggle to differentiate be-
tween their internal knowledge and input informa-
tion. Figure 3 reveals that GPT-3.5-Turbo (out-
dated knowledge cutoff) and Qwen-2.5-7B (small-
est parameter size) show the highest factual in-
consistency rates, driven by overconfidence and
flawed reasoning. Baichuan4-Turbo exhibits the
highest factual fabrication tendency, with its low
accuracy metrics highlighting integrity’s crucial
role in fact-checking performance. Notably, larger
models such as GPT-40, Qwen-2.5-72B, and Chat-
GLM4 also displayed a pronounced tendency to-
ward factual fabrication, suggesting that increased
parameter size alone does not improve model hon-
esty. Instead, over-reliance on extensive memo-
rized knowledge appears to compromise reasoning
and heightens the risk of generating fabricated facts.
DeepSeek-R1 and Qwen-QwQ-Plus’s high factual
fabrication rates (>40%) in contamination-free set-
tings further demonstrate current LRMs are not
fully applicable to real-world fact-checking reason-
ing scenarios. The domain characteristics of flawed
explanations can be seen in the Appendix D.1.

6.2 Fine-Grained Evaluation

This section aim to manually reveals the underly-
ing reasons for flawed LLM explanations through
a manual analysis of 4,891 instances by three an-
notators. Refer to Appendix D.2 for details.

LLM-generated explanations are often contam-
inated by plausible-sounding misinformation,
leading the LLM to incorrectly accept it as
fact. Analysis of flawed explanations for plausible-
sounding misinformation revealed that over 60%
exhibited this tendency, with factual hallucination
and logical inconsistency being the most common
failure modes. Factual hallucination, as seen in

breaking news fact-checking, manifests as generic,
templated statements prioritized over factual ac-
curacy (30% of explanations). Logical inconsis-
tencies arise when models struggle to differentiate
between internal knowledge and input, often mak-
ing numerical errors despite knowing the correct
facts (>90% of logical errors). This may be due
to RLHF rewarding coherence over accuracy (Yu
et al., 2024; Wang et al., 2024b). However, re-
formulating claims into interrogative expressions
significantly reduces fabricated content, enhancing
authenticity. We find that questioning previously
error-prone claims reduced factual fabrication to
14% in GPT-40, with responses demonstrating im-
proved reasoning or acknowledgment of knowl-
edge gaps. This suggests the interrogative format
encourages exploration and analysis instead of as-
sertive claim alignment, highlighting the problem
of LLMs pandering to misinformation.

Factual inconsistency within LL.M explanation
gets amplified when dealing with time sensitive
claim. This critical limitation predominantly man-
ifests in the inability of models to recognize out-
dated knowledge, leading to a 75% rate of fac-
tual inconsistency when processing a sample of
200 time-sensitive information for each LLM (e.g.,
"The current president is Joe Biden", detailed in
Table 11 in Appendix). Furthermore, our findings
indicate that in contamination evaluations, nearly
all LLMs exhibit a refusal to acknowledge their
knowledge cutoff date, with an average acknowl-
edgment rate falling below 30%. Notably, only
Yi-large consistently references its knowledge cut-
off date over 95% of the time. Models endowed
with temporal awareness and the capability to in-
corporate user-provided publication dates are sig-
nificantly better positioned to deliver transparent
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and informative explanations.

Reasoning inadequacy is often associated with
LLMs’ inflexibility in handling misinformation
across different risk levels. More than 85% of
all the overgeneralized reasoning and under infor-
mativeness errors are caused by this issue. LLMs
often fail to detect high-risk content such as finan-
cial scams or health misinformation, which can
cause real harm. At the same time, they tend to be
overly cautious with low-risk topics like life advice,
offering vague or noncommittal responses (Table
8). This imbalance in handling different types of
content limits their adaptability in practical use.
Context inconsistency is mainly caused by
LLMs’ difficulty in accurately interpreting sub-
tle linguistic cues, such as qualifiers and nega-
tions. This inaccurate interpretation accounts for
over 60% of all the 362 context inconsistency er-
rors, which are essential for assessing the factual
accuracy of a claim (Table 8). For example, many
models misinterpret the statement "There is no con-
clusive evidence that smartphone use causes brain
cancer" as affirming causation, overlooking the crit-
ical negation in "no conclusive evidence." Further
addressing these limitations may involve training
on more diverse datasets featuring complex lan-
guage structures and logical constructs.

Current LLMs are insufficient for Chinese-
specific fact-checking tasks, especially those re-
quiring precision or cultural expertise. Our re-
search shows that even Chinese-focused LLMs
struggle with certain culturally specific issues, such
as lunar calendar calculations (e.g., "How many
days are there in February of the year Yichou")
accuracy of only 19% on a sample of 100 cases,
underscoring their difficulty in handling culturally
nuanced knowledge.

7 Task 3: LLM-Assisted Fact-Checking

Based on the results of Tasks 1 and 2, current LLMs
do not appear to be suitable for fully automated
fact-checking without human oversight. To fur-
ther investigate the potential of LLMs in real-world
scenarios, this section presents a human study de-
signed to evaluate their ability to assist humans.
The study involved participants from four educa-
tional levels-elementary school, middle school, un-
dergraduate, and master’s student-with 12 partic-
ipants in each group. These participants were di-
vided into four experimental conditions: (1) in-
dependent human judgment; (2) human judgment

assisted by internet search (Baidu)®; (3) human
judgment assisted by an LLM (GPT-40); and (4)
human judgment assisted by GPT-40 with web-
augmented retrieval; The dataset comprised 140
questions, with 70 sampled from before November
2023 (GPT-40’s cut-off date) and 70 from after,
with each domain represented by 10 questions. De-
tailed information is offered in Appendix C.1.

Elementary Middle  Under
Type Group School ! School graduate Master

Human 58.3 65.7 71.7 73.0

Before LLM 78 - - -
Nov. Human+Web 68.7 76.3 82.3 85.7
2023 Human+LLM 79.3 82.0 84.7 85.0
Human+LLM+Web 81.0 82.7 86.7 87.7
Human 61.7 66.3 72.3 727

After LLM 71 - - -
Nov. Human+Web 723 76.0 79.7 82.0
2023 Human+LLM 74.3 717 78.7 82.7
Human+LLM+Web 76.7 79.3 85.0 86.7

Table 7: Fact-checking accuracy across various educa-
tional levels and groups.

LLM assistance significantly improves fact-
checking accuracy across all educational lev-
els compared to solo human efforts, show-
casing the practical utility of LLMs in real-
world fact-checking. As illustrated in the Table
7, "Human+LLM’ consistently outperforms *Hu-
man+Web’ across all groups, likely due to LLMs
providing clearer, context-aware guidance over
fragmented web content. Notably, the performance
comparison between the "Human’ and "Human +
LLM’ demonstrates that LLM assistance enhances
fact-checking accuracy across all education lev-
els, particularly when combined with web retrieval
(Human + LLM + Web’), which achieves the high-
est overall performance. These results underscore
an important shift in perspective: while LLMs may
struggle with autonomous fact-checking, they serve
as highly effective collaborative tools that enhance
human judgment. This highlights a promising al-
ternative role for LLMs—not as standalone fact-
checkers, but as intelligent assistants that support
users in a cooperative manner.

8 Conclusion

This work investigates LLMs’ deficiencies in
fact-checking real-world misinformation and of-
fers three key contributions: (1) the introduction
of CANDY, a novel benchmark tailored for this
task; (2) the creation of a large-scale CANDYSET
dataset for evaluating LLM performance across
contamination-free and contamination contexts,

Baidu, a Chinese search engine.
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along with a fine-grained taxonomy for categoriz-
ing flawed LLM explanations; and (3) a comprehen-
sive benchmark of sixteen LLMs and three LRMs
to uncover key challenges in their fact-checking ca-
pabilities. We believe our findings provide valuable
guidance for future advancements in this field.

Limitations

Sensitivity of Prompts. Similar to other studies on
prompting large language models (LLMs) (Zhang
et al., 2024), the evaluation results are likely to
be sensitive to the prompts used. Although we
utilize four distinct prompts and present the average
outcomes (Yang et al., 2025), it is difficult to claim
that these are the most optimal for our particular
task. In fact, fine-tuning prompts for this specific
application remains a substantial challenge and an
important direction for future research.

Limited LLMs for Human Evaluation. Unlike
the fact-checking conclusion task, which experi-
ments with 19 LLMs (11 open-source and 8 closed-
source) on the entire CANDYSET dataset, the fact-
checking explanation task was limited by the cost
of manual analysis and labeling. As a result, only
11 models (8 closed-source and 3 open-source)
were selected to generate analysis and labels on a
randomly chosen subset of 2k data entries. If more
labeling resources become available in the future,
we plan to extend this analysis to the remaining
models.

Restricted to the Chinese Language Our bench-
mark’s focus on Chinese is driven by a critical gap
in existing misinformation research: the absence of
authoritative ground-truth explanations for claim
veracity in most other languages (to the best of our
knowledge). To address this, we systematically
collect verified fact-checking explanations from
trusted Chinese platforms—a key innovation that
sets our dataset apart from all prior work. This
unique feature establishes our dataset as an essen-
tial and unparalleled resource for studying misin-
formation detection with reliable, expert-backed
annotations.

Although our study provides a comprehensive
analysis of LLMs’ fact-checking capabilities for
Chinese-language misinformation, our findings are
inherently constrained by the Chinese-only scope.
This language limitation means our results may not
fully generalize to other linguistic contexts, where
factors like syntactic structures, slang, or local plat-
forms could differently impact LLM performance.

However, our evaluation framework (e.g., taxon-
omy) is designed to be adaptable, and the uncov-
ered challenges offer transferable experiences for
multilingual fact-checking research. Future work
should validate these findings across languages.

Ethics Statement

Our work introduces the CANDYSET dataset, which
contains real-world Chinese misinformation. We
acknowledge the ethical implications of handling
and disseminating misinformation, and we are com-
mitted to ensuring that our research is conducted
responsibly and ethically. The primary goal of
this research is to evaluate and improve the perfor-
mance of LLMs in identifying and mitigating the
impact of misinformation. By testing LLMs on this
dataset, we aim to advance the understanding of
how these models can be refined to better discern
factual accuracy and provide reliable information.
Therefore, we emphasize that this dataset should
only be used within the scope of research aimed at
combating misinformation, and not for spreading or
endorsing false information. We advise researchers
and practitioners to employ this dataset responsibly,
ensuring that the findings contribute positively to
the development of more robust and truthful LLMs.
We are committed to transparency in our method-
ologies and findings, and we welcome feedback
from the community to improve our approaches. In
all studies involving human subjects, we diligently
followed IRB approval protocols. For annotation,
we assembled a team of ten master’s students ma-
joring in computer science. The annotation process
took approximately six weeks. Each human an-
notator received a compensation of $300 for their
contributions. As for human study, each participant
received a compensation of $50.
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2.
BEBUTEKEERAEEL: ‘BRI BN IS g e
Fact-checking the following claim: "The pyramids were built by aliens."

SFIEWMLEINENEEN, ERIEFREENRE

Factual The pyramid was indeed built by aliens as a device for storing energy.
Fabrication @ LLM sycophantizes misinformation and exhibits amplified fabrication
tendencies.

EFETRIBNEEN, HhRANRRRNETE (XeFH)
@ The pyramids were not built by aliens, and the largest one is the Khafre

Factual INC.
actua Pyramid [Great Pyramid of Giza].
LLM produces content that is inconsistent with real-world facts.
) NCHERNSREEE
Instruction Eating GMOs causes cancer.
INC. LLM totally distorts the task by generating misinformation.
STETRINEASEN, RALETATTAISSFER25605 /R, 15540
@ 25005F (45005F)
Logical INC. The pyramids were not built by aliens, they were built around 2580 to
— 2560 BCE, approximately 2500 years ago [4500 years ago].

@ LLM's limited numerical reasoning ability leads to logical fallacies

@ EFERBAEREaR AR
Context INC. The pyramids were built from granite and limestone.
@ LLM misinterprets claim context and generates nonsensical content.

SFEEERINZATTAN, EAEFENANIERITTEH 7 AKLSHE

@ BAREEN
Overgeneralized The pyramids were built by aliens due to their size and weight
Reasoning exceeding ancient human technology.

@ LLM exhibits overly superficial resoning.
RENENL S FIERERINEANERE

Under There is no authoritative evidence to prove whether the pyramids were

Informativeness built by aliens.
LLM refuses to provide sufficient information

Figure 4: Specific examples for understanding taxonomy.
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Dimension Category Definition Example
Instruction Refers to the LLM’s output that Input: Beijing time does not
Inconsistency deviate from user’s directive. come from Beijing.
Output: (Invalid). A news report
states a new type of plant can
grow in saltwater...
Logical Refers to instances where LLMs Input: YaYa’s stay in the United
Inconsistency explanation contains internal log-  States lasts for 15 years.
. ical conflicts. Output: Nonrumor. Yaya stay in
Faithfulness USA from 2003 to 2023...totaly
Hallucination 15 years.
Context Refers to the LLM’s output being  Input: Drinking a large amount
Inconsistency inconsistent with user-provided of water after exercise is not rec-
context. ommended.
Output: Rumor. Completely pro-
hibiting drinking water after ex-
ercise is incorrect...
Factual Refers to the LLM’s output that Input: A major accident occurred
Fabrication fabricates rationales for analysis on the Jingkun Expressway at the
without relying on real-world in- Huo County section (Fabricatied
formation. misinformation).
Output: Nonrumor. According to
Factuality Chinese media reports, this traf-
Hallucination fic accident indeed occurred...
Factual Refers to the LLM’s output con- Input: Houttuynia cordata con-
Inconsistency tains facts that can be grounded tains Aristolochia acid II, which
in real-world information, but is toxic and carcinogenic (Actu-
present contradictions. ally acid I).
Output: Nonrumor. TARC has
classified Aristolochia acid II as
a human carcinogen...
Overgeneralized  Refers to the tendency of a LLM  Input: Over 100 billion yuan in
Reasoning to produce speculative rationales agricultural subsidies will sup-
based on overly broad or superfi- port 23 eligible projects.
cial criteria. Output: Nonrumor. A figure ex-
ceeding 100 billion is not exag-
gerated...
Reasoning Under Refers to the tendency of a LLM  Input: Moderate playing of
Inadequacy Informativeness to exhibit excessive rigor or re- Mahjong can prevent senile de-

straint, failing to provide more
contextually valuable content.

mentia.
Output: Rumor. The WHO have
not announced that...

Table 8: Taxonomy.
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B Details of Dataset Construction

This section primarily describes the details of the
data gathering pipeline we proposed as Figure 5.

B.1 Data Crawling

Initially, we crawled data from authoritative Chi-
nese fact-checking agencies. We mainly explain
the process of extracting data from the China Inter-
net Joint Rumor Refuting Platform. This platform
is a active Chinese fact-checking website listed
by Duke Reporters*. The website we crawled,
piyao.org.cn, permits public access and crawling
under reasonable and non-commercial use, as re-
flected in its robots.txt settings and usage guide-
lines. Our data collection strictly adheres to these
constraints. Additionally, prior academic works
such as the CHEF(Hu et al., 2022) dataset have
also leveraged piyao.org.cn as a source. While
CHEF focused on data collected before 2022, our
dataset extends this coverage with more recent sam-
ples, thus complementing and updating existing
resources. This platform not only provides timely
refuting of misinformation that have recently (usu-
ally the day before) attracted attention on the in-
ternet, but also features a "Daily Popular Science"
segment, which can serve as a source of genuine
claims to ensure the dataset’s balance. Specifically,
we collected the following information, including
authentic or deceptive items and their correspond-
ing facts and timestamps, covering content from
January 2023 to October 2024. These claims cover
multiple domains, including politics, health, sci-
ence, society, life, culture and disasters.

B.2 Data Normalization

Data normalization encompasses data cleaning and
normalization (Sundriyal et al., 2023; Fang et al.,
2025a). Initially, we manually inspect and remove
low-quality data, such as those with insufficient
background information and unverifiable subjective
rumors (Cao et al., 2018). Given that the crawled
data includes well-reasoned truths from authori-
tative sources, we summarize these truths as fact-
checking gold evidence related to claim verification
and label the corresponding claims (Hanselowski
et al., 2019). In this process, we use GPT-40 for
initial data preprocessing and labeling, followed by
manual verification.

*www.reporterslab.org/fact-checking/

B.3 Data Augmentation

To assess LLMs robustness and enhance label bal-
ance, we introduced data augmentation techniques
like subtle modifications to existing claims, to ob-
serve changes in responses. These modifications
involved altering event details or adjusting the ve-
racity of statements using negations. For instance,
when we replaced the entity in the statement "The
"Food Safety National Standard - Contaminants in
Food’ stipulates that the limit for pickled vegetables
is 20 milligrams per kilogram" with "toona sinen-
sis", the model was unable to accurately identify
the change, leading to an occurrence of faithfulness
hallucination.

B.4 Data Validation

To ensure a high-quality dataset, we carefully per-
formed manual validation on both the labels and
the gold evidence. Firstly, to validate the ground
truth labels, we performed a sampling check by ran-
domly selecting 3% of the dataset—approximately
600 entries—for detailed review. Each entry was
re-annotated by three independent annotators to
assess consistency and accuracy. To quantify inter-
annotator agreement, we calculated the Fleiss’
Kappa score (Fleiss, 1971), which yielded a value
of 0.75. This indicates substantial agreement, con-
firming the reliability of the annotations. Addition-
ally, we evaluated whether the gold evidence pro-
vided with each claim was sufficient to accurately
support or refute the claim. A separate group of
annotators reviewed these sampled entries to verify
that the evidence was comprehensive and relevant.
This dual-layered approach not only checked for
annotation consistency but also assessed the infor-
mativeness and adequacy of the evidence. Through
this process, we maintained a high standard of data
quality, ensuring that the dataset is reliable for use
in real-world fact-checking applications.

B.5 Fact-checking Explanation Annotation

To conduct a more thorough analysis of the accu-
racy of LLM-generated explanations in the fact-
checking task, we enlisted ten master’s students
in computer science as annotators, each with ex-
tensive experience in data annotation for these ex-
planations. These annotators were responsible for
classifying flawed explanations according to our
taxonomy, which is detailed in Table 8. The deci-
sion tree used for guiding the annotation is shown
in Figure 6. To ensure the reliability and qual-
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contains Aristolochia acid Il,
which the IARC has classified @
as a human carcinogen.

. Factual Inconsistency
Rationaley, ..

LLM Responses Annotated Data

Figure 5: Data gathering pipeline. our data gathering pipeline includes 3 steps: 1) Data collection and pre-processing.

2) Response generation. 3) Human annotation.

Platform English Name Link Count
S S 3 China Internet United Rumor .
= N BSEASZ STZ LS .
W E HER MBS R A Refutation Platform https://www.piyao.org.cn/ 2172
et Xinhua News Agency https://www.xinhuanet.com/ 1255
b Science Popularization China https://www.kepuchina.cn/ 595
FALETE CCTV News https://news.cctv.com/ 497
| st People’s Daily Online Science .

PNGMEEES: Popularization https://kpzg.people.com.cn/ 465
R Healthy China https://www.nhc.gov.cn/ 255
IR Science Rumor Refutation https://www.kepuchina.cn/ 210
; 7 35 Shanghai Network Rumor . o
T TP 4% R 1 & :

LGSR Refutation https://piyao.jfdaily.com/ 168

FH ] 5 1 ]R) China News Service https://www.chinanews.com.cn/ 144
M ZH Cyberspace é}(liirrlll;mstratlon of https://www.cac.gov.cn/ 131

Table 9: Top 10 Sources of CANDYSET

ity of the annotations, each explanation was inde-
pendently labeled by two annotators. In instances
where there were significant discrepancies between
their annotations, a third annotator was consulted to
review the explanations and resolve the differences
through discussion. This additional layer of re-
view helped mitigate bias and ensured that the final
annotations were as accurate as possible. To quan-
tify the consistency of the annotations, we calcu-
lated the Fleiss’ Kappa score, which measures inter-
annotator agreement. The resulting score of 0.76
indicates a substantial level of agreement, suggest-
ing that the annotation process was both reliable
and robust. This high level of agreement provides
confidence in the validity of the annotated data and
supports the subsequent analysis of LLM-generated
explanations in the context of fact-checking. Note:
Due to the effectiveness of the few-shot with CoT
setup in minimizing Instruction Inconsistency
errors (occurring in only 0.01% of the sample),
our analysis primarily focuses on the remaining
six error types.

C Implementation Details

We conduct all our experiments using a single
Nvidia RTX A100 GPU for the 6 and 7B size

LLMs, two A100 GPUs for the 9B and 13B size
LLMs, and four A100 GPUs for the 70B and 72B
size LLMs. For these open-source LLMs, we uti-
lize the Xinference framework. For all LLMs, we
employ nucleus sampling with a temperature of 0.7
and a top-p value of 0.95, allowing for a maximum
of 10 iterations per stage with human programmers.
For the accuracy and F1 metrics, we calculate it
using the micro average method.

C.1 Human Study Details

To explore the potentials of LLMs in fact-checking,
we propose establishing a human-LLM coopera-
tion, specifically focusing on an LLM-assisted se-
quential cooperation (Huang et al., 2025), which
enhances human decision-making by leveraging
model assistance.

For the human study, participants were divided
into four groups based on their educational back-
ground: elementary school students, middle school
students, undergraduate students, and master’s stu-
dents. Each group consisted of 12 individuals,
further divided into four subgroups of three par-
ticipants each: (1) independent human judgment;
(2) human judgment assisted by internet search
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Is it based on the user-
provided context?

No No

Does it have internal
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Yes Yes

It’s valid?
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Is it
fabricated?
Yes No

Does it have

factual conflicts?
Yes m

Is it appropriate and
sufficient reasoning?

Instruction
Inconsistency

| NO / NO
Logical Context Factual Factual ‘ Overgeneralized Under
Inconsistency Inconsistency Fabrication || Inconsistency Reasoning Informativeness

Faithfulness Hallucination

Factuality Hallucination

Reasoning Inadequacy

Figure 6: Decision Tree for Annotation

(Baidu)’; (3) human judgment assisted by a large
language model (GPT-40); and (4) human judg-
ment assisted by GPT-4o0 with web-augmented re-
trieval. Detailed prompts for each condition can be
found in Appendix E. The LLM experiment plat-
form was built using Coze ©. We strictly adhered
to IRB protocols to protect participant privacy, and
each participant received a compensation of $50.
Based on the cutoff date of GPT-40’s training data,
we selected 10 questions from each domain both
before and after the cutoff, resulting in a total of
140 questions.

C.2 LLM Implementation

For our evaluation, we selected a total of
sixteen LLMs, comprising eight widely-used
closed-source models and eight widely-used
open-source models. As for closed source
LLMs, they are GPT-40(OpenAl, 2024b), GPT-4-
Turbo(OpenAl, 2023), GPT-3.5-Turbo(OpenAl,
2024a), Gemini-1.5-pro(Team et al., 2024),
Baichuan4-Turbo(BaiChuan, 2024), Chat-
GLM4(GLM et al., 2024), Yi-large(Al et al.,
2024). As for open source LLMs, they are
Yi-1.5-6B(AI et al., 2024), Qwen-2.5-7B(Yang
et al., 2024), Llama-3.2-7B(Touvron et al., 2023),
GLM4-9B(GLM et al.,, 2024), Yi-1.5-9B(Al
et al., 2024), Qwen-2.5-14B(Yang et al., 2024),
Llama-3.2-70B(Touvron et al., 2023), Qwen-2.5-
72B(Yang et al., 2024). These models are widely
used in recent studies of Chinese hallucination
benchmark(Liang et al., 2023; Wang et al., 2023).
As for LRMS, they are OpenAl O1-Mini (Jaech
et al., 2024), DeepSeek R1 (Guo et al., 2025) and

>Baidu, a Chinese search engine.
8Coze, an integrated agent development platform that sup-
ports web-augmented retrieval and other tools.

Qwen-QwQ (Team, 2025). The access links of the
LLMs and LRMs employed in this research, as
well as their respective knowledge cut-off dates,
are shown in Table 10.

Model Name | Cut-off Date | Link

O1-Mini 2023-12 O1-Mini
DeepSeek-R1 2024-7 DeepSeek-R1
Qwen-QwQ-Plus 2024-8 Qwen-QwQ-Plus
GPT-40 2023-11 GPT-40
GPT-4-turbo 2023-5 GPT-4-turbo
GPT-3.5-turbo 2021-10 GPT-3.5-turbo
Gemini-1.5-pro 2023-11 Gemini-1.5-pro
Baichuan4-turbo 2024-04 Baichuan4-turbo
ChatGLM4 2022-10 ChatGLM4
Yi-large 2023-6 Yi-large
DeepSeek-v3 2024-7 DeepSeek-v3
Yi-1.5-6B 2024-5 Yi-1.5-6B
Qwen-2.5-7B 2023-10 Qwen-2.5-7B
Llama-3.2-7B 2023-12 Llama-3.2-7B
GLM4-9B 2023-10 GLML4-9B
Yi-1.5-9B 2024-5 Yi-1.5-9B
Qwen-2.5-14B 2023-10 Qwen-2.5-14B
Llama-3.2-72B 2023-12 Llama-3.2-72B
Qwen-2.5-72B 2023-10 Qwen-2.5-72B

Table 10: LLMs Overview

D Additional Results

D.1 Domain-Specific Analysis of Flawed
Explanations

The distribution of flawed explanations across dif-
ferent domains is presented in Figure 7. Society
and Disaster-related content exhibits the highest
rates of Factual Hallucination (the proportion in
both subcategories exceeds 20%), likely driven by
the dynamic nature of events and conflicting early-
stage reports. In these contexts, models frequently
generate plausible but unverified details-such as in-
flated casualty figures or speculative policy clauses-
to compensate for missing real-time authoritative
data. The Society and Health domains are prone to
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Society I Disasters ' Health ™ Politics @ Culture W Science M Life

Under Informativeness [15:08° 11.97 17.96 13.08 7.0910.86 23.95

Overgeneralized Reasoning 23.99 18.01 11.03 13.96 894 16.06 7.96
Factual Inconsistency 21.72 24.78 9.25 13.81 10.67 9.55 10.22
Factual Fabrication 31.77 26.19 8.57 14.86 7.346.74.58

Context Inconsistency 17.68 10.77 11.33 19.34 16.02 14.09 10.77

Logical Inconsistency 2166 7.01 17.52 12.1 18.47 15.29 7.96

Figure 7: Domain distribution of flawed explanations

Logical Inconsistency errors (21.66% and 17.52%),
particularly in scenarios requiring precise numer-
ical reasoning or multi-step causal chains. The
relatively uniform distribution of Context Incon-
sistency across domains stems from its stronger
correlation with the inherent difficulty of seman-
tic comprehension for claims, rather than domain-
specific biases. Life, Culture and Health domains
demonstrate the lowest rates of Overgeneralized
Reasoning, attributable to their reliance on struc-
tured terminologies, which constrain speculative
extrapolation. Notably, the Life domain suffers
from severe Under-Informativeness (23.95%), with
models handle many informal contents inflexibly
and refuse to provide diverse information.

D.2 Detailed Analysis for Task 2

LLM-generated explanations are often contam-
inated by plausible-sounding misinformation,
leading the LLM to incorrectly accept it as fact.

This tendency causes LLMs to frequently pro-
duce sycophantic responses. In our random in-
spection of 500 flawed explanations generated by
each LLM for plausible-sounding misinformation,
over 60% exhibited this characteristic. Among
the most common failure modes are factual hal-
lucination and logical inconsistency. As for the
factual hallucination, for example, in the case of
100 fact-checking breaking news, many models pri-
oritize mimicking the tone and structure of news
reports rather than ensuring factual accuracy (Ta-
ble 1). For example, they often generate generic
statements like "Official institutions have empha-
sized the incident, and it has been widely covered
by authoritative media such as CCTV and BBC."
These templated responses, which aim to sound
plausible rather than convey verified facts, account
for 30 percent of all the LLMs replies to breaking
social news. Logical inconsistency typically arise
when the model encounters difficulty distinguish-

Eating GMOs causes cancer. [misinformation]

Declarative Nonrumor. Based on WHO and other authorities, GMOs have indeed

Claim been proven to cause cancer. [Factual Fabrication]
Count Eating GMOs don’t cause cancer.
ocllm' €’ Nonrumor. There is currently no scientific consensus to support this
aim

claim. [Stance change]

Does eating GMOs cause cancer?

Rumor. GMO testing covers toxicity, allergenicity, and nutrition. Studies
by authoritative organizations show eating GMOs don’t cause cancer.
[Honest & Informative]

Interrogative
Form

Figure 8: The influence of claim framing strategies on
fact-checking outputs. (In Chinese: Fig. 11)

ing between their internal knowledge and the input
information. For example, a news claim stating that
"Cristiano Ronaldo played for Real Madrid from
2009 to 2017". A frequent pattern involves the
model correctly identifying facts, such as noting
that "Cristiano Ronaldo played for Real Madrid
Jfrom 2009 to 2018" but still drawing incorrect con-
clusions like "8 years in total." More than 90 per-
cent of logical inconsistency errors follow this pat-
tern. One underlying cause may be Reinforcement
Learning from Human Feedback (RLHF), which
strongly rewards coherent and natural-sounding
language while failing to adequately penalize logi-
cal or numerical mistakes (Yu et al., 2024; Wang
et al., 2024b).

Reformulating claims into interrogative expres-
sions significantly reduces fabricated content
in LLM responses, thereby enhancing their au-
thenticity. In our case study, using 200 claims
that previously led GPT-40 to generate factual fab-
rication errors, modifying statements from event
occurrence to non-occurrence resulted in 93% of
responses still exhibiting factual fabrication errors.
Moreover, 57% of explanations shifted to align
with the revised claims, underscoring the influence
of claim framing on LLM-generated fact-checking
responses. Notably, when claims were rephrased
as questions, only 14% of outputs contained fac-
tual fabrication errors, and most responses demon-
strated logical reasoning, realistic analysis, or ac-
knowledged knowledge gaps. A specific example is
shown in Figure 8. This improvement likely stems
from the interrogative format, which encourages
LLMs to explore and analyze potential answers
rather than defaulting to overly assertive alignments
with the input claim. This finding further corrobo-
rates how LLMs’ propensity to pander to plausible-
sounding misinformation impedes fact-checking
efforts. The task of reformulating claims was com-
pleted by GPT-40, with the prompt available in the
Appendix E.

The limited temporal awareness of LLMs signifi-
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Scenario

Description

LLM’s Output

New vs. Outdated Info

The model prioritizes frequently seen data over
user-provided temporal context.

"The current president is Joe Biden." (outdated
info in 2024)

Vague Responses

When lacking relevant data, the model gener-
ates ambiguous answers to avoid making out-
right errors.

"There have been many advancements in space
exploration." (vague)

Cutoff Date Awareness

The model does not explicitly state its knowl-
edge cut-off date, or is actually unaware of its

"COVID-19 vaccination efforts are ongoing
globally." (no cutoff disclaimer)

own cut-off date.

Table 11: Scenarios where LLMs show insufficient temporal reasoning abilities in real-world fact-checking.

cantly undermines their fact-checking accuracy.
Table 11 outlines three key scenarios that impact
the effectiveness of real-world fact-checking expla-
nations.

This critical limitation predominantly manifests
in the inability of models to recognize outdated
knowledge, leading to a 75% rate of factual incon-
sistency when processing a sample of 200 time-
sensitive information for each LLM(e.g., "The cur-
rent president is Joe Biden"). Furthermore, our
findings indicate that in contamination evaluations,
nearly all large language models (LLMs) exhibit
a refusal to acknowledge their knowledge cutoff
date, with an average acknowledgment rate falling
below 30%. Notably, only Yi-large consistently ref-
erences its knowledge cutoff date over 95% of the
time. Models endowed with temporal awareness
and the capability to incorporate user-provided pub-
lication dates are significantly better positioned to
deliver transparent and informative explanations.
This ability is not merely advantageous but is es-
sential for effective fact-checking.

The current LLMs exhibit inflexibility in han-
dling misinformation of varying risk levels.
More than 85% of all the overgeneralized reason-
ing and under informativeness errors are caused by
this issue. LLMs often fail to detect high-risk con-
tent such as financial scams or health misinforma-
tion, which can cause real harm. At the same time,
they tend to be overly cautious with low-risk topics
like life advice, offering vague or noncommittal
responses (Table 8). This imbalance in handling
different types of content limits their adaptability
in practical use.

LLMs often struggle with accurately interpret-
ing subtle linguistic cues (e.g., qualifiers and
negations), which play a critical role in deter-
mining the factual accuracy of a claim. More
than 60% of all the 362 context inconsistency er-
rors are a result of LLMs struggling to accurately
interpret subtle linguistic cues, such as qualifiers
and negations, which are essential for assessing the

factual accuracy of a claim (Table 8). For example,
many models misinterpret the statement "There is
no conclusive evidence that smartphone use causes
brain cancer" as affirming causation, overlooking
the critical negation in "no conclusive evidence."
Further addressing these limitations may involve
training on more diverse datasets featuring complex
language structures and logical constructs, which
could help improve contextual understanding and
robustness.

Current LLMs are insufficient for Chinese-
specific fact-checking tasks, especially those re-
quiring precision or cultural expertise. We also
focus on the adaptability of LLMs to Chinese fact-
checking tasks. Our research shows that even
Chinese-focused LLMs struggle with certain cultur-
ally specific issues, such as lunar calendar calcula-
tions (e.g., "How many days are there in February
of the year Yichou") accuracy of only 19% on a
sample of 100 cases, underscoring their difficulty
in handling culturally nuanced knowledge. Poten-
tial improvements could include culturally specific
data and domain-specific fine-tuning.

D.3 Additional Figures and Tables

We place some of the figures and tables mentioned
in the main text in this chapter. Figure 9 shows
specific value statistics on flawed LLM-generated
explanations based on our taxonomy (distribution
in Figure 3). Figure 10 illustrates the overall dis-
tributions of flawed LLM-generated explanations.
Figure 11 is the Chinese representation of Figure
8, which represents the influence of claim fram-
ing strategies on fact-checking outputs. Table 12
and Table 13 shows fact-checking conclusion per-
formance under contamination-free and contami-
nation evaluations across different domains using
few-shot CoT prompting. Due to the scarcity of
domain-specific samples for models with a cutoff
date after July 2024, the test results may lack suf-
ficient reference value. Consequently, the results
for DeepSeek-V3, DeepSeek-R1, and Qwen-QwQ-
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Figure 9: Specific value statistics on flawed LLM-generated explanations based on our taxonomy.
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Figure 10: overall distributions of flawed LLM-generated explanations.
Declarative ﬁ&ggﬁﬁ%ﬁﬁo [Eﬁfﬁ%]
G PEE. IREERDEEN (WHo) FIEMBIEIVARILE, &
ERE RIS SSUEIE. [Factual Fabrication]
counter  CERERRRASHE,
Claim  PES. BRIRBMZFHSFX—A, [Stance change]

wew Logical Inconsistency
Context Inconsistency

Factual Fabrication
Factual Inconsistency

I ERSRSTED?

Informative]

Overgeneralized Reasoning
Under Informativeness

BS. HENERMUINEESTE. IBRENEFSHE. X
FHERIIRZRE, RREEERMASSEUSE. [Honest &

Figure 11: The influence of claim framing strategies on fact-checking outputs. (In English: Fig. 8)
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Temporal-sensitive Knowledge-intensive Commonsense
Methods - ; . - -
Society Disasters Health Politics Culture Science Life
Acc. F1 Acc. F1 Acc. F1 Acc. Fl Acc. F1 Acc. F1 Acc. F1
GPT-40 6724  67.18 7331 76.17  89.12 91.14 87.87 8634 87.09 67.89 8557 89.56 8147  82.83
GPT-4-Turbo 80.5 8455 7296  66.14 8559 89.12 7891 78.99  80.79 5497  84.71 89.64 75.4 77.04
GPT-3.5-Turbo 81.11 87.19 - - 82.29 88.1 8393 89.02 7959 5351 83.33  89.76 100 100
Baichuan4-Turbo  67.02  62.73  56.89 3793 6359 3724 7061 60.18 8595 4935 81.13 7451 6634  63.03
Yi-large 73.63 71.1 69.44 6405 7752  81.61 66.74  67.78 6545  38.86 74.8 81.21 7143 7143
ChatGLM4 84.91 88.9 - - 80.95 8737 8256  86.66 8584 84.4 91.6 69.09 80 88.89
Qwen-2.5-7B 55.06 2543  57.77 1299 5096 3541 70.05  43.62 8758 3393  43.96 34.8 50.81 17.49
Qwen-2.5-14B 76.69 7409 7185 5732 8034  82.11 8578  82.14 9034 67.61 7477 7929 7134  67.65
Qwen-2.5-72B 82.01 81.48 7563  66.08 8229 84.07 90.79  88.68 92.7 7464 8036 8458 7296  69.82
Average 7424 7207 6826 5438 7696 75.13 79.69 7593 8393 5835 77.80 7694 7429 7091

Table 12: Fact-checking conclusion performance under contamination evaluation across different domains using

few-shot CoT prompting.

Temporal-sensitive Knowledge-intensive Commonsense

Methods - - . - -
Society Disasters Health Politics Culture Science Life
Acc. F1 Acc. F1 Acc. F1 Acc. F1 Acc. F1 Acc. F1 Acc. F1

GPT-40 67.24  67.18 7331 76.17 8544 8577 7553 7033 684l 6583 7697 7244 8284  86.03
GPT-4-Turbo 67.23 6458 72,62 7372 81.87 8193 6849 60.8 69.57  60.67 7747 7138 7462  77.66
GPT-3.5-Turbo 6332 5438 6477 63.02 71.78 67.87 6552 47.65 6835 49.19 6898 5251 6192 57.68
Baichuan4-Turbo 71.02 4795  53.09 375 6429  47.01 69.59  39.53  65.75 22.5 72.08 50.57 5849  41.33
Yi-large 7247  66.07 6845 69.55 78.03 7583 7193 6149 71.05 60.12 73.64 64.08 67.71 67.04
ChatGLM4 8235 79.62 7434 7193 80.6 7283  77.66 69.2 80.24  69.59 78.4 64.69 7092  68.51
Qwen-2.5-7B 66.38 2225 51.4 16.86  58.21 28.63  68.83 1727 66.85 17.81 67.71 2256  47.04 15.69
Qwen-2.5-14B 7705 6537  66.62 58.9 79.03  75.63  79.78  64.79 76.5 58.65 76.8 5934 6543  62.16
Qwen-2.5-72B 7672  66.64 69.64 6503 7992 76.12 8392 7354 77.13 6278 7875 66 67.49  65.26
Average 7153 5934  66.03 59.19 7546 6796 7347 56.07 7154 5190 7453 5817 6627  60.15

Table 13: Fact-checking conclusion performance under contamination-free evaluation across different domains

using few-shot CoT prompting.

Plus have not been included.

E Prompt Design

Following Deng et al. (2023), we propose four
prompting schemes for the fact-checking conclu-
sion task:

1. Zero-shot w/o CoT, where LLMs are
prompted to directly draw conclusions;

2. Zero-shot w/ CoT (Wei et al., 2022), where
LLMs first perform a factual analysis, explain-
ing their reasoning before making a conclu-
sion;

3. Few-shot w/o CoT (Dong et al., 2022a),
where LLMs are given a few examples to
guide their conclusions;

4. Few-shot w/ CoT (Dong et al., 2022b), where
LLMs, after analyzing examples of misinfor-
mation, provide conclusions along with expla-
nations.

For the fact-checking explanation task, we use a
few-shot CoT approach, prompting the LLM to
generate five distinct explanatory rationales for the
conclusion.

In the few-shot setting, we provide two randomly
selected examples: one authentic and the other mis-
information. We carefully selected three differ-
ent prompts and evaluated all LLMs using these
prompts. To ensure the statistical significance of
the findings, we present the average performance
across all prompts.

Our analysis of Chinese fact-checking conclu-
sions and explanations aims to probe the knowl-
edge embedded within the LLM, resembling a
closed-book QA process with questions from the
CANDYSET (Roberts et al., 2020). The prompt de-
sign is crucial in this context. We adopt a Few-
shot with Chain of Thought (CoT) (Dong et al.,
2022b) approach, where LLMs are evaluated by
providing examples along with their corresponding
fact-checking responses. For each claim, two ran-
domly selected examples—one representing mis-
information and the other genuine news—are pro-
vided. Following the methodology outlined by Li
et al. (2024a), we instruct LLMs to generate five
mutually exclusive rationales, incorporating fac-
tual statements for detailed, sentence-level error
analysis.

Additionally, techniques such as role specifi-
cation (Li and Zhai, 2023) have been shown to
improve performance. In our study, we assign
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LLMs the specific role of rigorous fact-checkers,
ensuring they are tasked with the responsibility
of meticulously analyzing the information’s verac-
ity. Through carefully constructed prompts, we
enhance the transparency of the LLM’s reasoning
process, allowing for a clearer understanding of
how decisions about the truthfulness of informa-
tion are made.
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Zero-shot and w/o CoT Prompt for Fact-Checking Conclusion (Chinese)

FRRE—NUMEEOELEEER, RWEIAPBANEHREE, H H G REIE T claim 3L fR & fi
HH, RBEEERGHEL. RPEERREE: #5/ARES -

ﬁiﬁ}l\%iﬁﬁﬂ?:
‘ate:
%Z':E | BORHRM— R SFIHE R, W IRIRYE DL ERSSE H e R T -

non

"claim": "claim",
"publish_date": "publish_date",

Zero-shot and w/o CoT Prompt for Fact-Checking Conclusion (English)

You are an extremely strict fact-checking expert. You will receive event information from users, where the date provided
may be slightly later than the actual publication date of the claim. You need to provide the conclusion directly, which
can only be: rumor or non-rumor.

Output Format:
Conclusion:

Now, I will provide a new event information. Please give a conclusion and analysis based on the above format.
Event Information:

"claim": "claim",
"publish_date": "publish_date"
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@bm#ﬁ*&ﬁfﬁ‘%ﬂ’]?;&ﬁ BLER, REWEIRPMARNEEEER, B B G AT REBSIE T claim SChR A A
Y, RBEEERGHEL . RPELRREE: #5/ARES -

NI
FA PN "claim": "IZYTR BY)BEHEESFET - ", "publish_date": "2019-10-08"
5

ZEip. BE

F PN "claim": "% %5 B & R AOER L3245 5 AT LAIE TAAIARE - ", "publish_date": "2023-12-5"
EjsR

Ql:l“ﬁ 5”31

%J&*%‘WDF

b

%}; F?ﬂdﬂﬂ,\—/\?ﬁﬂ’]$1¢1§ . IERARIE L BN R A5 1e oA -
clalrn‘:'l'lb'\'claim",

"publish_date": "publish_date",

You are an extremely strict fact-checking expert. You will receive event information from users, where the date provided
may be slightly later than the actual publication date of the claim. You need to provide the conclusion directly, which
can only be: rumor or non-rumor.

Examples are as follows:

User input: "claim": "Eating bamboo charcoal foods can detoxify and improve skin appearance.
"2019-10-08"

Response:

Conclusion: Rumor

User input: "claim": "Employees who have not signed a labor contract can still apply for work injury recognition after
being injured.", "publish_date": "2023-12-5"

Response:

Conclusion: Non-rumor

non

, "publish_date":

Output format:
Conclusion:
Now, I will provide a new event information. Please give the conclusion and analysis according to the above format.
Event information:
"claim": "claim",
"publish_date": "publish_date",
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R R— AP B % 5, 5 SR PR ARS8, FLo FL 303 T A Foclaim SR 4 75
F, (RRE s R B RA (e nT, EAEG . RFEe R AR BR/ARES -

4 = T

Sy,

£EIp

e, BRI RITBIER. WAL U T

"claim": "claim",
"publish_date": "publish_date",

You are an extremely strict fact-checking expert. You will receive event information from users, where the date provided
may be slightly later than the actual publication date of the claim. You need to first provide five factual statements as
reasons, and then give a conclusion. The conclusion can only be: rumor or non-rumor.

Output Format:

Rationales:

Conclusion:

Now, I will provide a new event information. Please give a conclusion and analysis based on the above format.
Event Information:

"claim": "claim",

"publish_date": "publish_date"

RE—NUREROELEEER, REWEIAFMARNEAER, Ho H I TR T claim S fr 4 1
E%ﬁﬁﬁﬁéﬁimﬁﬁéiﬁ%ﬁW%@m,%Ew%@m%m%woﬁ$%ﬁﬂﬁﬁz%@#%Ec
Va1

FFHIA: "claim": "REPTIR BEYIREHFEFREN - ", "publish_date": "2019-10-08"

EF=E

HH.

L TR 2 AT RSAEST, ([BHHEEMR R Z R SR - \

2. IRBZ TS, ARBINFIEFISIE BREEHEIIRE, FOMRANT R REBIn R IE R HERE SR -
3. PTIR B AT RES ROMAE SR T R, I anZe A= ZANT W00, th AT RET SRR XS -

4. —BEE KA AT OB A IA R RG], Fs B IEM -

5. HRNERUBAIIE & AR UE STk B Sl SE 2 BU{R RA 1 R A5 BA -
%a%AwumwN&E%ﬂéﬁ%%I%ﬁEﬂu$%lﬁm%otmwmmmwﬁMBJLT
élj:ﬁb: i%%_

Ep=R

.

LARAE (TORRAE)  RITS5HAARMRVIFHHRAE, ARSI BES AR, £ LIER EFIIE
BTN A TAER R Z RN EHURER, MIAER T - ‘

2 ARBAT 5 s A RIWER TAE & A T8, i iR EMErA R R (A THSAHEIE - TAEIUESS) RIEME
FEFHEHR AR, B E TIHIAE -

3.5 SRR S PREEER ] B LA E TAE, SRIENIRENHTEERE, MARERAETIRRURES
FETNESRMY-
?ﬁﬁfﬁﬁfﬁ;ﬁﬂ%méﬁﬁ$ﬁ%ﬁ%,%Iﬁﬂm%%%%%ﬂ&ﬁ,%*%A%ﬁ%%ﬁ@é
] B IS (A R 2K

5. THANEAUE K57 shE G RT, RIS FENEEEI, GTHFttSimEmE.

Gib: RS

N

S,

GEip

S, AR DROHIHER, WICRELLE RS R

"claim": "claim",
"publish_date": "publish_date",
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You are an extremely strict fact-checking expert. You will receive event information from users, where the date provided
may be slightly later than the actual publication date of the claim. You need to first generate five factual statements as
reasons and then draw a conclusion based on those reasons. The conclusion can only be: rumor or non-rumor.

Example:

User Input:

"claim": "Eating bamboo charcoal food can detoxify and beautify.", "publish_date": "2019-10-08"

Rationales:

1.Bamboo charcoal is widely used in food and medicine, but its detoxification effects lack scientific evidence.
2.According to multiple studies, the human liver and kidneys naturally have detoxification functions, and additional
intake of bamboo charcoal has not been clinically validated for detoxification effects.

3.Bamboo charcoal food might affect the absorption of nutrients such as vitamins and minerals, and could pose health
risks.

4.Some countries and regions have legal restrictions on the use of bamboo charcoal in food, which must be followed.
5.No authoritative institution has released statements confirming that bamboo charcoal food is beneficial for beauty or
health.

Response:

Conclusion: Rumor

User Input:

"claim": "Workers injured without a signed labor contract can apply for work injury recognition.", "publish_date":
"2023-12-5"

Rationales:

1.According to the "Work Injury Insurance Regulations," if a worker has established a labor relationship with the
employer, even without a signed written contract, they should be recognized as having a work injury if injured in the
workplace due to work-related Rationales.

2.Workers without a signed labor contract can provide other evidence (such as wage payment receipts, work IDs, etc.) to
prove the existence of a labor relationship and apply for work injury recognition.

3.The labor and social security department is responsible for work injury recognition and will investigate and verify
whether there is a labor relationship and if it meets the conditions for work injury recognition.

4 Employers failing to sign labor contracts with workers is illegal, and workers have the right to file complaints with
labor inspection departments, requesting the employer to sign a contract or compensate for relevant losses.

5.Work injury recognition not only involves protecting worker rights but also reflects corporate social responsibility,
helping maintain social stability and harmony.

Response:

Conclusion: Non Rumor

Output Format:
Rationales:
Conclusion:

Now, I will provide a new event information. Please give a conclusion and analysis based on the above format.
Event Information:

"claim": "claim",
"publish_date": "publish_date"
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"claim": "claim",
"publish_date": "publish_date",
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You are an extremely strict fact-checking expert. You will receive event information from users, where the date provided
may be slightly later than the actual publication date of the claim. You need to first generate five factual statements as
reasons and then draw a conclusion based on those reasons. The conclusion can only be: rumor or non-rumor.

Example:

User Input:

"claim": "Eating bamboo charcoal food can detoxify and beautify.", "publish_date": "2019-10-08"

Rationales:

1.Bamboo charcoal is widely used in food and medicine, but its detoxification effects lack scientific evidence.
2.According to multiple studies, the human liver and kidneys naturally have detoxification functions, and additional
intake of bamboo charcoal has not been clinically validated for detoxification effects.

3.Bamboo charcoal food might affect the absorption of nutrients such as vitamins and minerals, and could pose health
risks.

4.Some countries and regions have legal restrictions on the use of bamboo charcoal in food, which must be followed.
5.No authoritative institution has released statements confirming that bamboo charcoal food is beneficial for beauty or
health.

Response:

Conclusion: Rumor

User Input:

"claim": "Workers injured without a signed labor contract can apply for work injury recognition.", "publish_date":
"2023-12-5"

Rationales:

1.According to the "Work Injury Insurance Regulations," if a worker has established a labor relationship with the
employer, even without a signed written contract, they should be recognized as having a work injury if injured in the
workplace due to work-related Rationales.

2.Workers without a signed labor contract can provide other evidence (such as wage payment receipts, work IDs, etc.) to
prove the existence of a labor relationship and apply for work injury recognition.

3.The labor and social security department is responsible for work injury recognition and will investigate and verify
whether there is a labor relationship and if it meets the conditions for work injury recognition.

4 Employers failing to sign labor contracts with workers is illegal, and workers have the right to file complaints with
labor inspection departments, requesting the employer to sign a contract or compensate for relevant losses.

5.Work injury recognition not only involves protecting worker rights but also reflects corporate social responsibility,
helping maintain social stability and harmony.

Response:

Conclusion: Non Rumor

Output Format:
Rationales:
Conclusion:

Now, I will provide a new event information. Please give a conclusion and analysis based on the above format.
Event Information:

"claim": "claim",
"publish_date": "publish_date"
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Please change the occurrence of the event in the original claim to non-occurrence.

Example:

Input: The vaccine caused the illness.

Output: The vaccine did not cause the illness.

Please reformulate the original claim into an interrogative expression, questioning whether the event occurred.
Example:

Input: The vaccine caused the illness.

Output: Did the vaccine cause the illness?

%ﬁﬁ%ﬁ%$$#%ﬁ$ﬁ%%ﬁio

iR

BN SRR -

fith: & ERE SEORR -
%5@%5%&%%@@%ﬁ,@@$#%?&%0
B

BN ST -

fith: EHEGSETHER?

1. Independent Human Judgment:
Below are 140 news claims. please determine which ones are true and which are rumors by yourself.

2. Human Judgment Assisted by Internet Search(Baidu):
Below are 140 news claims. Please use the Baidu search engine to determine which ones are true and which are rumors.

3. Human Judgment Assisted by a Large Language Model (GPT-40):
Below are 140 news claims. Please interact with a large language model to determine which ones are true and which are
rumors.

4. Human Judgment Assisted by LLM (GPT-40) with Web-augmented Retrieval:

Below are 140 news claims. Please interact with a large language model with web-augmented retrieval to determine
which ones are true and which are rumors.

ST HI \ )
DUF R 1405 HTA A - AR RSO3, PSR S -

EBTLRRER () ST .
LUF R 1405 FHA B . LA R S AR RST8], PSSR -

BB ST (GPT4o) MITHINT. \ -
DU R 1405 B - it 5 A SR E, AT R B, Wi .

BB BB R RN AE S (GPT-40) TN, ‘ )
DI R 400 - TS A& B PRI R AN WA 2 SO, MR I, WLLRiE

5 o

F Annotation Examples
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English Example of Faithfulness Hallucination

id: 882,

claim: In cases of bacterial infection, antibiotics can be used to treat COVID-19 patients.,

publish_date: 2023/1/3,

label: 0,

source: China Media Group "China’s Voice" Official WeChat Account,

gold evidence: Zhang Bo stated, "In clinical practice, we find that some patients have co-existing bacterial infections, or
secondary bacterial infections caused by COVID-19. In such cases, we can choose antibiotics or antimicrobial drugs.",
domain: Public Health,

model: GPT-4o,

analysis: [

1. Antibiotics are specifically used to treat bacterial infections, while COVID-19 is caused by a coronavirus, making
antibiotics ineffective against viral infections.,

2. Both the World Health Organization (WHO) and the Centers for Disease Control and Prevention (CDC) have
explicitly stated that antibiotics should not be used to prevent or treat COVID-19.,

3. Overuse of antibiotics can lead to increased antibiotic resistance, which poses a serious threat to public health.,

4. Treating COVID-19 requires the use of antiviral medications and supportive care based on the specific condition,
rather than antibiotics.,

5. Only in cases where bacterial complications occur might doctors consider the use of antibiotics, based on the specific
situation.],

label_p: 1,

Error Type: C:Context Inconsistency

id: 462,

claim: "Ya Ya’s" stay in the United States was for 15 years.,

publish_date: 2023/4/24,

label: 1,

source: null,

gold evidence: "The agreement for ’Ya Ya’s’ stay in the United States was initially set for 10 years and was extended by
another 10 years after expiring in 2013.",

domain: Society,

model: Qwen-2.5-72B,

analysis: [

1. "Ya Ya" is a giant panda born in China. In April 2003, "Ya Ya" and another panda, "Le Le," were sent to the Memphis
Zoo in Tennessee, USA, under a 10-year loan agreement.,

2. According to the agreement between China and the United States, after the initial 10-year term expired in 2013, the
loan agreement for "Ya Ya" and "Le Le" was renewed for another 10 years, extending their stay until April 7, 2023,
making the total stay 15 years.,

3. This agreement’s details were officially confirmed by the Chinese Association of Wildlife Conservation and the
Memphis Zoo.,

4. During "Ya Ya" and "Le Le’s" stay in the United States, both countries collaborated on panda conservation and
research, showcasing mutual efforts in wildlife protection.,

5. In early 2023, "Le Le" sadly passed away, raising concerns about "Ya Ya’s" health, which eventually led to the
decision to bring "Ya Ya" back to China earlier than planned. However, this did not alter the originally agreed 15-year
term.],

label_p: 0,

Error Type: B:Logical Inconsistency
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Chinese Example of Faithfulness Hallucination

id: 882,

claim: ZEAEBRAIELT, FTUAERRTHEES - |

publish_date: 2023/1/3,

label: 0,

source: FHRTHEEHEZEMEARS, ) )
gold evidence: FKIEWR, “TEIRIRT AT LI, FHLBE SIFME Yy, & UHTHES ARk & 20 B R,
EXFEOL T, FA R AT LUR R AE R BB 2R - »,

domain: T3,

model: GPT-4o,

analysis: [

L AERZTHTIRTHERG, MCOVID-19& B RS [REA, HrAdZmE R TR | \
72r._ HATAHES (WHO) MEEFEFEH ST F.0 (CDC) #EAMTEH, PLEZEANGH TP G
JTCOVID-19- ,

3. EMATIAER RS BPUERM MR N, O A SRR B - |

4. Y877 COVID- 19T iR BRI IE R HURZ LW ASCRAEIRTT, MIEER . |

5. B TE AR B R RAERY, R A A FTREIRYE B IR B L IR EEFHAERIGIT - 1,

label_p: 1,

Error Type: C:Context Inconsistency

id: 462,

claim: « " EEERIREHRA15E - |

publish_date: 2023/4/24,

label: 1,

source: null,

gold evidence: Ik EEEUIGHR N 105, 2013FF |5 IEK T 106 - |

domain: -,

model: Qwen-2.5-72B,

analysis: [

LY Y @— AP EH AR KR, T2003FE4 8 5 57— R R R —EH0R 56 E H 878 M 35S 5h
Ykt IR T HB10FERRIEE . |

2. MRABFSEXT WL, 2013 FMEHE, PEFXREE TP, RV VR R IR ERRZE K
F2023FE4ATH, BIFISE.

3. X—H NG E] T P EE RS RIT T S FIRE R IE IR E A -

4. YRR RIBREIAR, WEERRRIERIT SR A E T T 2RSS &1E, I T T
B sh ) R L S5 -

5. 20235FW), URARCAFEEM, FIKTRTCY YRBPRILAI R, &AM T Y Y R AT | A E R R
R, EXFEAEREE M SRR R - 1,

label_p: O,

Error Type: B:Logical Inconsistency
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English Example of Factuality Hallucination

id: 199,

claim: A criminal case occurred in Jilin Province, where a butcher killed 12 people due to a land dispute.,
publish_date: 2024/8/14,

label: 1,

source: China Internet Joint Rumor Debunking Platform,

gold evidence: After investigation by the police, it was found that no such case occurred at the location, and this
information was entirely fabricated by internet users to gain attention and attract traffic.,

domain: Society,

model: Baichuan4-Turbo,

analysis: [

1. A criminal case indeed occurred in Jilin Province, and it has drawn widespread local attention.,

2. According to the police report, the suspect developed resentment due to a land dispute, leading to this tragedy.,
3. The number of victims was 12, a figure confirmed by the authorities.,

4. The suspect was a butcher, a detail also confirmed by the authorities.,

5. The case is under further investigation, and the responsible parties will be punished according to the law.],
label_p: 0,

Error Type: D:Factual Fabrication

id: 1394,

claim: Lunar volcanic activity stopped 3 billion years ago.,

publish_date: 2023/1/20,

label: 1,

source: Science China (Popular Science Platform),

gold evidence: It was discovered that lunar volcanic activity actually persisted until 2.03 billion years ago, rather than
ceasing 3 billion years ago as previously believed.,

domain: Science,

model: Baichuan4-Turbo,

analysis: [

1. Scientists have found through the analysis of lunar rock samples brought back by the Apollo missions that volcanic
activity on the moon indeed peaked around 3 billion years ago and then gradually declined.,

2. So far, there is no conclusive evidence suggesting that the moon had active volcanic activity after 3 billion years ago.,
3. Observations and explorations of the lunar surface, including the density and distribution of impact craters, support
the view that lunar volcanic activity ceased billions of years ago.,

4. Compared to Earth, the moon’s geological activity is very weak, and its rapid internal heat loss led to an earlier end to
volcanic activity.,

5. Research by NASA and other international space agencies supports the presence of ancient lunar volcanic activity,
which had essentially ended by 3 billion years ago.],

label_p: O,

Error Type: E:Factual Inconsistency
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Chinese Example of Factuality Hallucination

id: 199,
claim: HAKET —RNERG, —BRBRENTHAGRETI2A-
publish_date: 2024/8/14,
label: 1,
source: F1[E B EXM LS FHE T 5,
gold evidence: ZE B LI, RAMFFRLEWERME, JNTESABTESH, RMEN T HBCE -
5 R MM X MRS -
domain: 1%,
model: Baichuan4-Turbo,
analysns
EMRETEL L T IXENER T ZEMEL MBI T 2R
2 Tﬁ’iﬁa_ﬂi iﬁﬂ’éﬁﬁ)\lifmﬂ%ﬁ‘iT NI, RS T ERIRE .
3.EENECNI2A, X—HFHER T E A
4. JDARBEREE NN — %%9% X— S AR T 57\7@7&0 :
5. WRHEEEH#A—BRESD, HAREAFREZIITE. ],
label_p: 0,
Error Type: D:Factual Fabrication

id: 1394,

claim: A KK WLTESNTE 30 (CERIIELET -

publish_date: 2023/1/20,

label: 1,

source: R+ [E,

gold evidence: &I BRI X ILNE BN ESL— BRI T 20324 F1, HARZFIANE 30 {CEFIHIL T -

domain: &},

model: Baichuan4-Turbo,

analysis: [

ﬁéﬂ%‘éﬁl];ﬁ_uﬁﬁj\*ﬁﬂﬁﬁﬁ%ﬂ?ﬁ A BRE AEARLEL, Ak OSBRSS ELI30C F AR T s
R -

212571k, MARE TR R A BRECE R E TERRR K LTES) - ‘

? E%;TJ;J BRRTE RO, SIS E GRS BRSNS, SO ARRK LSRR ZFERi e &

Ex U

4. FIERETHUFOE 5 HOBRAT AR B G, LSRR B, BB LITE B RS -

5. EEFHD (NASA) FIE i E 72 LA BOBF 5T 253 45 B BRI 5 I B AR AE K LB B, TR 35 5

T30 FRI D EFEARLER - ],

label_p: 0,

Error Type: E:Factual Inconsistency
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English Example of Reasoning Inadequacy

id: 2128,

claim: Smelling sachets or essential oils can help improve reduced sense of smell after COVID-19 recovery.,
publish_date: 2023/1/18,

label: 0,

source: CCTV News Client,

gold evidence: Doctor suggested using strong-smelling items to stimulate the sense of smell.,

domain: Public Health,

model: GPT-3.5-Turbo,

analysis: [

1. Smelling sachets or essential oils lacks scientific evidence as a treatment for reduced sense of smell.,

2. Reduced sense of smell may indicate underlying pathological issues and requires professional diagnosis.,
3. Home remedies like sachets or essential oils might delay necessary medical treatment.,

4. Professional medical evaluation is critical for addressing symptoms effectively.,

5. Unverified remedies should be approached with caution to avoid potential health risks.],

label_p: 1,

Error Type: G:Under Informativeness

id: 28,

claim: Wuxi police recently arrested human traffickers.,

publish_date: 2024/10/15,

label: 1,

source: Chongqing Rumor Refutation,

gold evidence: Verified by police, no recent cases of child trafficking have occurred locally.,
domain: Society,

model: GPT-4o,

analysis: [

1. Wuxi police have a history of combating human trafficking and solving related cases.,

2. Combating human trafficking is a key priority for China’s security agencies.,

3. China’s Ministry of Public Security organizes nationwide operations against human trafficking.,
4. Media and police frequently report on human trafficking arrests, including in the Wuxi region.,
5. Human trafficking is a global problem, and China has implemented effective measures to address it.],
label_p: 0,

Error Type: F:Overgeneralized Reasoning
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Chinese Example of Reasoning Inadequacy

id: 2128,

claim: RS 5 R 0B AT LUE S H AT - ATHERS - |

publish_date: 2023/1/18,

label: O,

source: S AILHTE & 7,

gold evidence: 5K1AFL: TR« BRGCAGFRIRTEE, FILAEIESE - 6570, ARG~ KRGS . Bl LA — B

TR SR BRIR O -

domain: A T2,

model: GPT-3.5-Turbo,

analysis: [

1. [HHEE . KM H N RER MR b R FAEIR - |

% ﬂi{ﬁ_ﬂﬁn&%~$¢ﬁﬁﬁ%’§ BEHHEMERG R, WEE - SR WEHRS, TEINEH#ITZH
aIT - ,

3%'? %%g%4;(%7ﬁa%%%ﬁ~%ﬁ§tﬂuﬁ%‘ﬂh)\ﬂ‘lﬁﬁli’é’%%, EHEAREIERERATATT LURTT sk R

W RIRAEIR -

z\;}%?ﬁ‘{ﬁi&iﬁﬁﬁ TEE T E ARG B RIRIT R R, BT EELE MM AR, LA RERE

BTG -

Sji 76 PR G R S (R R PIRR B REE , B TR RIS FIGYT, BRI EARER EIIUE B R TT

BOES - 1

label_p: 1,

Error Type: G:Under Informativeness

id: 28,

claim: AREZE T 5 7 ART -,

publish_date: 2024/10/15,

label: 1,

source: EKRFIE,

g%ld? evidence: ZEETALSE, HMOITHHHFRAEBCLLER Y, MARALZIHARFITE), FMEDIAR
CRIES -,

domain: ftZ,

model: GPT-4o,

analysis: [

1. AREE TR L AT AT 5 A ORGSR, o 25t 8 2 IR B BR A R A -

2. PEAZHR—BERHTHAOCHENE RS, @ RAREERIRER .

3. RIBHE A LI AT EE, AHETTEHAREITsh T H A DSBS

4. BRIRGERE T BIRTEE B X T AOWRFRIENE, REBXBAEFL.

5. NANRSERRERME RS, EBUFFIZE T X R T RIS e, HEUS T —E RS- 1,

label_p: O,

Error Type: F:Overgeneralized Reasoning
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