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Abstract

Customer reviews on e-commerce platforms
capture critical affective signals that drive pur-
chasing decisions. However, no existing re-
search has explored the joint task of emotion de-
tection and explanatory span identification in e-
commerce reviews - a crucial gap in understand-
ing what triggers customer emotional responses.
To bridge this gap, we propose a novel joint task
unifying EMOTION detection and OPINION
TRIGGER extraction (EOT), which explic-
itly models the relationship between causal
text spans (opinion triggers) and affective di-
mensions (emotion categories) grounded in
Plutchik’s theory of 8 primary emotions. In the
absence of labeled data, we introduce EOT-X,
a human-annotated collection of 2,400 reviews
with fine-grained emotions and opinion trig-
gers. We evaluate 23 Large Language Models
(LLMs) and present EOT-DETECT, a struc-
tured prompting framework with systematic
reasoning and self-reflection. Our framework
surpasses zero-shot and chain-of-thought tech-
niques, across e-commerce domains.

1 Introduction

Emotional content in customer reviews fundamen-
tally drives consumer behavior (Chen et al., 2022)
demonstrates their direct influence on purchasing
decisions, while (Rosario et al., 2016) establishes
their impact on post-purchase satisfaction. These
emotional expressions powerfully shape how fu-
ture consumers perceive and engage with products
(Greifeneder et al., 2007; Pham, 2007; Kim et al.,
2019; Wang et al., 2022; Bian and Yan, 2022).

Despite these clear benefits, no existing research
in literature has explored the joint task of emotion
detection and explanatory span identification in
e-commerce reviews, leaving a significant gap in

¢ Equal contribution

Review: /'ve been buying these for my mom for 2 years now.
She works in food service, on her feet 10+ hours at a time and
these are the only shoes she will wear to work! A touch wider
than normal shoes (like most skechers) so she can wear thicker
socks in winter and in summer she has room in case her feet
swell a little. Non slip, great arch support; my mom replaces
about every 6mo as she works 6 days a week.

Emotions: Joy, Trust, Anticipation

Figure 1: EOT-X dataset example: Product review with
emotion triggers highlighted by color to indicate corre-
sponding emotions. Each trigger is a contiguous span
showing the emotion’s cause.

understanding what customers feel and why they
feel it.

For instance, merely detecting "disgust" in a re-
view provides limited value compared to identify-
ing that this emotion stems from specific triggers
explicitly stated by customers, such as finding hair
strands in makeup products or discovering expired
skincare items.

We address this gap by introducing Emotion de-
tection and Opinion Trigger extraction (EOT), a
joint task that directly models the bidirectional re-
lationship between emotions and their correspond-
ing opinion triggers, grounded in Plutchik’s theory
(Plutchik, 1980).

Why Plutchik’s 8 Primary Emotions Several
factors guided our choice of Plutchik’s 8 primary
emotions:

(1) LLM Behavior Control: In our preliminary
experiments, unconstrained LLMs generated re-
dundant emotion labels (synonyms and variants)
of basic emotions, creating an "emotion explosion"
that hindered systematic evaluation and compar-
ison. Plutchik’s framework enforces taxonomic
constraints without compromising expressivity.

5515

Findings of the Association for Computational Linguistics: EMNLP 2025, pages 5515-5532
November 4-9, 2025 ©2025 Association for Computational Linguistics



(2) Theoretical Strength: Plutchik’s model bal-
ances positive and negative emotions, backed by
psychological and empirical research. Prior work
(Strapparava and Mihalcea, 2007) often limited
analysis to 6 emotions or focused mainly on nega-
tive ones.

(3) Balanced Scope: (Ekman, 1992) identifies 6
basic emotions, but Plutchik’s model adds granular-
ity by including trust and anticipation, which
are crucial for analyzing customer feedback.

(4) Practical Implementation: Consistent with
(Mohammad and Turney, 2013), our observations
show that annotating hundreds of emotions is costly
and cognitively demanding.

OPINION TRIGGER is a verbatim text segment
from a review that directly shows what caused a
customer’s emotional response, allowing verifica-
tion of the connection between emotions and their
specific causes.

Our contributions are:

1. EMOTION-OPINION TRIGGER (EOT):
The pioneering joint task that leverages LLMs
to unify fine-grained emotion detection and
opinion trigger extraction from customer re-
views, enabling interpretable and actionable
analysis of user feedback (Section 3).

2. EOT-X': The first human-annotated bench-
mark dataset (Section 5.2) of 2,400 reviews
curated from Amazon, Yelp, and TripAdvisor
to support cross-domain generalization. Each
review is labeled with fine-grained emotions
from Plutchik’s 8 primary emotions and ex-
tractive opinion triggers identifying the emo-
tion sources, enabling model fine-tuning.

3. EOT-LLaMA: An edge-deployable LLM
(fine-tuned from LLaMA-3.2.1B-INSTRUCT)
designed to detect Plutchik’s 8 emotions and
extract opinion triggers from customer re-
views. No existing model addresses this dual
task. It outperforms models up to 7x larger
counterparts (Table 4) while remaining de-
ployable on consumer-tier hardware.

4. EOT-DETECT: A structured prompting
framework that leverages systematic reason-
ing and self-reflection steps (Section 4.3),

"https://github.com/yourarnav/EOT-X

achieving superior performance over zero-
shot and zero-shot chain-of-thought (Section
7).

5. COMPREHENSIVE BENCHMARKING: We
conduct the first large-scale evaluation of 23
LLMs (closed- and open-source) for joint
emotion detection and opinion trigger extrac-
tion on customer reviews (Table 2, 3).

To the best of our knowledge, we present the
first unified framework for joint emotion-opinion
analysis, conducting model comparisons at an un-
precedented scale. We will publicly release our
curated benchmark dataset, and fine-tuned model
as foundational contributions to the research com-
munity.

2 Related Work

EMOTION ANALYSIS is crucial in natural language
processing, demonstrating how emotions shape on-
line discourse, decision-making, and user behav-
ior, particularly in e-commerce where customer
reviews influence purchasing decisions (Moham-
mad and Turney, 2013; Malik and Bilal, 2024).
While early approaches focused on sentiment po-
larity (negative, neutral, positive), researchers rec-
ognized the need for nuanced emotion taxonomies
to capture human emotional expression complexity
(Russell, 1980; Ekman, 1992; Plutchik, 2001).

EMOTION-TRIGGER ANALYSIS remains an
under-explored dimension of emotion understand-
ing. Early research utilized rule-based approaches
((Neviarouskaya et al., 2009; Lee et al., 2010) and
statistical methods (Gui et al., 2016; Xia and Ding,
2019) to identify emotion causes in text. Recent
studies examined graph-based models and atten-
tion mechanisms for joint emotion-cause extrac-
tion (Wei et al., 2020; Fan et al., 2021; Singh et al.,
2021) and context-aware trigger identification (Li
et al., 2019). Studies demonstrate the complexity
of linking emotional expressions to triggers. (Singh
et al., 2024) presented EMOTRIGGER dataset, test-
ing LLMs on social media data, showing their limi-
tations in trigger identification despite strong emo-
tion recognition. Emotion-trigger analysis remains
unexplored in e-commerce.

DATASET DEVELOPMENT has driven emotion
analysis research advancement. Key datasets in-
clude SemEval (Strapparava and Mihalcea, 2007),
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GoEmotions (Demszky et al., 2020), and ISEAR
(Scherer and Wallbott, 1994). Domain-specific
datasets like CancerEmo (Sosea and Caragea,
2020) and EmoCause (Gui et al., 2016) emerged.
However, no existing dataset provides emotion la-
bels with trigger annotations for e-commerce plat-
forms.

LLMS have shown exceptional capabilities in
understanding and generating emotionally nuanced
text (Brown et al., 2020; Ouyang et al., 2022). Re-
search has explored their potential for emotion anal-
ysis (Acheampong et al., 2023; Huang and Rust,
2024), demonstrating success in zero-shot and few-
shot settings. The application of LLMs to combined
emotion detection and trigger identification in e-
commerce remains unexplored.

While prior research has significantly advanced
emotion analysis and trigger detection, a critical
gap remains in analyzing customer feedback within
e-commerce contexts—a gap that our work seeks
to bridge.

3 Task Formulation

We define the key components as:

3.1 Review and Emotion Representation

Let R = {R;}, denote a review consisting of N
tokens. We focus on the set of eight primary emo-
tions from Plutchik’s model: £ = {Joy, Trust,
Fear, Surprise, Sadness, Disgust, Anger,
Anticipation}, with an additional Neutral la-
bel for cases in which no discernible emotion is
expressed. Thus, our extended set of possible emo-
tions is: £ = £ U {Neutral}.

3.2 Emotion Detection and Trigger Extraction

A review can have multiple emotions and a
single emotion can have many opinion triggers.
We seek to detect emotions in & present in
R and extract their corresponding OPINION
TRIGGERS characterized as 7. = {(i,7) |
(wj, ..., w;) is a substring explaining emotion e} .
If no emotions in £ are detected, then we assign:
O(R) = {(Neutral,@)}. 7. extractive design
enables direct verification against source reviews.

3.3 Extractive Constraints

Let M be an LLM that, given R and a structured
prompt P, solves:

1. EMOTION IDENTIFICATION: A subset £ of the
8 primary emotions £ expressed in R is selected
by femo(R) — &' C E. If &' = @, we label the
review as Neutral.

2. OPINION TRIGGER EXTRACTION: For each
identified emotion e; € £’, the model extracts a set
of triggers: fiig(R,e;) = T; € S(R), where
S(R) is the set of all possible contiguous sub-
strings in R. For evaluation and verification, each
candidate trigger ¢ € 7; must satisfy the extractive
constraint: V¢ € 7, span(t) C R.

3.4 Output Representation

The final outcome: O(R) = {(e,Tc) | e €
E,Te # @} if at least one emotion from & is
present, and {(Neutral, @)} otherwise.

4 Methodology

Our methodology evaluates three prompting strate-
gies of incrementally increasing complexity, as il-
lustrated in Figure 2. We begin with a Zero-Shot
(ZS) prompt that establishes a baseline with a basic
task description. We then build on this with a Zero-
Shot Chain-of-Thought (ZS-CoOT) prompt, which
encourages the model to generate its own reasoning
steps. Finally, we introduce our proposed EOT-
DETECT framework, which provides a complete,
multi-step reasoning and self-reflection sequence.
This incremental design allows us to systemati-
cally evaluate the benefits of structured prompting
through a clear, strategy-level comparison.

4.1 Zero-Shot Prompting (ZS)

In zero-shot prompting (Brown et al., 2020), we
instruct the LLM to identify emotions and extract
opinion triggers from a given review without any
task-specific examples.

4.2 Zero-Shot Chain-of-Thought (ZS-CoT)

Following (Kojima et al., 2022), this ap-
proach explicitly prompts the LLM to <think
step-by-step> before generating its final output,
encouraging structured reasoning. A key distinc-
tion is that the <reasoning> block is generated
by the model, not provided as input, ensuring the
model articulates its analysis before identifying
emotion-trigger pairs.
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Zero-shot Zero-shot CoT

Task Description
You will be given a customer review from an e-
commerce platform. Your task is to identify
emotions and their corresponding opinion triggers
from the review. Please make sure you read and
understand these instructions carefully.

Task Description
‘You will be given a customer review from an e-
commerce platform. Your task is to identify
emotions and their corresponding opinion triggers
from the review.

+ Identify Emotions: Focus on the eight primary
emotions from Plutchik's model: Joy, Trust, ...no
eemotions ... as Neutral.

+ Extract Opinion Triggers: For each emotion
identified, extract the exact text spans from the
review that explain...

+ Multiple Emotions and Triggers: The number
of emotions may vary per review... Each emotion
may have one or more opinion triggers...

+ Identify Emotions: Focus on the eight primary
emotions from Plutchik's model: Joy, Trust, ...no
eemotions ... as Neutral.

+ Extract Opinion Triggers: For each emotion
identified, extract the exact text spans from the
review that explain...

+ Multiple Emotions and Triggers: The number
of emotions may vary per review... Each emotion |
may have one or more opinion triggers...

Evaluation Steps
Think step by step before providing your answer.
Generate the reasoning steps needed to identify
emotions and their opinion triggers.

EOT-DETECT (Ours)

System Message
You are an expert in detecting the emotions from reviews on an e-commerce platform. Your task is to analyse the
given review and identify ....

Task Description

Your task is to read and analyse the customer review and detect ALL emotions and their corresponding Opinion
Triggers for each emotion.

Definition of Opinion Trigger: An Opinion Trigger is a direct text span...

Emotion Scope: To maintain clarity, simplicity and to avoid emotional overload restrict the Emotions to these eight
primary emotions from Plutchik’s wheel of emotions which are given below:

1.Joy 2.Trust 3.Fear ...

Important Guidelines:

*+ The number of emotions per review is not fixed—multiple emotions can be present...

+ When no emotions are detected in the review, label review as Neutral.

+ Each emotion identified in the review may have one or more Opinion Triggers,...

+ Ensure all emotions and triggers are faithful...

Evaluation Steps
Step-by-Step Instructions to detect Emotions and their underlying Opinion Triggers:
Follow these instructions step by step and one by one carefully to ensure that the predicted emotion and it's Opinion
Trigger is faithful, truthful, and verifiable based on the input review text. Do not invent facts or phrases...
Step 1. Focus on Key Emotions:
* Read the review carefully and analyse what the customer would have felt...
+ After reading and analysing the review, Identify ALL emotions...
Step 2: Link Emotions to Opinion Triggers:
+ For each emotion, identify ALL corresponding Opinion Triggers from the review text.
+ Note that a single emotion may have multiple triggers...
Step 3. Maintain Balance:
+ Capture both majority and minority emotions reflected in the review...
* Ensure no single emotion dominates, unless it is clearly reflected in the review.
Step 4. Keep it Clear:
In this step, please predict ... using the understanding and knowledge you gained from Step 1 till Step 3.

Self Check
Step 5: Final Self-Check Before Answering:
Before finalising your response, carefully go through these self-checks:
+ Emotion Coverage Check: Have you identified all emotions...
+ Opinion Trigger Coverage Check: Have you extracted all possible Opinion Triggers...
+ Emotion Faithfulness Check: Ensure that no additional emotions are inferred beyond what the customer...
- Opinion Trigger Verifiability Check: Have you only extracted exact text spans...
If all four checks are satisfied, proceed with the final output. Otherwise, revise before finalising.

Figure 2: This figure illustrates three prompting strategies for joint emotion detection and opinion trigger extraction
from e-commerce reviews: Zero-Shot (ZS), Zero-Shot Chain-of-Thought (ZS-CoT), and our proposed EOT-
DETECT. ZS provides a basic task description. ZS-CoT adds a "think step-by-step" instruction to encourage
reasoning. EOT-DETECT structures the prompt with a System Message (defining the LLM’s role), a detailed Task
Description (specifying constraints), and a 5-step Instruction sequence (guiding the reasoning process). Critically,
EOT-DETECT incorporates a final Self-Check step to ensure comprehensive emotion coverage, accurate trigger

extraction, and verifiable results.

4.3 EOT-DETECT Framework

We introduce EOT-DETECT, a structured
prompting framework that guides LLMs to perform
emotion-opinion trigger analysis on reviews with
improved instruction compliance. Inspired by in-
sights from human cognitive processes (Fiske and
Taylor, 1991) , our framework interleaves human-
like reasoning steps and self-reflection mechanisms
(or “self-checks”) to ensure extractive trigger
identification and comprehensive emotion cover-
age.

Following our task formulation, we design a
structured prompt P to enforce explicit constraints
on both emotion detection and trigger extraction.
Concretely, EOT-DETECT is defined as a 4-tuple:
P =(s,T,L,R)

(I) System Message (S): Defines the model’s
expert persona and sets the global context for how
the model should interpret subsequent instructions.

(2) Task Description (T): A structured
component that delineates the scope and pur-
pose of the prompt, composed of: T =
(Task Definition, Opinion Trigger Definition,
Emotion Scope, Guidelines)

* Task Definition: Explains that the model
should detect emotions and extract Opinion
Triggers directly from the text.

e Opinion Trigger Definition: Clarifies
that triggers must be exact substrings from
R.

e Emotion Scope: Restricts focus to the 8
Plutchik emotions plus Neutral.

* Guidelines: Reinforces constraints such as
“no modifications” and “multiple emotions
possible,” ensuring faithfulness to the review
text.

(3) Instructions (I): A sequence of 5 carefully
designed reasoning steps that progressively guide
the LLM through the analysis.

Formally: I = (I, 1,13,14,15) where,

* I;: Focus on Key Emotions — Directs the
model to read the review carefully and identify
all relevant emotions (or label as Neutral if
none are found).
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e Io: Link Emotions to Opinion Triggers—
For each emotion, prompts the LLM to extract
one or more text spans from I explaining why
the emotion is present.

e I3: Maintain Balance — Ensures that both
majority and minority emotions are captured,
so no single emotion is over- or underrepre-
sented.

e I,: Keep it Clear — Instructs the model
to finalize all detected emotions and triggers,
adhering to extractive requirements.

e Is: Final Self-Check — A critical self-
reflection step, prompting the LLM to ver-
ify Emotion Coverage, Trigger Coverage,
Emotion Faithfulness, and Opinion Trigger
Verifiability before producing the final out-
put.

(4) Input Review (R): The text from which the
model must extract triggers and identify emotions.

Prompt Execution When the structured prompt
P is fed into an LLM (denoted by M, the model
sequentially processes the system message (S), the
task description (T), the stepwise instructions (I),
and finally the review (R). We denote this process
as: M (P) — O(R), where O(R) is the emotion-
trigger assignment defined in Task Formulation.

Self-Reflection Mechanism A standout aspect of
our framework is the Iy Final Self-Check, which
asks the model to confirm 4 critical conditions be-
fore providing its final answer: (/) Emotion Cov-
erage Check: All expressed emotions (including
minority ones) must be captured. (2) Opinion Trig-
ger Coverage Check: All relevant triggers for each
emotion are extracted, allowing multiple triggers
for a single emotion. (3) Emotion Faithfulness
Check: No extra (unwarranted) emotions are added.
(4) Opinion Trigger Verifiability Check: Every
trigger is exactly a sub-string of k.

This step counters the tendency of LLMs to over-
generalize or hallucinate content by explicitly re-
quiring a final verification loop.

5 Dataset

We utilized multi-domain dataset D =
{Amazon, TripAdvisor, Yelp}, we  em-
ployed Simple Random Sampling Without Re-
placement (SRSWOR) (Cochran, 1977). The

Amazon subset (from Amazon Reviews
’23; (Hou et al., 2024) ) spans subdomains
S = {Beauty, Home,Electronics,Clothing}.
Let P, denote products in subdomain s € S. We
sample ng, = 40 products per subdomain using
SRSWOR: p; ~ SRSWOR(Ps,ns), Vs € S,
yielding » " s ns = 160 products. For TripAdvi-
sor (Li et al., 2014) and Yelp (Yelp, 2025) , we
sampled n; = 40 items each using SRSWOR.

For each product p, we define a length-filtered
review setR, = {r € R;, | 10 < len(r) <
100} to control for verbosity (Kim and Sulli-
van, 2019; Herrando and Constantinides, 2021;
Xie et al., 2022). We then sample m = 10
reviews using temporal stratification: R -~
SRSWOR(Rp,m) st VteT :|RyNRy| x
|R¢|. This ensures: (1) Uniform coverage m = ﬁg—z',
(2) Temporal representation via stratification (error
reduction by /1 — f), (3) Cross-domain indepen-
dence. Total sample size N = 2,400 achieves
power 3 > 0.8 for medium effects (d > 0.5) at
«a = 0.05 with Bonferroni correction (Bonferroni,
1936). We excluded ratings (Mayzlin et al., 2012;
de Langhe et al., 2015; Guo et al., 2020) and helpful
votes (Yin et al., 2014; Lappas et al., 2016; Deng
et al., 2020) due to documented biases.

5.1 EOT-X

We introduce EQT-X, the first human-annotated
benchmark dataset for emotion-opinion analysis
in e-commerce. We constructed EOT-X by col-
lecting annotations for 2,400 reviews. To ensure
annotation quality, each review was independently
annotated by three expert raters to identify emo-
tions (based on Plutchik’s 8 primary emotions) and
their corresponding opinion triggers. This process
yielded a total of 7,200 annotations (3 raters x
2,400 reviews).

5.2 Annotation

Annotation Quality Expert raters were selected
over crowd workers due to concerns regarding an-
notation quality, inter-annotator agreement, and
domain expertise. (Mohammad and Turney, 2013)
identify key challenges in crowdsourcing, such as
unqualified annotators, malicious inputs, and in-
consistent judgments, emphasizing the need for
rigorous quality control. Given our study’s focus
on nuanced emotion analysis, we employed expert
raters with relevant academic training to ensure

5519



higher reliability and consistency in annotations.
They followed detailed guidelines (Appendix D)
and received appropriate stipends.

Domain A1/A2 A2/A3 A1/A3 Average
Emotion Agreement
Beauty 0.88 0.91 0.88 0.89
Clothing 0.88 0.90 0.86 0.88
Home 0.87 0.89 0.87 0.88
Electronics 0.87 0.88 0.87 0.87
TripAdvisor 0.85 0.89 0.87 0.87
Yelp 0.88 0.91 0.89 0.89
Overall Average  0.87 0.90 0.87 0.88
Trigger Agreement
Beauty 0.82 0.85 0.84 0.84
Clothing 0.81 0.84 0.81 0.82
Home 0.81 0.86 0.82 0.83
Electronics 0.82 0.85 0.83 0.83
TripAdvisor 0.83 0.86 0.84 0.85
Yelp 0.83 0.87 0.84 0.84
Overall Average  0.82 0.85 0.83 0.84

Table 1: Domain-wise annotator agreement scores for
Emotion and Trigger identification.

Inter-Annotator Agreement We compute inter-
annotator agreement using Fleiss’ Kappa (Fleiss,
1971) (k) for emotions and triggers. For emotions,
pairwise scores range from 0.85 to 0.91 across do-
mains (Table 1), with an average of 0.88, indicat-
ing almost perfect agreement (0.81 < x < 1.00).

For triggers, we employ a token-level analysis
approach to better accommodate the inherent vari-
ations in span annotation. By tokenizing trigger
spans, we capture partial agreements where annota-
tors identify the same triggers with different bound-
aries (e.g., "very happy" vs. "happy"). Pairwise
scores range from 0.81 to 0.87 across domains
(Table 1), with an average of 0.84, indicating al-
most perfect agreement. This strong token-level
agreement demonstrates consistent identification
of the same key trigger elements despite span vari-
ations.

This indicates humans can reliably identify emo-
tions and their triggers in customer reviews. Exam-
ples of EOT-X are shown in Figure 1.

Handling Annotation Complexity The high
agreement scores for this complex task reflect our
systematic approach to addressing e-commerce re-
view challenges. Our annotation guidelines specifi-
cally addressed linguistic complexity: annotators

were instructed to identify intended emotions rather
than literal meanings when encountering sarcasm,
to use the entire review context when emotional
cues were subtle or indirect, and to apply detailed
protocols for edge cases such as nested spans,
discontinuous triggers, and comparative expres-
sions. Expert annotators performed systematic self-
checks for trigger verifiability, emotion coverage,
and annotation completeness before finalizing judg-
ments. For overlapping trigger spans, we preserved
all annotator-identified spans and applied a longest-
span heuristic to maintain maximal context. This
combination of expert domain knowledge, compre-
hensive linguistic guidelines, and systematic qual-
ity control procedures accounts for the robust agree-
ment despite the inherent complexity of emotion-
trigger annotation in informal e-commerce text.

6 Experiments

Task-Specific Models: Emotion-cause pair extrac-
tion (ECPE) systems (Xia and Ding, 2019; Bao
et al., 2020; Ding et al., 2020; Yuan et al., 2020)
were designed for two-step, clause-level pair extrac-
tion in newswire texts and primarily focus on link-
ing a single emotion clause to one cause clause. In
stark contrast, our work addresses a fundamentally
different task—jointly detecting multiple emotions
and their associated opinion triggers in e-commerce
reviews—where each emotion may be linked to
several distinct textual spans. Consequently, these
methods are methodologically misaligned and ir-
relevant as baselines for our study.

Language Models: We conducted a comprehen-
sive evaluation of 23 language models, comprising
3 proprietary models and 20 open-source models.
The full list of models is provided in (Appendix A),
with their corresponding inference configurations
detailed in (Appendix B) for brevity?.

Fine-Tuned LLMs: We fine-tuned LLaMA-
3.2-1B-Instruct, Qwen2.5-0.5B-Instruct, and
DeepSeek-R1-Distill-LLaMA-8B on the EOT-X
dataset. Our objective was to assess whether com-
pact models can match the performance of larger
counterparts while reducing reliance on costly GPU
infrastructure. Implementation details are provided
in Appendix C.

Rationale for Omitting PLMs for Fine-
Tuning: We chose the aforementioned LLMs over

2All experiments were conducted on H100 GPUs over a
period of 120+ hours.
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PLMs due to their superior capabilities at similar
parameter counts. They support extended context
(up to 128K tokens), generate longer outputs (up to
8K tokens), exhibit enhanced reasoning, and enable
efficient fine-tuning with PEFT (Hu et al., 2021).

7 Results

Evaluation on Aggregated Gold Standard
Dataset We evaluate our models on EOT-X. We
create an aggregated gold standard by combining
annotations from three expert annotators. For emo-
tion detection, a majority vote (at least two out of
three) determines inclusion, ensuring both reliabil-
ity and nuance. For trigger identification, all unique
triggers are preserved, and in cases of overlap, the
longest span is retained to capture complete context.
Preprocessing steps include standardizing product
titles and review texts, exact span matching, and
deduplication. For statistics of the aggregated gold
standard, see Figure 3 and Appendix Table 5.

2000+ r12

1500+

Total Occurrences

1000+

500

Average Metrics

Joy Trust

Disgust Anticipation Sadness ~ Anger  Surprise Fear

m Total Occurrences - Avg Triggers/Occurrence - Avg Trigger Length

Figure 3: Distribution of emotions and triggers across
domains in the EOT-X aggregated gold standard
dataset.

Model Family Behavior Different model
families exhibit distinct characteristics. =~ The
LLAMA series shows moderate performance,

while the  MISTRAL  family—especially
the Mistral-7B-Instruct-ve.2 vari-
ants—demonstrates significant improvements

with our enhanced EOT-DETECT framework.
Similar trends are observed across the PHI and
QWEN families, indicating that intrinsic family
characteristics and pre-training data greatly
influence performance.

EMOTION OPINION TRIGGER
Models P R F1 | EM PM R1 RL
LLaMA-3.2-1B-Instruct_ZS 0.13 0.20 0.10 | 0.03 0.10 0.01 0.01
LLaMA-3.2-1B-Instruct_ZS CoT 0.16 0.31 0.11 [ 0.09 0.09 0.10 0.10
LLaMA-3.2-1B-Instruct_EOT 0.23 0.57 0.33 | 0.11 0.13 0.33 0.28
LLaMA-3.2-3B-Instruct_ZS 0.17 0.07 0.10 | 0.04 0.04 0.05 0.05
LLaMA-3.2-3B-Instruct_ZS CoT 021 0.19 0.16 | 0.11 0.09 0.019 0.17
LLaMA-3.2-3B-Instruct_EOT 049 039 044|026 031 042 037
LLaMA-3.1-8B-Instruct_ZS 0.59 0.52 0.51 | 026 0.37 0.53 0.47
LLaMA-3.1-8B-Instruct_ZS CoT 0.10 0.08 0.06 | 0.10 0.10 0.09 0.05
LLaMA-3.1-8B-Instruct_EOT 0.18 0.16 0.17 | 0.10 0.10 0.17 0.14
LLaMA-3.3-70B-Instruct_ZS 0.19 0.16 0.18 | 0.06 0.13 0.17 0.14
LLaMA-3.3-70B-Instruct_ZS CoT 0.14 0.11 0.08 | 0.03 0.03 0.07 0.04
LLaMA-3.3-70B-Instruct_EOT 0.18 0.21 0.19 | 0.06 0.12 0.18 0.15
Mistral-7B-Instruct-ve.2_ZS 0.69 045 0.54 041 0.33 0.59 0.50
Mistral-7B-Instruct-v@.2_7S CoT 0.71 0.63 0.69 | 0.41 0.33 0.39 0.48
Mistral-7B-Instruct-ve.2_EOT 0.86 0.87 0.86 | 055 034 0.82 0.68
Mistral-7B-Instruct-v@.3_ZS 0.34 0.18 0.23 022 0.13 025 022
Mistral-7B-Instruct-ve@.3_ZS CoT 0.38 030 0.34 | 0.16 0.41 0.58 0.50
Mistral-7B-Instruct-ve.3_EOT 0.59 0.54 0.57 | 0.30 0.32 0.60 0.50
Mistral-Small-24B-Instruct-2501_7S 038 037 037]015 027 038 030
Mistral-Small-24B-Instruct-2501_ZS CoT | 0.33 0.36 0.34 | 0.10 0.26 035 0.28
Mistral-Small-24B-Instruct-2501_EOT 0.37 038 0.38]0.13 0.26 0.38 0.30
Zephyr-7b-beta_ZS 0.52 0.22 0.31 | 0.37 0.17 040 0.35
Zephyr-7b-beta_zS CoT 0.59 0.54 0.57 [ 0.30 0.32 0.60 0.50
Zephyr-7b-beta_EOT 0.66 0.30 0.41 |0.26 0.17 040 0.33
Phi-3.5-mini-instruct_zZS 0.63 0.53 0.58 | 0.51 0.30 0.68 0.58
Phi-3.5-mini-instruct_zZS CoT 0.71 0.59 0.65|0.51 029 0.71 0.60
Phi-3.5-mini-instruct_EOT 0.74 0.66 0.70 | 0.51 0.29 0.72 0.61
Phi-4_7S 081 0.68 0.74 | 049 0.38 0.78 0.65
Phi-4_ZS CoT 0.70 0.69 0.70 | 0.40 0.41 0.73 0.60
Phi-4_EOT 0.86 0.87 0.86 | 0.54 0.35 082 0.67
Gemma-2-2b-it_ZS 0.72 044 0.55|0.38 0.39 044 040
Gemma-2-2b-it_ZS CoT 0.70 0.69 0.70 | 0.51 0.29 0.71 0.60
Gemma-2-2b-it_EOT 0.75 049 0.59 | 0.27 042 0.52 0.46
Gemma-2-9b-it_ZS 0.72 0.54 0.61 | 0.32 047 0.64 0.56
Gemma-2-9b-it_ZS CoT 0.34 0.18 0.23 022 0.13 025 022
Gemma-2-9b-it_EOT 0.56 0.39 0.44 | 021 0.36 047 041
Gemma-2-27b-it_7S 0.49 0.38 043 ]031 028 045 0.38
Gemma-2-27b-it_ZS CoT 0.33 0.36 0.34 | 0.10 0.26 0.35 0.28
Gemma-2-27b-it_EOT 0.34 0.29 0.31 |0.18 0.21 031 0.26
Qwen2.5-0.5B-Instruct_ZS 0.38 030 0.34 | 0.16 0.41 0.58 0.50
Qwen2.5-0.5B-Instruct_ZS CoT 035 0.37 0.36 | 0.12 0.36 0.55 0.48
Qwen2.5-0.5B-Instruct_EOT 0.30 0.46 0.36 | 0.12 0.31 0.52 0.45
Qwen2.5-3B-Instruct_ZS 0.63 0.38 0.48 | 0.26 0.30 0.35 0.32
Qwen2.5-3B-Instruct_zZS CoT 0.56 0.67 0.61 | 0.31 0.30 0.56 0.48
Qwen2.5-3B-Instruct_EOT 0.63 043 0.51 | 0.29 0.35 048 0.42
Qwen2.5-7B-Instruct_ZS 0.75 0.44 0.56 | 026 048 0.54 0.47
Qwen2.5-7B-Instruct_ZS CoT 0.61 0.62 0.61 | 0.28 0.37 0.58 0.49
Qwen2.5-7B-Instruct_EOT 0.67 046 0.55|0.26 0.44 0.54 047
Qwen2.5-32B-Instruct_ZS 0.78 0.54 0.63 | 0.33 0.51 0.72 0.60
Qwen2.5-32B-Instruct_ZS CoT 0.71 0.66 0.69 | 0.31 048 0.71 0.59
Qwen2.5-32B-Instruct_EOT 0.80 0.80 0.80 | 0.42 043 0.78 0.64
Qwen2.5-72B-Instruct_ZS 0.85 0.61 0.71 | 0.33 0.51 0.72 0.60
Qwen2.5-72B-Instruct_ZS CoT 0.71 0.71 0.71 ] 0.38 041 0.74 0.61
Qwen2.5-72B-Instruct_EOT 0.76 0.73 0.75 | 0.30 0.51 0.76 0.62
QwQ-32B-Preview_ZS 0.63 0.61 0.61 | 0.35 0.35 0.69 0.56
QwQ-32B-Preview_ZS CoT 0.62 0.59 0.61 028 0.38 0.66 0.55
QwQ-32B-Preview_EOT 0.64 0.73 0.68 | 0.32 0.40 0.72 0.59
Deepseek-R1_ZS 0.78 0.66 0.71 | 0.32 049 0.71 0.60
Deepseek-R1_ZS CoT 0.75 0.70 0.72 | 0.27 0.51 0.70 0.59
Deepseek-R1_EQT 0.75 0.73 0.74 | 0.28 045 0.72 0.60

Table 2: Performance comparison of open-source
models. Best scores are in bold, and second-best scores
are underlined. Emotion Metrics: P (Precision), R (Re-
call), F1 (F1-score). Opinion Trigger Metrics: EM
(Exact Match), PM (Partial Match), R1 (ROUGE-1), RL
(ROUGE-L). Prompting strategies: ZS (Zero-Shot), ZS-
COT (Zero-Shot Chain-of-Thought), EOT-DETECT
(our framework).

Technique Comparison Across both open- and
closed-source settings, our EOT-DETECT frame-
work consistently outperforms standard zero-shot
and chain-of-thought approaches. For exam-
ple, Mistral-7B-Instruct-v0.2 with EOT-DETECT
achieves the highest emotion metrics (P: 0.86, R:
0.87, F1: 0.86), and among closed-source mod-
els, CLAUDE 3.5 SONNET with EOT-DETECT
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EMOTION OPINION TRIGGER

Models P R F1 |[EM PM Rl RL
GPT-40_ZS 0.79 0.71 0.75 ] 024 0.54 0.73 0.62
GPT-40_ZS CoT 0.59 0.52 0511026 0.37 053 047
GPT-40_EOT 0.69 0.61 0.53|0.28 0.38 0.57 0.49
o1-mini_ZS 0.63 0.53 0.58 | 0.51 0.30 0.68 0.58
o1-mini_ZS CoT 0.71 0.59 0.65| 051 0.29 0.71 0.60
ol-mini_EOT 0.74 0.66 0.70 | 0.51 0.29 0.72 0.61
Claude 3.5 Sonnet_ZS 0.81 0.64 0.71]0.18 0.52 0.65 0.56
Claude 3.5 Sonnet_ZS CoT | 0.69 0.63 0.66 | 0.20 0.57 0.70 0.59
Claude 3.5 Sonnet_EOT 094 0.72 081|035 0.52 0.83 0.68

Table 3: Performance comparison of closed-source
models. Best scores are in bold, and second-best scores
are underlined. Emotion Metrics: P (Precision), R
(Recall), F1 (F1-score). Opinion Trigger Metrics: EM
(Exact Match), PM (Partial Match), R1 (ROUGE-1), RL
(ROUGE-L). Prompting strategies: ZS (Zero-Shot), ZS-
COT (Zero-Shot Chain-of-Thought), EOT-DETECT
(our framework).

records top scores (P: 0.94, R: 0.72, F1: 0.81). This
confirms that our structured prompting framework
is more effective in eliciting nuanced and complete
responses from models. Example responses from
a range of models using our EOT-DETECT frame-
work are provided in Appendix E.

Impact of Parameter Size Our results indicate
a clear trend: larger models generally yield better
performance. Within the QWEN family, increasing
parameters from 0.5B to 72B leads to substantial
gains in both emotion detection and trigger identifi-
cation. However, improvements are also dependent
on model architecture and training strategies, sug-
gesting that model design is as crucial as scale.
It is worth noting that pre-LLM approaches per-
formed so poorly on these tasks—Ilargely due to
their limited training on token data—that we omit
their results for clarity.

Closed-Source vs. Open-Source Closed-source
models (e.g., GPT-40, CLAUDE 3.5 SONNET)
achieve higher absolute performance across met-
rics. Nonetheless, the best open-source models
(e.g., Mistral-7B-Instruct-v0.2 and Phi-4
with EOT-DETECT) perform competitively,
demonstrating that state-of-the-art open-source ap-
proaches are rapidly closing the gap with commer-
cial systems.

Fine-Tuned Models: Additionally, fine-tuned
variants (e.g., LLaMA-3.2-1B-Instruct-FT (EOT-
LLaMA)) generally show improved consistency
over non-fine-tuned counterparts. While fine-
tuning provides task-specific gains, our prompting

strategies—particularly EOT—remain robust and
effective across diverse domains.

EMOTION OPINION TRIGGER
Models P R F1 |EM PM Rl RL

Qwen2.5-0.5B-Instruct-FT 0.33 032 032001 0.05 020 0.15
LLaMA-3.2-1B-Instruct-FT (EOT-LLaMA) | 0.45 0.52 0.49 | 0.20 0.33 0.43 0.37
DeepSeek-R1-Distill-LLaMA-8B 0.36 0.33 0.35(0.02 0.04 020 0.16

Table 4: Performance comparison of fine-tuned mod-
els. Best scores are in bold, and second-best scores are
underlined. Emotion Metrics: P (Precision), R (Re-
call), F1 (F1-score). Opinion Trigger Metrics: EM
(Exact Match), PM (Partial Match), R1 (ROUGE-1),
RL (ROUGE-L).

Error Analysis Through detailed examination
of model outputs, we identified several common
failure patterns:

* Trigger Boundary Detection: Models often
struggle with precise trigger span boundaries,
particularly for complex emotional expres-
sions. For instance, in cases where emotions
are expressed through multiple connected
clauses, models sometimes over-extend or
under-extend the trigger spans.

* Emotion Conflation: We observed that mod-
els occasionally conflate similar emotions, par-
ticularly within Plutchik’s adjacent categories.
For example, “Trust” and “Joy” are frequently
confused when the review expresses satisfac-
tion with product reliability.

* Context Sensitivity: Performance degrades
noticeably when emotions are expressed
through implicit or contextual cues rather than
explicit statements. This is particularly evi-
dent in reviews containing sarcasm or subtle
emotional undertones.

* Trigger Multiplicity: Models show incon-
sistent performance when handling multiple
triggers for a single emotion, often missing
secondary or tertiary triggers that human an-
notators readily identify.

Summary Our comprehensive evalua-
tion—based on a rigorously aggregated gold
standard—shows that: (/) Model families differ
markedly in their baseline and enhanced per-
formance. (2) The EOT-DETECT framework
delivers consistent and significant gains across
a wide range of models compared to standard
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methods. (3 Larger parameter sizes generally
translate to improved performance, with architec-
tural design playing a critical role. (4) Although
closed-source models currently hold a performance
edge, open-source models are rapidly catching up.

These findings underscore the importance of
structured prompt engineering, model scale, and ag-
gregation methodologies in advancing the state of
emotion and trigger detection in natural language
processing.

8 Conclusion & Future Work

This work introduced EOT (EMOTION-OPINION
TRIGGER), the first joint task that unifies emo-
tion detection and opinion trigger extraction in
e-commerce reviews. We demonstrated why a fo-
cused set of Plutchik’s 8 primary emotions provides
the optimal framework for analyzing customer feed-
back, supported by empirical evidence of strong
inter-annotator agreement (emotion x = 0.88, trig-
ger k = 0.84). Some key takeaways are: (a) Our
work presents the EOT-X benchmark—a rigor-
ously annotated dataset. (b)) EOT-DETECT, a
structured prompting framework that achieves supe-
rior performance over conventional zero-shot and
chain-of-thought methods. (c) EOT-LLaMA, an edge-
deployable 1B-parameter model that outperforms
larger models while maintaining efficiency.

Our work aims to establish a foundation for un-
derstanding not just what emotions customers ex-
press, but why they feel them, enabling more nu-
anced analysis of user feedback. We hope our work
catalyzes further advances in emotion-opinion anal-
ysis systems for e-commerce applications.

Limitations

We could not test state-of-the-art OpenAl’s rea-
soning models o1, o03-mini and 03-mini-high as
these required higher-tier API access beyond our
research budget. We observed that when prompted,
OpenAl models GPT-40 and o1-mini prevented
access to their internal chain-of-thought (CoT) rea-
soning steps. This opacity limited our ability to an-
alyze how these models interacted with our frame-
work and hinders further improvements. Note that
this is due to the proprietary, closed-source nature
of these AI models, rather than a limitation of our
framework. While we believe the development of

the EOT-X dataset offers new research opportu-
nities in emotion-opinion analysis, its moderate
size of 2,400 samples stems from the complex-
ity of annotating emotions and opinion triggers at
the phrase level, which is both labor-intensive and
financially demanding in academic research.

Ethical Considerations

We engaged three raters with diverse academic
backgrounds: a Master’s student, a Pre-Doctoral re-
searcher, and a Doctoral candidate. All were male,
aged 24-32, with publications or active research in
emotion analysis and coursework in Consumer Psy-
chology. Raters were compensated appropriately
for their contributions.

EOT-DETECT framework and the EOT-LLaMA
model, a 1B-parameter model fine-tuned
for emotion-trigger analysis in customer re-
views—may occasionally produce hallucinations
or unintended outputs, particularly in complex
cases.

In this work, we define emotion detection and
opinion trigger extraction within the context of ana-
lyzing customer reviews to understand the interplay
between expressed emotions and their underlying
causes. We do not claim that LLMs can experience
or replicate emotions. Researchers should verify
framework and model appropriateness before inte-
gration into evaluation processes, ensuring careful
application in real-world e-commerce scenarios.
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A LLMs Utilized

In our experiments, we adopt a range of recent
widely-used Large Language Models (LLMS). For
our comprehensive experimental evaluation, we
leveraged NVIDIA H10@ GPUs to execute all open-
source models. Proprietary models were evaluated
via their respective vendor APISs.

As stated in the main manuscript, we evaluated
23 language models, which are stratified into two
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principal categories: general-purpose instruction-
following models and models explicitly architected
or fine-tuned for sophisticated, multi-step reason-
ing.

Model Inventory The complete inventory of the
23 models benchmarked in Tables 2 and 3 is as
follows. Models marked with a T are reasoning-
enhanced.

e LLaMA-3.2-1B-Instruct (Meta Al, 2024b)
e LLaMA-3.2-3B-Instruct (Al@Meta, 2024)
e LLaMA-3.1-8B-Instruct (Meta Al, 2024a)
e LLaMA-3.3-70B-Instruct (Meta Al, 2024c)

e Mistral-7B-Instruct-v0.2 (Jiang et al.,
2023)

e Mistral-7B-Instruct-vo.3
2023)

(Mistral Al

e Mistral-Small-24B-Instruct-2501 (Mistral
Al 2024)

* Zephyr-7b-beta (HuggingFaceH4, 2023)

* Qwen2.5-0.5B-Instruct (Qwen Team, 2024)
e Qwen2.5-3B-Instruct (Qwen Team, 2024)
* Qwen2.5-7B-Instruct (Qwen Team, 2024)
e Qwen2.5-32B-Instruct (Qwen Team, 2024)
e Qwen2.5-72B-Instruct (Qwen Team, 2024)
¢ QwQ-32BT (Qwen Team, 2025)

e Phi-3.5-mini-instruct (Microsoft, 2024a)
¢ Phi-4 (Microsoft, 2024b)

e Gemma-2-2b-it (Team et al., 2024)

¢ Gemma-2-9b-it (Team et al., 2024)

e Gemma-2-27b-it (Team et al., 2024)

* DeepSeek-R1t (DeepSeek Al, 2025)

* GPT-40 (OpenAl, 2024)

* o1-minit (OpenAl, 2024)

* Claude 3.5 Sonnet (Anthropic, 2024)

Access to open-source models was facilitated
via the HuggingFace library (Wolf et al., 2020).

Metric Beauty Clothing Home  Electronics TripAdvisor  Yelp

Overall Statistics

Total Emotions 957 897 916 913 1183 1084
Avg Emotions per Review 239 224 229 228 2.96 271
Emotion: Anger
Count (Percentage) 58 (6.1%) 41 (4.6%) 73 (8.0%) 82 (9.0%) 86 (7.3%) 66 (6.1%)
Total Triggers 148 106 221 261 371 270
Avg Triggers per Emotion 255 259 303 318 431 4.09
Avg Trigger Length (words) 6.80 870 8.20 8.52 9.73 9.12
Emotion: Anticipation
Count (Percentage) 105 (11.0%) 100(11.1%) ~ 82(9.0%)  89(9.7%) 180 (152%) 196 (18.1%)
Total Triggers 148 135 122 133 279 300
Avg Triggers per Emotion 141 135 1.49 1.49 155 153
Avg Trigger Length (words) 10.30 10.62 10.24 11.23 10.62 10.40
Emotion: Disgust
Count (Percentage) 139 (14.5%) 111 (124%) 117 (128%) 120 (13.1%) 172 (14.5%) 101 (9.3%)
Total Triggers 292 215 256 277 506 268
Avg Triggers per Emotion 2.10 1.94 2.19 231 294 265
Avg Trigger Length (words) 7.81 8.65 838 9.02 8.92 9.10
Emotion: Fear
Count (Percentage) 14 (1.5%) 4(0.4%) 16 (1.7%) 16 (1.8%) 36 (3.0%) 12 (1.1%)
Total Triggers 18 5 28 64 20
Ave Triggers per Emotion 129 125 125 175 178 1.67
Avg Trigger Length (words) 13.00 12.80 10.30 9.71 1112 10.80
Emotion: Joy
Count (Percentage) 294 (30.7%) 318 (35.5%) 305(33.3%) 282(30.9%) 312(26.4%) 328 (30.3%)
Total Triggers 829 846 809 716 1498 1353
Avg Triggers per Emotion 282 266 265 254 480 412
Avg Trigger Length (words) 7.04 643 697 7.14 8.14 7.86
Emotion: Sadness
Count (Percentage) 12(11.7%) 100(11.1%) 103 (11.2%) 103 (11.3%)  95(8.0%) 76 (1.0%)
Total Triggers 221 204 234 201 262 167
Avg Triggers per Emotion 197 204 227 1.95 276 220
Avg Trigger Length (words) 791 8.80 7.84 8.79 9.57 10.16

Table 5: Gold Standard Aggregated Dataset: Emotion
Statistics across Domains.

Filtering Low-Capacity Models Pilot tests
showed that some earlier Pre-trained Language
Models (PLMs), such as BART (Lewis et al., 2019),
could not follow the multi-step instructions in our
prompt. They would either echo the template verba-
tim or loop incoherently, which is behavior typical
of low-parameter models on long, structured inputs.
We therefore excluded such models from our final
benchmark to ensure meaningful comparisons.

B Inference Configuration Details

For our experiments, we implemented a standard-
ized inference configuration across both closed-
source and open-source LLMs to ensure consis-
tent and reliable outputs. While different LLM
providers recommend varying default settings (e.g.,
GPT-40 suggests temperature=1.0, DeepSeek rec-
ommends (temperature=0.6), we conducted ex-
tensive parameter tuning to optimize for our spe-
cific task requirements.

B.1 Parameter Settings

We empirically determined the following op-
timal configuration: inference_config =
{’ temperature’: 0.2, ’top_p’: 0.95,
"top_k’: 25, ’max_tokens’: 2500, ’'n’: 1}

B.2 Rationale for Parameter Choices

Temperature = 0.2 : We deliberately chose a low
temperature setting for several reasons:
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* QOur task focuses on detection and extraction
rather than creative generation.

* Lower temperature produces more determin-
istic outputs, which is crucial for consistent
emotion detection.

* Reduces variation in trigger span identifica-
tion, leading to more reliable extractions.

* Aligns with our need for precise, focused re-
sponses rather than diverse creative genera-
tions.

TopP-P (0.95) and TOP-K (25): These settings
provide a balanced approach to sampling:

e top-p = 0.95 ensures consideration of the
most probable tokens while maintaining some
flexibility.

e top-k = 25 limits the selection pool to the
most relevant tokens.

* The combination helps maintain coherence
while capturing emotional nuances in the re-
views.

MAX TOKENS (2500): This limit was set to
accommodate:

» Comprehensive emotion analysis.
» Multiple trigger span extractions.

* Reasoning steps in the chain-of-thought
prompting.

* Self-reflection mechanisms in the EOT-
DETECT framework.

These parameters were validated through exten-
sive testing across our evaluation suite, demonstrat-
ing consistent performance in both emotion detec-
tion and trigger extraction tasks. The configuration
prioritizes reliability and precision over creativity,
aligning with our task’s objective of accurate anal-
ysis rather than generative capability.

C Implementation Details of Fine-tuned
Models

We provide comprehensive details about our exper-
imental setup, including data preprocessing, model
architecture, and training configuration. All exper-
iments were conducted using the Unsloth frame-
work.

C.1 Data Preprocessing

We randomly split EOT-X into training (80%), val-
idation (10%), and test (10%) sets, ensuring that
reviews from the same product (for Amazon) or ex-
perience/service (for TripAdvisor and Yelp) were
kept within the same split to prevent data leakage.

Hyperparameter

Value

Dataset Statistics
Training Set
Validation Set

1,919 examples
239 examples

Test Set 241 examples
Model Architecture

Maximum Sequence Length 2,048 tokens
Data Type bfloat16
LoRA Configuration

Rank (r) 128

Alpha 128
Dropout 0.05

Use RSLoRA True
Training Configuration

Number of Epochs 5

Batch Size (per device) 2

Gradient Accumulation Steps 8
Effective Batch Size 16

Total Training Steps 600
Optimizer AdamW
Learning Rate 2e-5
Weight Decay 0.01
Learning Rate Scheduler Cosine
Warmup Ratio 0.05

Early Stopping Patience 2

Early Stopping Threshold 0.005
Save/Evaluation Frequency Every 200 steps
Inference Configuration

Maximum New Tokens 2,048
Temperature 0.2

Top-p 0.95

Top-k 25
Repetition Penalty 1.1

Table 6: Hyperparameters and configuration details for

our experiments.

D Annotation Guidelines

Introduction for Annotators

Dear Annotators,

Thank you for participating in this crucial an-

notation task for EMOTION AND OPINION TRIG-
GER DETECTION in e-commerce reviews. Your
expertise is vital for constructing the high-quality
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EOT-X dataset, which will significantly advance
our understanding of customer emotional responses
and their underlying triggers in product reviews.

In this task, you will identify emotions ex-
pressed in reviews and extract the exact text spans
(OPINION TRIGGERS) that explain why each emo-
tion is present. Please read these guidelines thor-
oughly before beginning the annotation process.

D.1 Task Overview

Your annotation task consists of two main compo-
nents:

Emotion Detection: Identify all emotions ex-
pressed in a review using PLUTCHIK’S 8 primary
emotions.

Opinion Trigger Extraction: Extract the precise
text spans from the review that explain the presence
of each detected emotion.

D.2 Emotion Framework: PLUTCHIK’S 8
Primary Emotions

Focus exclusively on these 8 primary emotions:

* Joy

* Trust

* Fear

* Surprise

* Sadness

* Disgust

* Anger

* Anticipation

Note: If no clear emotion is detected in the re-
view, label it as Neutral.

D.3 Opinion Triggers

An OPINION TRIGGER is defined as a direct extract
from the review that explains why the customer ex-
perienced a particular emotion. Each trigger must
be:

» Extractive: Exactly as it appears in the re-
view.

* Clearly Linked: Directly associated with the
identified emotion.

* Self-Contained: Understandable without
needing additional context.

D.4 Annotation Process

General Instructions

* Read Thoroughly: Carefully read the entire
review before starting your annotations.

* Identify Emotions: Detect all emotions ex-
pressed in the review.

» Extract Triggers: For each detected emotion,
extract all relevant opinion triggers as exact
text spans.

* Documentation: Record your annotations in
the provided format.

* Confidence Level: Only mark emotions and
triggers you are confident about.

D.5 Specific Guidelines for Emotion Detection

* Multiple Emotions: Reviews may express
more than one emotion. Annotate every
clearly expressed emotion.

* Emotion Intensity: Focus solely on the pres-
ence or absence of an emotion; do not attempt
to annotate the intensity.

* Implicit vs. Explicit: Annotate only those
emotions that are clearly expressed. Do not
infer or speculate.

* Contextual Consideration: Use the entire
review context to guide your decision.

Edge Cases and Special Considerations
ger Boundary Cases:

Trig-

Nested Triggers: When a shorter trigger is
nested within a longer one, choose the span that is
most informative and coherent.

Discontinuous Triggers: Do not annotate discon-
tinuous spans. Choose the most representative con-
tinuous span that best explains the emotion.
Comparative Expressions: For comparative state-
ments (e.g., Better than all other brands I've tried),
include the full comparison if it is directly relevant
to explaining the emotion.
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D.6 Special Review Types

Very Short Reviews: Even in very short reviews, if
clear emotional signals are present, annotate them.
In such cases, the entire review might serve as the
trigger.

Technical Reviews: Focus on the emotional con-
tent, not on technical details, unless the technical
detail directly causes an emotional reaction.
Sarcastic Reviews: Identify and annotate the in-
tended emotion rather than the literal meaning. If
sarcasm is detected, note it in the comments field
(if needed).

D.7 Annotation Format

For each review, provide the following information:

¢ Review ID

¢ List of Detected Emotions: For each emo-
tion, include:

— Emotion Label: One of PLUTCHIK’S 8
primary emotions or Neutral.

— List of Triggers: Exact text spans from
the review.

D.8 Format Example

{
"review_id": "123",
"emotions": [
{
"emotion”: "Joy",
"triggers": [
"works perfectly every time",
"excellent battery life”

Quality Control Measures Self-Check Before

Submission:

* Emotion Consistency: All annotated emo-
tions belong to PLUTCHIK’S set or are labeled
as Neutral.

* Trigger Accuracy: Every OPINION TRIGGER
is an exact text span from the review.

* Clear Linkage: Each emotion-trigger pair is
clearly and unambiguously connected.

* Completeness: No clear emotional expres-
sions are left unannotated.

Final Notes (/) Attention to Detail: Your metic-
ulous attention to detail is crucial for the success of
this dataset. (2) Feedback: If you encounter any
ambiguities or issues, please reach out to the re-
search team immediately. (3) Consistency: Main-
tain high consistency across all annotations to en-
sure the dataset is robust and reliable. (4) Expert
Judgment: Rely on your expertise in both emo-
tion analysis and consumer psychology to make
nuanced decisions.

Thank you for your dedication and careful work
in this annotation task. Your contributions are
instrumental in advancing research on emotion-
opinion trigger detection in e-commerce reviews.

E Model Responses

In this section, we present the original customer
review, followed by example emotions and opinion
triggers detected by various LLMs in Table 7 and
8. These examples provide a clear understanding
of how different models interpret the same input
review to detect emotions and triggers.

By presenting the review first, we facilitate a
direct comparison between the input text and the
output generated by different models.
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Review: I’ve been buying these for my mom for 2 years now. She works in food
service, on her feet 10+ hours at a time and these are the only shoes she
will wear to work! A touch wider than normal shoes (like most skechers) so
she can wear thicker socks in winter and in summer she has room in case her
feet swell a little. Non slip, great arch support; my mom replaces about
every 6mo as she works 6 days a week.

MODELS EMOTION OPINION TRIGGERS

Trust * The only shoes she will wear to work

Deepseek-R1 * Non slip, great arch support

Anticipation * She can wear thicker socks in winter
¢ In summer she has room in case her feet
swell a little

Joy * I’ve been buying these for my mom for 2
GPT-40 years now

* These are the only shoes she will wear to
work

* Non slip, great arch support

Trust * These are the only shoes she will wear to
work

* Non slip, great arch support

e A touch wider than normal shoes (like
most Skechers) so she can wear thicker
socks in winter and in summer she has
room in case her feet swell a little

Anticipation * My mom replaces about every 6 months
as she works 6 days a week

Trust * The only shoes she will wear to work
LLaMA-3.3-7@0B-Instruct * Great arch support
Joy * She can wear thicker socks in winter and

in summer she has room in case her feet
swell a little

Anticipation * My mom replaces about every 6 months
as she works 6 days a week

Table 7: Example model responses generated using our EOT-DETECT framework. The table showcases the
models’ ability to jointly detect emotions and their corresponding opinion triggers from a sample review. Each
entry illustrates how specific text spans are identified as triggers, including instances where multiple triggers are
associated with a single emotion.
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MODELS EMOTION OPINION TRIGGERS

Trust * I’ve been buying these for my mom for 2
years now

* These are the only shoes she will wear to
work

* My mom replaces about every 6 months

Claude 3.5 Sonnet

Joy * Non slip, great arch support
* She has room in case her feet swell a little
Trust * These are the only shoes she will wear to
ol-mini work
* Non slip

* Great arch support

* She replaces about every 6 months as she
works 6 days a week

* A touch wider than normal shoes

* She can wear thicker socks in winter and in
summer she has room in case her feet swell a
little

Joy * ’ve been buying these for my mom for 2
years now

* These are the only shoes she will wear to
work

Anticipation | ¢ She replaces about every 6 months as she
works 6 days a week

Joy » She works in food service, on her feet 10+
Mistral-Small-24B-Instruct hours at a time and these are the only shoes
she will wear to work!

* Non slip, great arch support; my mom re-
places about every 6 months as she works 6
days a week.

Trust * ’ve been buying these for my mom for 2
years now.

Anticipation | ¢ A touch wider than normal shoes (like most
Skechers) so she can wear thicker socks in
winter and in summer she has room in case her
feet swell a little.

Table 8: Example model responses generated using our EOT-DETECT framework. The table showcases the
models’ ability to jointly detect emotions and their corresponding opinion triggers from a sample review. Each
entry illustrates how specific text spans are identified as triggers, including instances where multiple triggers are
associated with a single emotion.
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