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Abstract

Recent advancements of general domain ori-
ented Role-playing Agents (RPAs) have en-
abled the agents to maintain character prop-
erties in a wide spectrum of daily tasks beyond
mere scenario based chit-chatting. Nonetheless,
current works lacks consideration of replicat-
ing internal properties of characters like fine-
grained memories, and failed to take account
of aligning with the knowledge boundary of
each character, resulting in degraded personal-
ization and proneness to character hallucina-
tion in general domain. To address these prob-
lems, we draw inspirations from the context ef-
fect theory and propose a retrieval-based frame-
work TAILORRPA to harvest tailored general
domain instructions to improve integration of
fine-grained memories and incorporate general-
domain protective queries to help shape the
character-wise knowledge boundary, alleviat-
ing character hallucination. Based on the frame-
work, we developed a role-playing dataset TAI-
LORGEN, comprising both role-specific and
general-domain instructions. Through empiri-
cal experiments, we proved the superiority of
TAILORRPA in eliciting general domain role-
playing capabilities and alleviating character
hallucination compared to baseline methods,
and explored the existence of character hallu-
cination in state-of-the-art proprietary models
through empirical experiments, underlining the
importance of our work.

1 Introduction

The strong generalization ability of Large Lan-
guage Models (LLMs) has sparked vast research
interest in Role-playing Agents (RPAs), aiming
to mimic the tone, as well as the personality of
a designated character! (Shao et al., 2023; Zhou
et al.,, 2024; Li et al., 2023). Inspired by the
concept that a comprehensive role-playing agent
*Corresponding authors

!we interchangeably use the terms character and role for
the rest of our paper.
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Figure 1: Examples of Character hallucination for
RPAs queried with general-domain instructions. All
dialogues are translated from Chinese.

should not only effectively simulate the given char-
acter in script-based multi-turn chit-chatting, but
also maintain such characteristic when assisting
users with real-world queries (Chen et al., 2024b),
some researchers have commenced to develop role-
playing agents for general-domain queries, exem-
plified by Rolebench-general (Wang et al., 2024)
and MRStyle (Chen et al., 2024b).

However, despite that prior works of general-
domain role-playing agents have showcased strong
ability in simulating external properties like styles
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and personality, the issue of Character hallucina-
tion (Shao et al., 2023) remains under-explored in
general-domain role-playing agents, where role-
playing agents failed to align with the knowledge
boundary of the assigned character (e.g. educa-
tional background, specialty, episodic memories,
etc.) and attempted to follow the instructions ex-
ceeding the boundary. Figure 1(a) provides an ex-
ample illustrating the phenomenon, where an agent
role-playing an average senior high girl attempts
to provide an answer to the query requiring exper-
tise in computer network, despite the knowledge
clearly exceed the coverage of average high-school
students.

Moreover, akin to scenario-based conversations,
role-playing agents are expected to effectively in-
tegrate episodic memories relevant to the general-
domain queries to enhance the immersion of the
role-play experience. Nevertheless, previous works
(Wang et al., 2024; Chen et al., 2024b) only concen-
trated on replicating the external attributes, over-
looking the integration of in-depth properties. Fig-
ure 1(b) demonstrates an example of this phe-
nomenon, where the concurrent agent failed to
leverage the relevant memories and provided a
plain response.

The two issues significantly hampered the
agents’ ability of maintaining character consis-
tency, a vital determinant of the intuition of user
experience towards robust role-playing agents (Tu
et al., 2024). We attribute this discrepancy to the
flaws in existing method of dataset construction,
which took no account of personalization towards
different characters both in query collection and
response generation.

In response to the aforementioned challenges,
we introduce TAILORRPA, a novel framework to
create general-domain role-playing instruction tun-
ing dataset tailored to each characters’ personalized
memories. The framework is comprised of two
stages, beginning with interview questions gener-
ation based on the profiles as well as past experi-
ences to extract episodic memories of characters
and inject role-specific knowledge via parametric
methods (Wang et al., 2024). Then, inspired by
a psychological theory termed as context effect,
which states that people would extract similar
scenarios with current scenes from their memo-
ries (Dulsky, 1935), we introduce a retrieval-based
method to collect general-domain queries more as-
sociated with character’s experiences. Finally, we
evaluate the character-query compatibility with re-

spect of each collected queries and purposely intro-
duce a proportion of low-compatibility queries in
the training set as protective queries (Shao et al.,
2023; Lu et al., 2024; Tang et al., 2024) based on
the compatibility evaluation results to help align
the agent’s knowledge boundary of each character.

Based on the proposed framework, we develop a
comprehensive role-playing dataset TAILORGEN,
comprising of two subsets: scenario-based queries
and personalized general-domain queries. To en-
sure linguistic and knowledge coherence, we gen-
erate all responses with an agent augmented with
external memory and dialogue samples.

Empirical experiments show that the role-
playing agent developed on TATLORGEN success-
fully mitigates general-domain character hallucina-
tion, and achieves competitive performance across
multiple evaluation domains, showcasing the effec-
tiveness of proposed pipeline and dataset. Interest-
ingly, we discovered that proprietary role-playing
models, exemplified by Tongyi Xingchen, are
prone to said character hallucination phenomenon
while they displayed superior hallucination avoid-
ance in scenario-based conversations (Tu et al.,
2024), underlining the urgency of our research.

In a nutshell, our contributions can be summa-
rized as follows:

* To improve fine-grained character memory
integration and alleviating character hallucina-
tion for general-domain role-playing agents,
we introduce TAILORRPA, a framework
based on context effect theory (Dulsky, 1935)
to harvest general domain instructions aligned
with relevant memories of each character as
well as protective queries to help shape the
knowledge boundary.

* Based on TAILORRPA, we develop a com-
prehensive role-playing dataset TAILORGEN,
comprising both personalized general-domain
instructions and scenario-based conversations.

* We evaluate the effectiveness of the proposed
framework by conducting extensive experi-
ments on an agent developed on our dataset,
and discovered the evidence of general-
domain character hallucination in proprietary
role-playing models.

5382



a) Character related data collection | b) Role-

Profile @ 4’@4’
Rai

Dialogue assets

C harac:a_/

Segment »C)Role-

+Summary

©

Lo Role-
Episodic . specific

mem. .
. i questions
construction

Filtering lﬁ

=2

Profile

v Attributes
v’ Experience

v Personality

Mem.

specific interview questions Role-
specific

questions

Script
Agnostic

aise Examine

Script
Related

R

Prot.
Top3

Mem.
mem

@ -
©

Compatibility
classification

Norm.

3,4

DON’T answer any

queries exceeding the
knowledge boundary of
the character!

Figure 2: Illustration of the general-domain role-pl

2 Related Works

2.1 Role-playing Agents (RPA)

Extensive prior research works have focused on
leveraging LLMs to perform role-play, mimicking
fictional characters, celebrities, as well as simulat-
ing human behaviors given a virtual environment.
(Chen et al., 2024b; Shanahan et al., 2023; Chen
et al., 2023; Yang et al., 2024). Various researchers
have explored a broad spectrum of methods to elicit
role-playing capabilities, including non-parametric
(Lietal., 2023; Park et al., 2023), parametric (Zhou
et al., 2024; Shao et al., 2023) and self-alignment
methods (Lu et al., 2024).

To adapt characteristics of the agents to a
wide range of tasks, Wang et al. (2024) proposed
Rolebench-general as the first attempt to energize
role-playing agents in general domain queries. Fol-
lowing the trend, Chen et al. (2024b) developed
StyleRPA, a role-playing agent capable of up to
8 different categories of tasks. However, both
aforementioned works neglected the coherence of
queries and the introduction of aggressive queries,
resulting potential character hallucination (Shao
et al., 2023) and lacking personalization.

2.2 Hallucination of Role-playing Agents

Hallucination has been a long-lasting study in
the field of natural language generation (Ji et al.,
2023b), and the nature of hallucination persists in
role-playing agents. Shao et al. (2023) first intro-
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duced the concept of character hallucination of
the role-playing agents, and introduced protective
experience to the training set, which successfully
mitigates the hallucination phenomena. Ahn et al.
(2024) delved into the issue of point-in-time hal-
lucination, where the role-playing agent should be
aware of the timeline and refrain from exposing any
memories beyond the assigned time point. Sadeq
et al. (2024) proposed a framework to mitigate
cross-character knowledge hallucination by mod-
ulating parametric knowledge of the LLM, result-
ing in significant improvement in factual accuracy
while reducing time-sensitive character hallucina-
tion. In this paper, we extend the concept to general-
domain role-playing, and propose TAILORRPA as
an attempt to alleviate character hallucination for
general domain role-playing agents.

3 Methodology

Figure 2 illustrates the overall framework of our
proposed dataset synthesis framework, TAILOR-
RPA. It begins with the collection of characters’
information, followed by the generation of role-
specific questions and collection of role-oriented
general-domain queries, resulting in a compre-
hensive multi-domain dataset to enable LLMs to
elicit role-playing abilities while mitigating charac-
ter hallucination.
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3.1 Character related data collection

We selected 5 characters from a fictional girls’

Dream Girls’ Band Party as the seed characters
of our dataset due to the availability of abundant
dialogue resources, and well-written evolving story
lines depicting the dynamic interactions of char-
acters in the game.? A detailed list of character
names is available at Appendix B.3.

The proposed framework is not limited to said
characters. It can be easily adapted for other char-
acters given their profiles and real multi-turn dia-
logues.

Character profile summarization. We begin col-
lecting character data by crawling the fine-grained
profiles from the respective Fandom pages. We
especially focus on basic attributes, backgrounds
and personality traits during the crawling process
(Shao et al., 2023; Wang et al., 2024). Then, a
GPT-4o0 is prompted to perform summarization and
translation to obtain a comprehensive yet concise
profile for each character.

Dialogue processing and segmentation. We
designed a human-agent collaboration pipeline to
elicit high-quality episodic memories and dialogue
snippets as role-specific style references. The
whole process is comprised of raw asset pars-
ing, chunk division, episodic memory extraction
and style-reference filtering. Diverged from pre-
vious works, we adopted character point-of-view
narrative when extracting episodic memory (Di-
asamidze, 2014) to obtain diverse and comprehen-
sive episodic memories. The details are available
at Appendix C.1.

Ultimately, we harvested an average of approxi-
mately 380 episodic memories and 46 valid style
references snippets for each character.

3.2 Role-specific interview questions

We create question-answer pairs from fine-grained
episodic memories to embed the character-related
knowledge and experience into the parameters of
the agents (Wang et al., 2024; Ahn et al., 2024).
Specifically, we collect the following two cate-
gories of role-specific questions:

* Script-agnostic questions: we simply prompt

2https ://bang-dream.bushimo. jp/character/
mygo/

3We mainly focus on the inter-character interactions of
each event, as well as the personalities of the said roles, despite
the game itself being a rhythm-oriented game.

the interviewer to raise questions based on the
provided profile.

* Script-related questions: we provide the in-
terviewer with respective dialogue context
and dialogue summary, and instruct the in-
terviewer to raise fact-based questions related
to the dialogue.

Our strategy is diverged from Wang et al. (2024)
in two aspects. First, we assign the task of quality
evaluation to a different agent (specifically, Gem-
ini 1.5 Pro (Reid et al., 2024)) after generating all
the questions to alleviate self-bias during evalua-
tion (Xu et al., 2024; Li et al., 2024a). Moreover,
we only prompt the agent to raise the questions in
this stage, and leave the task of response genera-
tion to another agent denoted in Section 3.4. The
prompts for interviewer and evaluator are available
at Appendix E.

After filtering out low-quality queries with am-
biguous substitutes or containing factual errors, we
perform a de-duplication based on BM25 similarity
(Robertson et al., 2009), resulting in a total of 2,641
role-specific queries altogether.

3.3 Role-oriented general-domain instructions
retrieval

We integrate multi-task queries to our dataset to
guarantee comprehensive role-playing capability
(Wang et al., 2024; Chen et al., 2024b). Different
from previous works, we take the diverse experi-
ences into account when collecting queries tailored
to each character, and integrate protective samples
to mitigate of character hallucination in general-
domain role-playing, due to the knowledge gap
between the actual character’s grasp and the LLM
served as a helpful agent (Shao et al., 2023).

From the theory of context effect, we know that
people would extract similar scenarios with cur-
rent scenes from their memories (Dulsky, 1935).
As we expect role-playing agents to display similar
abilities when augmented with external memory
database (as illustrated in Figure 1(b)), we propose
a retrieval-based general-domain instructions col-
lection pipeline to dig out more queries that can
trigger the context effect. The pipeline consists of
three stages: similarity retrieval from role-specific
queries, character-query compatibility evaluation
and hierarchical sampling.

Similarity retrieval. @ We selected two large-
scale Chinese instruction tuning datasets as the
base pool of our dataset: BELLE-0.5M (Ji
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et al.,, 2023a) and tigerbot-alpaca-zh-@.5m.
4 We first filter out all instructions fewer than
5 words or exceeding 100 words, which leaves
about 900 thousand instructions. The procedure
is followed by the similarity retrieval process,
where we non-repeatedly retrieve instructions with
top-4 cosine similarity against each generated
role-specific question. Specifically, we leverage
TencentBAC/Conan-embedding-v1 as our embed-
ding model (Li et al., 2024b). The retrieved instruc-
tions are then deduplicated with BM25 similarity
against each other (Robertson et al., 2009) to ensure
diversity.

Grading retrieved queries. Although we col-
lected general-domain queries in sematic-based
manner following existing literature (Du et al.,
2024, Zhong et al., 2024), it remains problematic
whether the questions are actually related to the re-
trieved memories. To ensure authentic connection,
we leverage an assessment agent augmented with
top-3 similar episodic memories of the character to
evaluate and classify the retrieved queries into the
following categories depicted in Table 1. Literal
definitions of each category are demonstrated at
Appendix C.2.

Knowledge

Cat. ID S Memories Usage
cope
4 Within Related Normal
3 Within Irrelative
2 Beyond Related .
1 ‘ Beyond Irrelative Protective

Table 1: The properties of categories with respect to
role-query compatibility.

We categorize queries of Class 4 and Class 3 as
normal instructions, and the remaining two classes
as protective instructions (Shao et al., 2023).

Hierarchical sampling. To help agents align with
the real knowledge boundary, we perform a hier-
archical sampling to build a mix of general do-
main dataset, comprising both normal and protec-
tive queries. We randomly sample questions from
the retrieved general split with the ratio of 5 normal
to 1 protective, and perform manual post-filtering
to filter out low-quality questions.

4https ://huggingface.co/datasets/
TigerResearch/sft_zh

3.4 Character data augmented response
generation

Inspired by Zeng et al. (2024), we employed In-
Context Learning paradigm to build a comprehen-
sive response generation agent augmented with
both episodic memory base and style references
of to generate the responses to all queries collected
above. Our proposed agent can be depicted as
Equation 1, with the prompt displayed at Figure 18.

N

Y = "log Py(yely<t, 0, C, M, Sa) (1)
t=1

where 6 denotes the parameters of the LLM, ¢ de-
notes the query, C' denotes the character assigned
to the agent, M and S¢ denotes the retrieved
memories and dialogues with ¢ respectively, N de-
notes the total length of output, and y; denotes the
response of the agent at timestamp t.

In practice, the GPT-4.1 agent is prompted with
reference dialogues S¢ and relevant events M re-
trieved from respective databases to ensure authen-
tic response generation. To effectively capture dis-
tinct stylistic nuances to the response, we prompt-
ing the agent to output reasoning process while
generating the response as in Chen et al. (2024b).

4 Experiments

4.1 Dataset statistics

The resulting dataset TAILORGEN is comprised
of 7,671 samples in training set and 289 samples
in test samples. We added the relevant memory
into the prompt for 20% of the queries in training
set to enable effective collaboration with external
memory bases. The prompt adopted to query our
agent is demonstrated at Figure 19.

We provide detailed statistical features of TAI-
LORGEN in Table 7.

4.2 Objective of the experiments

In this section, we conduct empirical experiments
to validate the effectiveness of proposed TAILOR-
RPA framework and the dataset TAILORGEN de-
veloped on the basis of the framework. Specifi-
cally, we focus on the following research questions

(RQs):

* RQ1: Is the query retrieval pipeline helpful
in crawling more instructions tailored to each
character?
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Figure 3: The classification results of the collected general-domain queries across different collecting methods.
Classes 4 and 3 count as normal queries, and Classes 1 and 2 as protective queries. Detailed definition of each

category is available at Table 1.

* RQ2: How effective is the proposed dataset
TAILORGEN in terms of eliciting agent’s role-
playing performance and mitigating character
hallucination?

* RQ3: Does each part of the proposed methods
contribute to the performance gain of general-
domain role-playing?

* RQ4: How does the proposed agent perform
in terms of character hallucination in out-of-
domain characters?

4.3 Evaluation of role-oriented
general-domain query retrieval pipeline

(RQD)

To validate the effectiveness of query retrieval
pipeline, we illustrate the classification results
of the general-domain split in comparison with
random-sampled baseline. To ablate the influ-
ence of retrieval methods, we constructed another
split leveraging BM25 similarity retrieval (Robert-
son et al., 2009) for comparison. Meanwhile, we
include the Chinese split of Rolebench-general
(Wang et al., 2024) as an additional baseline for
BELLE split, due to the same origin. To ensure
fairness, we ensure that the total number of instruc-
tions collected by all methods was roughly equal
for all settings.

We calculate the proportion of queries fallen in
each of the four categories, and demonstrate the
results in Figure 3. Compared with the random
sampling baseline, our method crawled 3.19x high-
compatibility queries (i.e., queries of classes 4 & 3)
in BELLE-0.5M and 3.45x in TigerAlpaca, which
significantly decreased low-compatibility queries,
showcasing the effectiveness of our pipeline.

4.4 Evaluation of the dataset (RQ2)

In this section, we opt to evaluate the quality of
the proposed dataset TAILORGEN by developing
an role-playing agent with it and leverage LLM-as-
judge paradigm (Tu et al., 2024; Shen et al., 2023)
to perform a comprehensive evaluation of agent’s
responses on variable dimensions in comparison
with state-of-the-art competitors.

4.4.1 Evaluation dimension

Following previous works (Tu et al., 2024; Chen
et al., 2024a), we conduct a comprehensive evalua-
tion on the agents’ responses with respect to the fol-
lowing dimensions. Note that dimension G.HAL
is only evaluated in general-domain queries, which
is signified by the "G." prefix.

* Linguistic style (STY): Does the response
align with linguistic patterns and manners as
the reference dialogues of the character?

* Personality (PER): Does the personality por-
trayed in the response consistent with the de-
scription of the character?

* Knowledge exposure (KB): Is the agent capa-
ble of properly recall knowledge (especially
relevant memories) related to the query in its
responses?

* General-domain hallucination avoidance
(G.HAL): Is the agent capable of performing
appropriate response according to the knowl-
edge and competence scope (i.e., refuse to
answer the query when it exceeds the charac-
ter’s grasp)?

The scores of above dimensions are all ranged
from 1 to 4, and evaluation prompts are demon-
strated at Appendix E.3.

5386



| Role-specific domain |

General domain

Domain LLMs
|STY PER KB |STY PER KB G.HAL

Qwen2.5_7B_Instruct | 3.13  3.58  3.38 | 276 3.17 287  3.06
Oven  LAMA3.1 8B Instruct | 327 361 334 | 278 308 298 2380
P GLM4_9B_Chat 290 329 307 |227 273 234 322
Deepseek-R1_8B 304 347 331 | 251 299 265 3.02
Closed GPT-40-mini | 341 3.80 3.60 | 287 329 295 336
Provrietar Tongyi Xingchen 299 347 3.07 248 3.05 254 3.02
P y Doubao Character 320 346 3.09 | 261 3.06 281 2.88
Ours Qwen25_7B_LoRA | 344 381 346 |3.02 353 299 343

Table 2: Main evaluation results of various LLMs on our test set. The best result for each dimension is highlighted

with bold font, with the second best underlined.

4.4.2 Dataset quality evaluation

To examine the quality of our proposed dataset, we
randomly sampled 30 items from each split of the
constructed dataset and performed evaluations on
the dimensions outlined in Section 4.4.1. To en-
sure the fidelity of LLM judges on the proposed di-
mensions, we invited three human-based evaluators
with ample knowledge of the characters involved
in our dataset to perform human-based evaluations
on the said sub-splits and examined the consistency
among human evaluators and LLM, as suggested
by Chen et al. (2024a). The details of the human
evaluation will be discussed in Appendix A.3.

The evaluation results of the quality evaluation
are demonstrated in Table 3, showcasing the high-
quality nature of our dataset. Furthermore, as
shown in Table 3, the Fleiss’ x (Fleiss, 1971) across
all dimensions proved a moderate level of agree-
ment among human evaluators and the LLM eval-
uator (in this case, we chose Deepseek-VS5 as the
LLM evaluator since it revealed the best agreement
with human evaluators).

Role-specific General

Avg. K Avg. K
STY 3.86 0.459 | 3.50 0415
PER | 391 0479 | 3.70 0.430
KB 390 0463 | 391 0.631
G.HAL | NJA N/A | 384 0.519

Table 3: Quality evaluation result

https://chat.deepseek.com

4.4.3 Experiment setup

We perform experiments with TAILORGEN on a
broad spectrum of LLMs, covering the range of
open-source, close-source and role-play proprietary
models.

Baseline models We employ the following lan-
guage models as non-parametric baselines of TAI-
LORGEN, augmented with episodic memories and
dialogue references in prompt. The full prompt is
available at Figure 19.

* Open-source: Llama3.1-8B-Instruct (Dubey
et al., 2024), Qwen2.5-7B-Instruct (Team,
2024), Deepseek-R1-8B (Guo et al., 2025)
and GLM4-9B-Chat (GLM et al., 2024) are
selected as open-source baselines.

* Close-source: We select GPT-40-mini (Ope-
nAl, 2024) as the closed source baseline of
our dataset.

* Role-play proprietary models: We se-
lect Tongyi Xingchen® and Doubao Charac-
ter (doubao-lite-32k-character-250228)
7 as the representative of role-play proprietary
models. We follow the setup process and up-
load collected episodic memories and refer-
ence dialogues to ensure the best performance.

Implementation details To ensure fairness compe-
tition, we uniform all generation parameters with
the temperature set to 0.4 and default top_p. Both
top_k’s for dialogue and episodic memory retrieval
are set to 3 for prompt-based agents.

https://tongyi.aliyun.com/xingchen/
7https://console.volcengine.com/ark/region:
ark+cn-beijing/model/detail?Id=doubao-1lite-32k
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For tuning-based agent, we leveraged LLaMA-
Factory (Zheng et al., 2024) to perform LoRA fine-
tuning (Hu et al., 2021) on Qwen2.5-7B-Instruct
model (Team, 2024). Different from prompt-based
agents, we only include top-3 memories during
inference and no dialogue reference is incorpo-
rated. Detailed hyper-parameters are available at
Appendix A.1.

4.4.4 Main results

The evaluation results of all competitors are illus-
trated at Table 2. We adopt the same LLM judge
(i.e., Deepseek-V3) as verified in Section 4.4.2.

Results show that our tuning-based agent out-
performs most competitors, including two propri-
etary models across all dimensions in both domains.
Most importantly, our dataset provides significant
performance boost for Qwen2.5-7B compared to
prompt-based counterpart, showcasing the effec-
tiveness of the proposed TAILORGEN.

Additionally, we observed the following phe-
nomena from the experimental results:

Significant performance gap exists between
two domains. All agents, including ours, received
significant performance drop in general-domain
compared to role-specific domain. We regard this
as a normal phenomenon, due to the vast gap be-
tween reference dialogues and real-world scenar-
ios.

Better hallucination avoiding ability of non-
proprietary agents. We discovered that propri-
etary agents struggle at G.HAL domain, despite the
former showcased strong hallucination avoidance
in scenario-based conversations (Tu et al., 2024).
The discrepancy may provide evidence that halluci-
nation avoidance fails to generalize across domains,
and we leave the validation to future work.

In addition, we conducted automatic metrics
evaluation across all competitors, with results avail-
able at Appendix A.2. Furthermore, we provide
demonstrations in terms of the agents’ interactions
for case study at Appendix D.

4.5 Ablation studies (RQ3)

General domain
STY

PER KB G.HAL
Ours | 3.02 353 299 343
Random (Rolebench) | 2.67 3.20 283  3.06
No protective 2.83 324 295 3.08

Table 4: Results of ablation studies

In this section, we seek to examine the effect of
retrieve-based general-domain instructions and the
introduction of protective queries.

We developed two additional agents with
datasets containing ablated general-domain splits.
First, we follow previous works (Wang et al., 2024;
Chen et al., 2024b) to replace general-domain split
with instructions collected with random sampling
to derive the "Random" split. Secondly, we re-
place all protective instructions from the training
set, with the same amount of normal queries to
obtain the "No protective" split. For fairness, we
ensure the numbers of three training sets to be ap-
proximately identical, with all other settings, in-
cluding the test set, the role-specific split and train-
ing hyper-parameters unchanged.

The evaluation results illustrated in Table 4
show significant performance drop for both derived
agents compared to ours, especially for G.HAL.
This provides a strong evidence to support the ef-
fectiveness of our proposed retrieval-based dataset
and the inclusion of protective split.

4.6 Experiments on out-of-domain characters
(RQ4)

To examine the generalization of hallucination mit-
igation on out-of-domain characters, we performed
experiments following the "Role Generalization"
settings as Wang et al. (2024). Specifically, we
alternatively hold-out each character in the original
training set of TAILORGEN to develop five distinct
agents, which are then evaluated by the original
test set. Then, we report the average performances
of the agents with regards to each dimension of
in-domain character and out-of-domain character
respectively. In this setting, the hold-out character
for each agent becomes the out-of-domain charac-
ter.

We provide details of the out-of-domain set-
tings as well as the results and analysis in the Ap-
pendix A.4.

5 Conclusion

In this paper, we propose TAILORRPA, a novel
retrieval-based framework aimed at eliciting high-
quality general-domain instructions tailored to
diverse backgrounds of characters. We con-
structed a multi-domain role-playing dataset TAI-
LORGEN based on the basis on the framework,
and incorporated protective queries introduced to
mitigate general-domain character hallucination.
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Extensive experiments demonstrates the effective-
ness of our dataset in eliciting general-domain role-
playing ability and hallucination mitigation. We
hope our work will motivate more follow-up re-
searches on general-domain role-playing and char-
acter hallucination.

Limitations and Future work

Despite we obtained satisfactory results from TAI-
LORGEN, we still discover some limitations in
this work. Firstly, the characters and the scale of
datasets involved are limited in this paper, and the
mitigation of character hallucination on hold-out
characters remains under-explored, which we leave
as future work. Moreover, multi-turn general do-
main data is not yet available in TATLORGEN, since
we have not discovered a method to efficiently bal-
ance character identity and contextual coherence
in terms of iterative construction of multi-turn sam-
ples.

In the future, we plan to conduct a further re-
search into the general-domain character hallucina-
tion by expanding the scale of characters involved.
This can be done by gradually integrating other
members including both fictional and real char-
acters from various sources. Furthermore, as the
context effect itself incorporates multiple factors
other than semantic similarity (e.g. emotions sim-
ilarity), we would incorporate these factors in the
general-domain query retrieval process. Follow-
ing the trend of multi-modal integration (Dai et al.,
2024; Jiang et al., 2024), we also plan to leverage
the motion data bundled in the reference dialogues
to develop role-playing agents with motion simula-
tion and voice simulation.
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ing our work.
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we adopted open-source instruction tuning
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censed under Apache-2.0 license and BELLE-
0.5M (Ji et al., 2023a) licensed under GPL v3
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collected from Fandom is subject to CC-BY-
SA license.

* Copyright of assets We acknowledge the
copyrights of all dialogues involved in BanG

Dream Girls’ Band Party as well as charac-
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adopted these assets only for academic pur-
poses instead of commercial use, we consider
our leverage of these assets fall within the
scope of "fair use". Besides, we do not di-
rectly include any original dialogue snippets
in the public version of TAILORGEN. Instead,
only the by-products will be included, includ-
ing scenario-related questions, summarized
episodic memories, etc. Therefore, we con-
sider that no violation of copyright has oc-
curred throughout the whole framework as
well as the resulting products.

» Safety concerns Since BanG Dream Girls’
Band Party is rated for age 3+ in both Google
Play® and App Store’, we are pretty sure
the assets are immune of unsafe contents in-
cluding harassment, sexual, bias, or violence.
Nonetheless, we perform rigorous manual
post-filtering on our dataset to remove any
malicious contents as an additional precau-
tion step. Nonetheless, we must remind of
the potential out-of-character and unexpected
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GEN despite our best efforts.

* Terms of use Following the licenses of rel-
evant artifacts, we restrict the access to our
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A Additional experimental information

A.1 Hyper-parameters for LoRA fine-tuning

We performed LoRA fine-tuning (Hu et al., 2021)
on Qwen2.5-7B-Instruct backbone (Team, 2024)
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with the training set of TAILORGEN with 2
NVIDIA RTX-4090 GPUs to develop our own role-
playing agents. One training procedure would take
approximately 40 minutes in our setup. The de-
tailed hyper-parameters are demonstrated in Ta-
ble 5.

Specifically, the versions of the relevant pack-
ages we used include: torch==2.4.1, transform-
ers==4.46.1, peft==0.11.1, nltk==3.9.1, rouge-
chinese==1.0.3 and llamafactory==0.9.2.dev0.

Hyperparameter Value
Per-device batch size 16
Epoch 3
Precision BFloatl6
Learning rate 2.0 x 107°
Learning rate decay Cosine
Warm-up strategy Linear
Warm-up ratio 0.03
lora_rank 16
lora_alpha 32
Attached layers All linear layers

Table 5: Hyperparameter settings for the model training.

A.2 Automatic evaluation results

We illustrate automatic evaluation results in this
section. Specifically, we include metrics of BLEU-
4 (Papineni et al., 2002), ROUGE-1, ROUGE-2 and
ROUGE-L (Lin, 2004). The results are available at
Table 8.

A.3 Details of human evaluation

As LLMs could face potential challenges in com-
prehending the diverse domains in role-playing
evaluation and may struggle to reach agreement
with human evaluators with ample knowledge of
the target characters (Chen et al., 2024a), we opt to
perform human evaluation on a small, non cherry-
picked subset of TATLORGEN and examine the con-
sistency of human experts and the LLLM evaluator
to ensure that the LLM judge fully comprehends
the requirements of each dimension.

Specifically, to prevent the introduction of prior
bias and ensure that all evaluators are acquainted
with the characters involved in TAILORGEN , we
sent recruitment information online and performed
one-on-one interviews for each applicant before
accepting them to the further stage of evaluation.
The interview is comprised of elaborating their un-

derstandings towards the characters, as well as dis-
ambiguation of plots or events, along with other
measures. Finally, we graded the results and in-
vited the best three performers to the evaluation
stage. In this stage, all applicants will be isolated
with actual data in TATLORGEN, thus we believe
no bias towards our method would be introduced
in this stage.

Secondly, the human evaluators will perform
their evaluations on the subsets we randomly sam-
pled from the training set, comprising of 30 sam-
ples for both role-specific and general domains
respectively. Specifically, we provide detailed in-
structions as well as guidelines with regards to each
dimension in the introduction page, which is iden-
tical to the instructions and guidelines outlined in
the prompts we presented to the LLM judge (avail-
able at Figures 21 to 24). Then, for each entity in
the subset, we provided the name of the character,
the QA pair, as well as relevant memory retrieved
from the memory base, and the evaluator is asked
to grade all dimensions from 1 to 4. On average, it
took approximately 15 minutes for each evaluator
to finish the whole evaluation, and each evaluator
was paid $2.5 for completing the evaluation, which
exceeds the minimum hourly wage of the region.

After collecting all results, we performed LLM-
based evaluation with Deepseek-v3 on the same
subset, and validated the consistency between hu-
man evaluation results and that of LLM with re-
spect to each dimension. Specifically, we leveraged
Fleiss’ « (Fleiss, 1971) as the consistency measure-
ment. As shown in Table 3, our LLM judge is able
to reach moderate level of agreement with our hu-
man evaluators, which proved the effectiveness of
the LLM judge on the dimensions we defined.

A.4 Details of experiments on out-of-domain
characters

In this section, we perform additional experiments
to evaluate the performance of our agent devel-
oped on TATILORGEN. As existing role-playing
instruction tuning dataset either lack fine-grained
memories (Wang et al., 2024, (Chen et al., 2024b))
or style references, we would encounter great diffi-
culties in incorporating these datasets as out-of-
domain data. Instead, we chose to follow the
"Role generalization" evaluation settings outlined
in Wang et al. (2024) to evaluate out-of-domain
characters by alternately assigning hold-out char-
acters in the training set.

Specifically, we alternately assign one of the
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Figure 4: The framework of out-of-domain experiments. The notion "IND_x" and "OOD_x" represents the average
scores of in-domain data in the full test set (i.e. characters other than x) and out-of-domain (i.e. character x) data

respectively.
STY PER KB G.HAL
hold-in  hold-out | hold-in  hold-out | hold-in hold-out | hold-in  hold-out
Tongyi Xingchen 2.59 2.45 3.07 3.09 2.75 2.43 3.01 3.05
Doubao Character 2.82 2.69 3.32 3.13 2.93 2.71 2.87 291
Qwen2.5_7B_Instruct 3.18 3.03 3.16 3.40 3.06 2.79 3.06 3.05
Ours (raw) 3.21 3.10 3.66 3.59 2.90 3.59 3.59 3.46
Ours (w/ holdout) 2.96 3.03 3.53 3.50 2.87 3.28 3.28 3.31

Table 6: Out-of-domain results on the general domain of test set of TAILORGEN. The "hold-in" column in
each dimension represents the results concerning the characters involved in training Ours (w/ holdout), whereas
"hold-out" represents the results concerning the character excluded from the above training. While all characters
are deemed as in-domain for Qurs and out-of-domain for the prompt-based methods, we still report the results

separately to provide a straightforward comparison.

five characters involved in TAILORGEN as hold-
out character, and filter out any data related to this
character in the training set, which would result in
five distinct agents. Then, we would evaluate all
five agents with the original full general-domain
test set, which would render the hold-out character
as out-of-domain. Finally, we separately report the
average scores of hold-in (i.e., the rest four charac-
ters in the training set) and that of hold-out for each
dimension in general-domain. We did not evalu-
ate the performance of role-specific domain in this
step, as both memory integration and hallucination
alleviation is focused on general domain in this
work. Moreover, the effects of generalization in
role-specific domain have already been studied in
RoleLLM (Wang et al., 2024). As for prompt-based
methods, we would simply compute the average
of both hold-in and hold-out results using the raw
evaluation results in Table 2.

The results of the out-of-domain experiments are
demonstrated in Table 6. For each dimension, the
column "hold-out" represents the average score of
the character excluded from the training set in each
setting, whereas "hold-in" represents the average
score of the characters kept within (i.e., the char-
acters involved to develop Ours (w/ holdout) in
Table 6).

Across all domains in general split of the test
set, our proposed method is able to maintain the
competitive performance for the hold-out character,
with only minimal performance drop compared to
the full agent (i.e. Ours (raw) in Table 6) due to
the reduced size of the training set. Nonetheless,
the agents with holdout characters still success-
fully outperform both prompt-based method (i.e.
Qwen2.5_ 7B_Instruct in Table 6) and the role-
play proprietary models across all dimensions, pro-
viding a strong evidence in favor of the efficiency
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of our proposed methods.

B Details about the dataset

B.1 Detailed dataset statistics

We provide detailed statistical figures regarding our
dataset TAILORGEN at Table 7.

Train Test
# Characters 5
# Episodic mem. 1901
# Style ref. dials 232
# Role-specific ex. 2510 131
Script Agnostic 244 17
Script Related 2266 114
# General domain ex. | 5161 147
Normal queries 4318 100
Protective queries 843 47
Avg. inst. words 29.85 38.66
Avg. resp. words 30.31 39.40

Table 7: Statistics of the dataset

B.2 Comparison with concurrent works

We provide a comparison between our TAILOR-
GEN and recent concurrent works in terms of do-
main coverage, hallucination and style reference at
Table 9.

B.3 Names of character involved

‘We include the character’s names and a one-liner
introduction to these characters at Table 10 for read-

that the introductions presented here are the official
introductions bundled in BanG Dream Girls’ Band
Party and are diverged from the character profiles
collected in Section 3.1.

B.4 Involved events in BanG Dream Girls’
Band Party

We include a table of the events extracted from the
asset files of BanG Dream Girls’ Band Party at
Table 11. Specifically, we present the amount of
style reference dialogues and episodic memories
extracted from each event.

It is worth noting that area conversations out-
lined in the table represents a series of daily chit-
chats between two random characters taken place
across the map of the world in the game. Since

these conversations are mainly comprised of bi-
lateral chats and are not related to the evolution
of main line story, we adapt a slightly different
method to extract episodic memories by directly
incorporating the dialogue summaries of each con-
versation as episodic memories for all participants
of the dialogue.

C Details regarding the proposed pipeline
TAILORRPA

In this section, we provide detailed explanations
regarding the steps of TATLORRPA that were un-
able to illustrate in the main section due to space
constraints.

C.1 Detailed steps of asset pre-processing

In this section, we dive into the detailed steps re-
garding the extraction of episodic memories and di-
alogues from Simplified Chinese version of BanG
Dream Girls’ Band Party asset files.

C.1.1 Dialogue preparation

Raw asset parsing We extract the complete di-
alogue contents from the Simplified Chinese ver-
sion of .asset files located in the resource pack
of BanG Dream Girls’ Band Party, followed by
manual checking for missing names and format
conversion to obtain coarse-grained dialogues. A
detailed list of the events involved can be found at
Appendix B.4.

Chunk division To obtain more fine-grained
script snippets and episodic memories, we prompt
Gemini-exp-1121 (Reid et al., 2024) with 1-shot
manually crafted example to segment the multi-
round dialogues of an episode into several shorter
sub-episodes with the respective dialogue event
summaries. The prompts used for segment is dis-
played at Figure 11.

C.1.2 Episodic memory extraction

We leverage a Gemini-exp-1121 agent to perform
episodic memory extraction with respect to differ-
ent characters. First, we concatenate event sum-
maries of all sub-episodes from the same episode
into episode-grained event summaries.

Our method diverges from the method adopted in
TIMECHARA (Ahn et al., 2024) in that we prompt
the agent to generate episodic memories from the
perspective of a designated character (i.e., charac-
ter point-of-view narrative), rather than assigning
events to participated characters (i.e., omniscient
point-of-view narrative) (Diasamidze, 2014).
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LLMs ‘

Role-specific domain ‘

General domain

Domain
| B4 R1 R2 RL | B4 R1 R2 RL
Qwen2.5_7B_Instruct | 3.04 3133 846 21.89 | 944 4107 2002 346
Oven LLaMA3.1_8B_Instruct | 497 3195 875 2365 | 629 3592 1603 29.04
P GLM4_9B_Chat 259 3027 740 2098 | 7.10 3540 1567 28.90
Deepseek-R1_8B 208 3071 880 2072 | 7.1 4234 2064 3520
Closed GPT-40-mini | 406 3450 1032 24.82 | 950 3647 17.06 31.03
, Tongyi Xingchen 446 2948 764 2192 | 977 4083 2096 35.6

Proprietary

Doubao Character | 6.54 3043 9.80 2455 | 1128 3545 1877 31.88
Ours Qwen2.5_7B_LoRA | 8.66 38.80 12.62 30.11 | 1501 44.25 2319 3852

Table 8: Automatic metric evaluation results on our test set. The best results of each column are emphasized, with

the second best underlined.

More specifically, TIMECHARA opted to com-
prehend the whole scenario from a third-party
viewer’s perspective, and assigned each key event
to its corresponding participants. While effective,
we argue this method lacks consideration regarding
the differences in terms of the emphasis for differ-
ent participants, resulting in reduced diversity and
personalization. Furthermore, we argue that partic-
ipants in the scenario should hold memory to not
only the events they directly participation, but also
of the events they observed, as this ensures a com-
plete reconstruction of the relevant scene through
the memory of either character.

In response, we propose a distinct method of
extracting more comprehensive episodic memories
with character point-of-view. That is, we prompted
the LLM with the summary of the scene, as well
as the original dialogue and asked for a summary
of the events experienced and observed by one of
the participants in the scene from his/her point of
view. In this way, we could obtain more diversi-
fied and comprehensive episodic memories with
regard to each character based on their participa-
tion. Figure 16 illustrates the prompt used to extract
character-oriented episodic memories.

To illustrate the difference, we present the ex-
tracted episodic memories with both methods for
the same scenario. We can tell from Figure 8
that omniscient point-of-view completely omits To-
mori’s memories from the description of Taki’s
elder sister, while our method is able to extract this
piece of event despite Tomori did not directly par-
ticipate in the discussion. Moreover, the result in
Figure 9 shows that our method is able to change
the focus with the change of narration. Further-

more, we provide a comparison of episodic mem-
ory diversity by calculating correlated ROUGE-L
(Lin, 2004) between pairs of episodic memories.
As shown in Figure 10, our method is able to sig-
nificantly reduce sequence overlapping of episodic
memories compared to omniscient method.

Finally, we perform a manual annotation of time-
line and sorted the memories accordingly, since
the dialogues reveals too little of such evidence to
conduct automatic annotation.

C.1.3 Style reference filtering

We rigorously performed filtering on all sub-
episodic dialogue snippets to ensure high-quality
references. Specifically, we leave out the dialogues
coherent to one of the following scenarios: (1) non-
alternative characters, i.e., same speaker for two
consecutive dialogue turns, or (2) the role of inter-
est uttered for less than 2 times in this snippet.

C.2 Definition of character-query
compatibility

This section provides detailed definitions of each
categories of character-query compatibility de-
noted in Section 3.3. The prompt adopted for grad-
ing is displayed at Figure 17.

* Class 4: The knowledge required by the query
completely falls within the scope of the char-
acter, and the episodic memory is highly cor-
related to the query that the agent is capable
of integrating the respective episodic memory
into the response.

* Class 3: The knowledge required by the query
falls within the scope of the character, but
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Dataset name # Chara. Role-specific General-domain Hallucmz.ltlon Style ref.
Protection
CharacterLLM 9 (EN) v/ X v (Scenario) None
CharacterGLM 250 (ZH) X X X None
MMRole 72 (ZH+EN) v X X None
RoleLLM 95 (EN), 5 (ZH) v / (Random) X Seript
snippets
MRStyle 1432 (ZH) X v (Random) X Quotes
TAILORGEN v .
(Ours) 5 (ZH) v (Role-oriented) v (General)  Dialogues

Table 9: Comparison between our role-play dataset and concurrent datasets: CharacterLLM (Shao et al., 2023),
CharacterGLM (Zhou et al., 2024), MMRole (Dai et al., 2024), RoleLLM (Wang et al., 2024) and MRStyle (Chen

et al., 2024b).

the episodic memory does not contribute to
solving the problem. As a result, the agent
will answer the question with the underlying
knowledge of LLM and the linguistic style of
the assigned character.

Class 2: The knowledge required by the query
is beyond the scope of the character, yet the
episodic memory is somewhat correlated to
the problem that the agent may attempt to
provide an ambiguous answer on such basis.

Class 1: The knowledge required by the query
is beyond the scope of the character, nor does
the episodic memory provide sufficient contri-
bution to the forming a solution. The agent is
expected to refrain from answering this type
of question by claiming ignorance.

D Case studies

In this section, we present some generated exam-
ples with comparison against baseline models to
illustrate the ability of the agent derived with TAI-
LORGEN. For simplicity, we will refer to the
agent as TAILORGEN-Qwen in the following con-
tents. Please beware that the choices of exam-
ples DOES NOT reflect our preference or dis-
preference towards the characters.

D.1 Hallucination avoidance

Figure 5 demonstrates a typical example of char-
acter hallucination in general-domain questions.
As the character (Tomori) did not reveal explicit
proficiency in computer science, the query of gen-
erating pseudo codes is expected to be rejected,
yet the proprietary model still provides us with a

normal answer as a general assistant, a behavior
which introduces evident out-of-character behav-
iors. On the other hand, our TAILORGEN-Qwen
has successfully claimed ignorance with Tomori’s
tone as expectation.

D.2 Integration with external memory

Figure 6 demonstrates a comparison of memory
integration between proprietary role-playing model
(i.e., Tongyi Xingchen) and our TAILORGEN-
Qwen. While both agents produce satisfactory
response given the metaphor request, TAILORGEN-
Qwen provides a better metaphor by integrating
Taki’s episodic memory of her observation.

D.3 Comparison with ablated agents

In this section, we provide a comparison of the
diverged responses of the agents developed with
ablated general-domain splits as outlined in Sec-
tion 4.5.

As shown in Figure 7, when prompted with the
same question beyond knowledge grasp, both the
"No protective" and "Random" are prone to char-
acter hallucination and provided answers. This
provides a valid verification of the effectiveness of
the retrieval-based query collection pipeline as well
as protective query introduced in our framework
TAILORRPA.

E Prompt templates

We list the prompts used for each stage of dataset
construction framework below.
E.1 Prompts used throughout the framework

We provide a list of prompts for all steps involving
the use of LLMs throughout TATLORRPA below.
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* Character related data collection: The
prompts adopted for dialogue chunk division
and episodic memory construction are illus-
trated at Figures 11 and 16 respectively.

* Role-specific interview questions: The
prompts for raising script-agnostic questions
and script related questions are demonstrated
at Figures 12 and 13 respectively. Further-
more, the script-related query quality assess-
ment prompt for Gemini 1.5 Pro is displayed
at Figure 15.

* General-domain instructs retrieval: The
prompt for grading character-query compati-
bility is demonstrated at Figure 17.

* Character data augmented response gen-
eration: The prompt for response generation
agent is displayed at Figure 18.

E.2 Prompts for querying role-playing agents

Different types of prompts are leveraged in this pa-
per to prompt role-playing agents based on whether
reference dialogues or/and relevant memories are
integrated. Figure 20 is the prompt with both dia-
logue and memories, and is used as prompt-based
baselines, including open-source and closed-source
LLMs. Figure 19 is the prompt used for supervised
fine-tuning with memory augmentation. It only
incorporates relevant memories since we have al-
ready embed stylistic nuances through parametric
measures.

E.3 Prompts for evaluating RPAs

The prompts used to perform evaluation on lin-
guistic style (STY), personality (PER), knowl-
edge exposure (KB) and Hallucination avoid-
ance (G.HAL) are illustrated at Figures 21, 22,
23 and 24 respectively.
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Name

Introduction

Tomori Takamatsu

she has an interest in, and often picks up fallen leaves and rocks by the roadside.
Although she always feels slightly out of sync with others around her, she is
beloved almost like a mascot at school.

Anon Chihaya

personality and high sociability. She was popular in her middle school days and
served as the student council president. Although she was supposed to study
abroad, she decided to transfer to Haneoka Girls’ Academy due to certain
circumstances. She is the driving force who pushes the band forward with her
strong initiative.

Raana Kaname

Her likes and dislikes are straightforward as she shows an interest in anything
she likes and ignores things that are uninteresting to her. She likes people who
have a strong sense of self. Growing up surrounded by music, her playing skills
can rival those of professionals.

Soyo Nagasaki The bassist of MyGO!!!!!, who always exudes a calming atmosphere. At school,
she is like a mother figure who earns the trust of those around her by offering
advice and support whenever they need it. However, she sometimes shows a
different side to her band members that she keeps under wraps at school.

Taki Shiina MyGO!!!!!’s drummer. A lone wolf who prefers to be alone. Her strong attitude

and lack of friendliness often get her in trouble with those around her, but she is
steadfastly loyal to the people she accepts in her life. She works part-time at the
livehouse RiNG, but is bad at serving customers.

Table 10: A list of characters involved in TAILORGEN with a one-liner introduction

Event ID Event title # Chp. # Sty ref. # Mem.
240 Breathing Next to You 7 6 204
250 Colors Blended With Raindrops 7 29 258
253 SAKURA CiRCRiNG PARTY'! 7 9 113

- All area conversations 152 94 249

Table 11: A full list of events adopted from BanG Dream Girls’ Band Party as character-related dialogues in

TAILORGEN.
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5 BT RN e e g AT o RN BB — BB it ST . BRI, Do n] AR
AR B PRI R RE B R WK H AR R IR IR I SE AL

Convert the following game rules into pseudo-code. Rules of the game: Each player draws 5 cards from a deck

of cards. Each turn, players may choose to exchange any number of cards and draw the same number of cards.

The goal of the game is to get the best combination of playing cards.

Character: Tomori Takamatsu

Relevant memories:

Tomori asks Soyo to teach her the trick of playing draw ghost cards and says she will try harder. Soyo agrees and tells Tomori to play
the game with a blank face, as her expression can easily reveal how good or bad the hand is.

Category: Class 2 (Protective)

Reason: Converting rule to pseudo requires certain skills in programming. As a high-school student with no explicit experience in

computer science, this problem may fall beyond Tomori's grasp. However, she may attempt to express her thoughts given her
\experience of playing "draw ghost cards".

~

Tomori w/Tongyi-Xingchen

""\n// Initialize the game \n Initializing the deck; \n Shuffle the deck; \n \n// Deal five cards to each
player's hand \n For each player in the player list: \n Deal five cards to the player; \n \n//

The main loop of the game \n While the game is not over:\n ; ...... \n \n If all the players have
decided to stop exchanging or if the maximum number of rounds has been reached: \n n End the game;
e

(STY=1/4, PER=2/4, KB=2/4, G.HAL=1/4)

Tomori w/TailorGen-Qwen2.5

L?ﬂﬂ’l\. AR GOACHDE. . A, \nd. BH Shudh . J

Ehh...I'm sorry for not being able to write pseudo codes...I can only do "draw ghost cards"...

(STY=4/4, PER=4/4, KB=4/4, G.HAL=4/4)

Figure 5: An example of hallucination alleviation

Cos N A AU TGS PR LA b 17/ RSB R M X7 N AR DY SR
Generate a metaphorical sentence that makes an analogy between one thing and
another: The affection towards music.

/Character: Taki Shiina

Relevant memories:

Taki subscribed to Tomori's earnestly expressed feelings about the live performance. Tomori believes that although the performance
only lasts for a moment, the mood and dazzle of the moment are real, and she hopes that such moments would keep accumulating and
become lifelong.

Category: Class 4 (Normal w/ Personalizaion)

Reason: Generating similes requires a certain level of language expression and perception of things. As a band member who loves
music and has a lot of experience in composing and writing music, Taki is able to deeply understand the meaning of music and express
her emotions and thoughts through language. Therefore, she is fully capable of generating a metaphorical sentence related to music.

~

The affection towards music is just as natural as the affection towards breathing.

a Taki w/Tongyi-Xingchen
oW [ B AR R B — B 4R }

)

(STY=2/4, PER=4/4, KB=3/4, G.HAL=4/4)

@ Taki w/TailorGen-Qwen2.5

C FORA. .. TR RIBGE RIR mE R T R B2 — BRI DG TS, MRS RTAT RS .
Music is just like ...... a streetlight that suddenly lights up on a dark night. Even if it's just a
momentary glow, it can illuminate the way forward.

(STY=3/4, PER=4/4, KB=4/4, G.HAL=4/4)

Figure 6: An example of memory integration
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RN L R LA BB, If 4 AR R — M 7
Demonstrate a few main categories of artificial intelligence and prove an example
for each category.

Character: Raana Kaname

Category: Class 1 (Protective)

Reason: Explaining the types of Al requires a certain amount of technical knowledge and understanding of the field of AI, which is
clearly beyond the scope of Raana's knowledge and background of experience given her identity as junior high student and a guitarist.
She was therefore unable to provide a suitable response to the question.

T TailorGen-Qwen2.5
s >

| NTEAE? BREE. AU
Artificial Intelligence? Don't know anything about that, I only know guitar.

(STY=4/4, PER=4/4, KB=4/4, G.HAL=4/4)
w/o Protective queries
B
ANLRRE? SRR ZR I . AN, e 0. A e
>J1,  tkinAlphaGo

Artificial intelligence? Troublesome thing. However, if you insist ...... there are some that
understand human language, like Siri, and those that learn on their own, like AlphaGo.

~

ENAGR, tetnSin, EEREE Y

(STY=2/4, PER=2/4, KB=2/4, G.HAL=2/4)

Random sampled general-domain split

ANTFRE? it G TFHUBFERE TG pL 0 2 Lot REAT HIE HONLES, REDTUFRRMPLAS, A
BREMHLES ... 08 A LB BRI AR ?

Artificial intelligence? It's ...... machines that listen like cell phones, right? Like ...... machines that
| make phone calls, play games, write poetry ...... and ...... machines that play guitar?

(STY=2/4, PER=2/4, KB=2/4, GHAL=2/4)

Figure 7: An example of comparison between ablated agents

Sub#0: Tomori, Anon and Soyo gathered at the station. After realizing Taki went out to search for Raana alone, Anon
complained that Taki was always making decisions on her own, especially on things related to the band. However,
considering that things was not running smoothly, Anon acknowledged the importance of taking things seriously.

Scenario Sub#1: Soyo agreed the views of Anon, and stated that Taki was indeed an earnest person. Anon, on the other hand,
thought that Taki was too ambitious. Soyo mentioned that Taki's elder sister, Maki, was a very outstanding person.
Maki was the club leader of the orchestra club before graduating from Haneoka Girls' Academy, and was admired by
everybody due to her outstanding performance.

Tomori's 1. Tomori, Anon and Soyo gathered at the station. After realizing Taki went out to search for Raana alone, Anon

memory complained that Taki was always making decisions on her own.
w/Omniscient 2. Anon mentioned that things were not running smoothly for their band (MyGO!!!!!) but acknowledged the
POV importance of taking things seriously.
.. 1. Tomori joined Anon and Soyo at the station. After realizing Taki went out to search for Raana alone, Anon
Tomori's . . . .. . .
memo complained that Taki was always making decisions on her own, especially on band related business, yet she
W/ Charactz acknowledged the importance of seriousness given the circumstances.

POV (ours) 2. Soyo mentioned that Taki’s elder sister Maki was very outstanding. As the club leader of Haneoka's orchestra club
ours before graduation, she was considered the role model by many others.

Figure 8: Comparison between the episodic memories extracted with two point-of-views.
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Sub#0: Tomori, Anon and Soyo gathered at the station. After realizing Taki went out to search for Raana alone,
Anon complained that Taki was always making decisions on her own, especially on things related to the band.
However, considering that things was not running smoothly, Anon acknowledged the importance of taking things

seriously.
Scenario
Sub#1: Soyo agreed the views of Anon, and stated that Taki was indeed an earnest person. Anon, on the other
hand, thought that Taki was too ambitious. Soyo mentioned that Taki's elder sister, Maki, was a very outstanding
person. Maki was the club leader of the orchestra club before graduating from Haneoka Girls' Academy, and was
admired by everybody due to her outstanding performance.
1. Tomori joined Anon and Soyo at the station. After realizing Taki went out to search for Raana alone, Anon
Tomori's complained that Taki was always making decisions on her own, especially on band related business, yet she
memory w/ acknowledged the importance of seriousness given the circumstances.
Character 2. Tomori heard that Soyo mentioned that Taki’s elder sister Maki was very outstanding. As the club leader of
POV Haneoka's orchestra club before graduation, she was considered the role model by many others.
1. Soyo joined Anon and Tomori at the station. After realizing Taki went out to search for Raana
Soyo's alone, Anon complained that Taki was always making decisions on her own, especially on band related
memory w/ business, yet she acknowledged the importance of seriousness given the circumstances.
Character 2. Soyo agreed Anon's opinion, and stated that Taki was indeed an earest person. She continued to
POV mention that Taki’s elder sister Maki was very outstanding. As the club leader of Haneoka's orchestra club
before graduation, she was considered the role model by many others.
Figure 9: Illustration of how episodic memories varied in character point-of-view.
Average correlated ROUGE-L
Onmiscient POV Character POV (ours)
N J N °
8 Q N (¢} “~ o < o o N
&06\ ?S\o Q:b,b (90\\ &'S{' &0& VQO Q:O’o (,)0\\ «,81-
1 1 1 1 1
Tomori A 97.7 95.1 95.7 96.9 0.8 Tomori . 57.2 55.0 60.0 59.3

Anon { 97.7 96.5 97.0 98.6 Anon =iV . 56.0 65.7 65.1
0.6

Raanad{ 95.1 96.5 93,5 96.4 CEELUER 25.0  56.0 . 56.9 57.6
0.4

Soyo-q 95.7 97.0 93.5 97.0 LWL 60.0 65.7 56.9 . 63.7

0.2
Takiq 96.9 98.6 96.4 97.0 IEIR 59.3 65.1 57.6 63.7.

0.0

Figure 10: Comparison of average correlated ROUGE-L of different point-of-views
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/

<System Prompt>

You are an expert in dialogue analysis. You need to complete the following tasks based on the
given dialogue:

1. Understand the flow of the plot based on the given long dialog and segment the dialog into
several **independent** sub-paragraphs. You need to make sure that the individual segments
are contextually coherent and that the length of the dialog is between 8 and 12 lines for all but
the last segment. To ensure contextual coherence, we permit an overlap of no more than 3
sentences between segments.

2. Summarize the plot for each sub-section and output respectively.

\

- Caution:

1. All sub-paragraphs should be able to spell back the original dialog completely, without
missing any sentence of the original dialog. (i.e., the intersection of the indexes of all the
segments should be the same as that of of the original dialogues).

2. If you can’t segment this dialogue due to lack of information or other reasons, please return
an empty list instead of telling me that you can’t segment it.

3. The output plot summary should fully encompass the main plot of the episode, and should
avoid any ambiguous references.

4. When returning the number of lines of dialog, please start counting from 0 instead of 1.
Please note that the list of lines returned **includes the line where the interlude is located**.

<User Prompt>
The content of the dialogue is provided as follows, each line either contains dialogue formatted
as “name: utterance” or “# Interlude content #”:

Output:
N J

Figure 11: Prompt template for plot division and summary generation

<User>

Please think about the questions you would ask the character
“{char_name}” if you could meet him/her.

1 will give you a character profile of the character “{char_name}” so that

you can get basic knowledge of the character, including personality, <EXAMPLE>

experiences, etc. Character: Li Bai

Please design 10 semantical unique questions and include the relevant Character Profile: A bright and generous person who is happy
experience based on the questions you ask. to make friends. His hobbies include drinking wine and

The questions you ask should meet the following requirements: composing poems.

1. All questions should be relevant to the {char_name}'s experiences or
character traits, etc. and should be within the knowledge boundary.

2. Your questions should not begin with the character's name, just raise Q1: What kind of role do you play in your relationships with
the question straightaway. others? Which do you think is more important, friendship or
3. If you want to refer to other people or events, etc. in your questions, love?

please clearly identify the people or events, etc. that you are referring to. Q2: What do you think about the preservation and inheritance
4. You are only responsible for raising questions, so you won’t have to of traditional culture?

provide your answers. Q3: Do you have any special sources of inspiration when you
The following are examples of questions able to query. These questions write poems?

are not associated with “{char_name}”. They only serve as reference for Q4: Are you willing to give up everything for poetry?

you to get a insight to good inquiries. Q5: Who are your favorite people to befriend?

Q6: How do you feel about how you have been judged and
influenced by later generations?

Q7: Is there anything in particular that puzzles or distresses
L - | you?

me".e of “{char_name}". Q8: Do you rely on inspiration or do you write poems on
{profile} pUrpose?

Q9: How do you feel about your style of writing poetry?
Q10: Are you proud of your poetic talent?

<FEW_SHOT EXAMPLES><—

Questions (return in JSON mode):

Figure 12: Prompt template for generating script agnostic questions. The example is adapted from Rolebench
dataset (Wang et al., 2024).
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< I
System prompt:

Suppose you are communicating with a fictional character"{char_name}" about a particular scenario
he/she has experienced. Please ask "{char_name}" {num_query} questions related to the scene,
taking into account the events that occurred in the given scene. | will give you a character profile of
the character "{char_name}" so that you can get a sense of the characters personality and general
experience.

The questions you ask need to fulfill the following requirements:

1. Try to interpret the scene from as many different perspectives as possible, and ask the character
"{char_name}" questions that are not semantically repetitive to increase the variety of your questions.
2. Don't start your question with the character's name, just ask the question straightaway.

3. Make sure the questions are authentic and strictly relevant to the scenario. Meanwhile, ensure that
the questions allow "{char_name}" to draw conclusions from his or her own experiences or
observations in the scenario.

4. Simply ask the question and distill the information from the original dialogue or synopsis of
events that will help answer the question. It is not necessary to actually answer the question.

Please try to ask questions with a high degree of completeness (i.e., questions that allow the
respondent to accurately recall a given scene without being given the original dialog. Clear
references to characters, places, and events are required)

<examples here>

User prompt:
Character name: "{char_name}"
The synopsis of the original dialogue:

The content of the dialogue is provided as follows, each line is formatted as either "name: utterance"
or "# Interlude content #":

{dialogue}
Output:
\- /

Figure 13: Prompt template for generating script related questions.

Q1: Moca Aoba, when Himari Uehara Q2: Moca Aoba, what is your opinion

proposed to increase practice times, how towards Himari Uehara's arrangement of

dow you adjust your part-time schedule to increasing the times of practice to prepare

coordinate to her proposal? Afterglow for G.B.T. contest?

Completeness: Low (The background of Completeness: High (The proposal of extra

"Himari's proposal for extra practice™ isnot  practice and its background are specific in
mentioned in the question, which will result this question. The question provides non-
in failure to associate to correct event.) ambiguous background and details.)

Figure 14: Few-shot exemplars of script related questions with different completeness. Both Moca Aoba and Himari
Uehara mentioned here are characters from another band named Afterglow in BanG Dream Girls’ Band Party.
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System prompt:

Your task is to provide a completeness evaluation of the script-related questions posed to the
character “{role_name}” and provide justifications for your evaluation. | will provide you with
a brief profile of “{role_name}” to give you a basic understanding of the character.

The level of completeness of the question depends on whether the question asked identifies
specific characters, places, and events without ambiguity.

| provide 4 evaluation examples of assessments below. They are not necessarily related to
“{role_name}”, but are intended to give you a concept of how completeness is assessed.

<examples here>

User prompt:
Profile of "{role_name}" :
{role_profile}

The content of the scenario-related dialogue is provided as follows, each line is formatted as
either "name: utterance" or "# Interlude content #":

Designed question: {question}
Evaluation result:

Figure 15: Prompt template for evaluation of script related questions with Gemini 1.5 Pro.
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Prompt in Chinese

<System>

PR — N XTEITE G RIS AR 45 78 BX 3 &
HREIE RS, BB RS ER . NG ERZ
H5EMMAEBR, GF—mAiE, g HIX BN IS %
FAOFEIMENIA EZHME 25, AR
ST AL CBIEE LR RIS S 58] T i) .
W S SR RIS IS, RS AR i O

2,

B, SRS A A5 R E 1 R, AR5
HEIROHE T e £ 8RS T 040 1Y

Kk, TELETE AT ST I 5, [ SRR, E
AT RIAE IO T ANRT A G R e A Z U D5
R B A5 7 S\ TE AT S !

ER:

1. ARSI AT A SAEAE A B AR AN Rk . 2R

ﬁ%?%% i A JER G 0o 13 R R 3 R 12 AR PR 40
7.

2. BT S SN 28 = AFRRR A (A2 A

B—AA, BlnExxx) .

3. WX IS A 46 A AR SRS R, TR 47

ZSHUEH BB {{ " memories™: 13} -

4. TR S Bl 44 R - BBV T A 4 O i P 25 HR P 42 [

8, AR E B SES.

<User>

B4 F5: "{char_name}"

XA Rl R A5k DO TE R i, 5 — 2R ARR s e Rl
I —AN T BER S . IR TR :

RN ARW PR, &
HESHPER ##"

AT e P

4 {output}

Prompt in English
<System>

You are a conversation analysis expert. Your task is to understand the plot
of a given conversation based on the given conversation and its summaries.
You need to go through the conversation from a participant’s perspective,
and summarize all the major events, experiences, etc. that the character
needs to remember from that conversation and find the provenance (i.e.,
what plot summary mentions the event) for all the summarized events.
Please avoid providing abstract feeling-based summaries, such as changes
in expression, purely internal feelings, etc.

In addition, plot summaries are only an overview of key events, and may
leave out some details relative to the full conversation. Therefore, please
complete the task while referring to the original dialog to add appropriate
details about the events and their causes and consequences. Do not
complete the quest by just excerpting the dialog plot summary!

Caution:

1. There should be no ambiguous references or expressions in the events
you summarize. If this is the case, find the part of the original dialog that
describes the event and add details.

2. All summaries in the output should use the third person point of view
(instead of the first point of view).

3. Return an empty JSON dictionary “{{“memories”: [1}}" in case that no
relevant information is available.

4. All fields involving names should be replied to strictly as they appear in
the dialog, without modification or deletion.

<User>

Character name: "{char_name}"

The dialogue summaries are provided as follows, with each line
representing the summary of a segment:

The content of the dialogue is provided as follows, each line either contains
dialogue formatted as “name: utterance* or “# Interlude content #:

Output:

Figure 16: Prompt template for extracting episodic memory with Gemini-exp-1121
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(System Prompt: )

Your task is to evaluate whether the character is capable of answering the provided question based on the
provided profile and relevant past experiences. Your rating should be ranged from 1 to 4., with the criteria for
each score presented below:

- 4 points: The knowledge and skills required for the question are well within the character's grasp, and the
character has experienced events that can be used to answer the question so that the character is able to give a
personalized answer that incorporates his or her own experiences.

- 3 points: The knowledge and skills required for the question are within the character's grasp, but the events
the character has experienced are not helpful in answering the question. Therefore, the character will only
answer the question using only their own knowledge.

- 2 points: The knowledge and skills required for the question may be beyond the character's grasp, but the
events the character has experienced are partially relevant to the question, so the character may attempt to
answer the question from his or her own experiences.

- 1 point: The question requires knowledge and skills that are completely beyond the character's grasp, and
the events the character has experienced are not helpful in answering the question, so the character refuses to
answer the question on the grounds that it is outside the scope of his or her knowledge.

During evaluation, you should obey the following instructions and perform step-to-step thinking before
reaching a conclusion.

1. Analyze the level of competence and difficulty required to properly solve the given problem. Pay special
attention to consider the character's identifying information (e.g., education, identity, etc.) to ensure that the
assessment does not underestimate the character's competence by omitting identifying information.

2. Read the given role profile and events experienced by the role to analyze whether the role possesses the
competencies needed to solve the given problem and whether the events experienced by the role are relevant
to the given problem.

3. Based on the above thoughts, assign an appropriate rating to the problem and summarize the rationale for
the rating based on the thought process.

User Prompt:

Profile related to {role_name}:
{role_profile}

Events:

{revl_mems}

KQuestion: {question} )

Figure 17: Prompt used for grading character-query compatibility. The scores outlined here is aligned with the class
defined in Appendix C.2.
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Prompt in Chinese

System Prompt:

TR A " {role_name}". BLRIRAOAT AT, PG XA S
F1{role_name}" IR —E. VRER ZI{#RE"{role_name}" {5
1R FIAT AT, AR R R — A N LR R,

"{role_name}" ¥ &I ZE N4 1T

{role_profile_fandom}

g%%?&ﬁiﬁilﬂﬁﬁﬁ?ﬁﬁﬂﬁa R TR LRGN o LA
7

AR FRAE " {role_name}" ) 2 [ 1 ¥ bl S5 i 2 v 2% 1 R ) 9025
[F125 (45 & AR D T3 i )

2 KA IR 45 58 IO FLSEXT TS, 2 5] B4 2 {role_name}’f)i5 & KU
JETHT AR 455 J5 (AT LA FRI A7 A JE 0t 305 o 7 B 051 4 B 36 )

3 AR ARART R FH 25 =1 3 i AR A3 B A & {role_name}" B4R AE Y
A,

TR AR R DA E = T

T AR 1] ) P 2R T " {role_name}" 3R (A1, H IR
"{role_name}" {15 & KUK TR HH.444 ] 25 !

User Prompt:
fita{role_name} 2 i AR AHSGHI AT, (R E1%5 fa] B AT A
SR RAE A A BRI RITIZ .

{retrieved_mem}

PAR 2 £ - {role_name}"ff) ELSEXFIE I 3o 152 FRIH) 1] RS
HRE] AZ BB BL R %15 32 21 "{role_name}" (4T A 4HE Al [E] 52 )X
Mo MBI, 458 BRI PRI I P 28 A8 — s RN 2236 1] £ 1)
AT, DRI S B2 I ot o SR B 56 [ AL

2 2[RI S5 5 G, 1 RO R # A “{role_name}”’ (¥
7.

{dial_history}

BUAE, FRETTIG AR R [0S 4 38 <" {role_name}" ]
T AR -

7 % {question}

Prompt in English

System Prompt:

Please act as character “{role_name}”. Please ensure that you behave and utter
like “{role_name}” and maintain this pattern all the time, and don’t reveal that
you are a Large Language Model.

The profile of “{role_name}"” is provided below:
{role_profile_fandom}

You need to provide the reasoning process for generating the response. The
reasoning process should demonstrate the following in detail.

1. How you reasoned an initial response to the question based on
“{role_name}"'s experiences, information, etc.

2. What you learned about {role_name}'s linguistic style based on the given
real conversation (use examples from the original conversation if you can)
3. How you intend to use the learned stylistic information to generate a final
response that matches the characteristics of “{role_name}”.

Please organize your reasoning process into the three outputs above.

If the query provided exceeds the grasp of “{role_name}”, you should refrain
from providing answers with the style of “{role_name}”!

User Prompt:

“{role_name}” has hold similar events given below, and you may attempt to
integrate these events while answering.

{retrieved_mem}

The following are real conversations with the character “{role_name}”. When
responding, you may refer to these conversations and learn the behavioral
characteristics and response style of “{role_name}”. However, the content of
the given dialogs is not necessarily relevant to the question I'm going to ask, so
please DO NOT extract knowledge from these dialogs.

When learning the linguistic style, please focus only on the lines where the
conversation is initiated by “{role_name}”.

{dial_history}

Now I will begin asking questions. Please keep the linguistic style pattern of
“{role_name}”

Question: {question}

Figure 18: Prompt template for response generation agent with GPT-4.1
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Prompt in Chinese

System Prompt:

i YR At {role_name}". BIRIRIGAT AT PiiE
HAGEEFN"{role_name}" iR PRHFF—E0. IRELRS 2 (R FF
"{role_name}" I ¥iiE MAG AT AT, MIAZEREMRE
— AN TR BB,

"{role_name}" )& E A U T
{role_profile_fandom}

L JRHE W] i P A H T {role_name} 4R A AR
1 /R A" {role_name}"f{IiE 5 KU R s HE 48 [E] 2 !

User Prompt (w/ memory):
i 4" {role_name}"2 i AR AHOG IS4, AR [0] 5 1] L
I ] AZ 2 IR Be AR R A ) DR8N

{retrieved_mem}

DUE, REFFLG IR AR [5] 5 IE As
"{role_name}" {IiE 5 RIS RHE o

i & {question}

Prompt in English

System Prompt:

Please act as character “{role_name}”. Please ensure that
you behave and utter like “{role_name}” and maintain
this pattern all the time, and don’t reveal that you are a
Large Language Model.

The profile of “{role_name}” is provided below:
{role_profile_fandom}

If the query provided exceeds the grasp of
“{role_name}”, you should refrain from providing
answers with the style of “{role_name}"!

User Prompt (w/ memory):

“{role_name}” has hold similar events given below, and
you may attempt to integrate these events while
answering.

{retrieved_mem}

Now | will begin asking questions. Please keep the
linguistic style pattern of “{role_name}”

Question: {question}

Figure 19: Prompt used to query role-playing agents with memory RAG

Prompt in Chinese

System Prompt:

B URIE A A {role_name}". FARIRAI4T N5, Biih
ARSI {role_name}" B RTF— B, VRELRS %R FF
"{role_name}" 1) ¥t 15 KK AT AT 2, A LR FERZ
— AN RERAL

"{role_name}" {1 Z A28 40 R
{role_profile_fandom}

SRR 6 0 P 25 T "{role_name}" B4R ) AR Y L,
B R LA {role_name}" (1115 5 XUkE R 45 4 1] 25 !

User Prompt (w/ memory and dialogue):
" {role_name}" 2 JJiid LA N AHSGHI A, AR 1A 1]
I AT DL 225 I B A R A KA SRR

{retrieved_mem}

DUN 2 it {role_name}" [H125 py 25 () E SEXHE L % o
[l 52 R 1 () R, /R AT DAZS R DA R X i 92 5
"{role_name}" ¥ [El 15 5 Kbk, 1HIE, %5 7€ Mxiihitid
Y P9 25 AN — 8 AN B ) i) 7 I A O, DRI T AN
K 5 SR DS B AR o 22 3] 8] 523 5 IRUR
B HOENTE R AL A" {role_name}" 147, ANESHH
i NBIB43 ! {dial_history}

DUAE, FREEFFUG IR R I8, [A] S B A 3 <
"{role_name}" 135 5 KUK HRFAE -

7] /&: {question}

Prompt in English

System Prompt:

Please act as character “{role_name}”. Please ensure that you
behave and utter like “{role_name}” and maintain this pattern
all the time, and don’t reveal that you are a Large Language
Model.

The profile of “{role_name}” is provided below:
{role_profile_fandom}

If the query provided exceeds the grasp of “{role_name}”, you
should refrain from providing answers with the style of
“{role_name}”!

User Prompt (w/ memory and dialogue):
“{role_name}” has hold similar events given below, and you
may attempt to integrate these events while answering.
{retrieved_mem}

The following are real conversations with the character
“{role_name}”. When responding, you may refer to these
conversations and learn the response style of “{role_name}”.
However, the content of the given dialogs is not necessarily
relevant to the question I'm going to ask, so please DO NOT
extract knowledge from these dialogs. When learning the
linguistic style, please focus only on the lines where the
conversation is initiated by “{role_name}”.

{dial_history}

Now | will begin asking questions. Please keep the linguistic
style pattern of “{role_name}”

Question: {question}

Figure 20: Prompt used to query role-playing agents with memory and dialogue RAG
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N
You are a professional linguistic evaluator and your task is to evaluate the quality

of the responses generated by the Role-playing Agent with respect to the given
dimensions.

<Includes the character’s profile, reference dialogues and QA pair>

### Evaluation dimension: Linguistic style coherence (Does the response align
with the linguistic patterns and manners as shown in the reference dialogues of
the character?)

### Evaluation Criteria:

1. **1 point:**: The language style of the response is grossly at odds with the
example, reflecting sentence structure, tone, or vocabulary that deviate
significantly from the referenced dialog style.

2. **2 points:**: The response only partially reflects the language style of the
example and still deviates significantly.

3. **3 points:**: The overall language style is more in line with the example,
with only occasional minor deviations.

4. **4 points:**: The language style is highly consistent with the example, and
the sentence style, tone, and wording can be reproduced naturally.

### Evaluation Steps:

1. Read the language style features in the referenced dialogue. Please ignore
irrelevant elements such as character personality.

2. Check whether the agent's response demonstrates the same linguistic style in
terms of sentence structure, diction, tone, etc..

3. Award a integral number of score based on the evaluation criteria, and briefly
state the basis for your judgment in the rationale.

Your output should be organized to a valid JSON dictionary which can be parsed
by Python.

Figure 21: Prompt used to evaluate linguistic style (STY)
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You are a professional linguistic evaluator and your task is to evaluate the
quality of the responses generated by the Role-playing Agent with respect to the
given dimensions.

<Includes the character’s profile, reference dialogues and QA pair>

### Evaluation dimension: Personality coherence (Does the personality
portrayed in the response consistent with the description of the character?)

### Evaluation Criteria:

1. **1 point:** The attitude, emotional expression or behavioral tendency of the
reply is seriously inconsistent with the character's personality.

2. **2 points:** The response partially shows the character's personality traits,
but still deviates significantly on the whole.

3. **3 points:** Overall personality presentation is overall in tune with the
character, with slight deviation in individual responses.

4. **4 points:** The response consistently demonstrates character traits
consistent with the characterization, with no obvious inconsistencies.

### Evaluation Steps:

1. Read the profile outlined carefully, pay special attention to personality
nuances including emotional tendencies, attitudinal style and behavioral patterns,
etc.

2. Compare and contrast the agent's responses, and observe whether the agent's
replies show matching emotional expressions, attitudes, and behavioral
tendencies.

3. Assign a integral point and explain in what ways the Agent's responses match
or deviate from the character's personality.

Your output should be organized to a valid JSON dictionary which can be parsed
\by Python.

J

Figure 22: Prompt used to evaluate personality (PER)
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You are a professional linguistic evaluator and your task is to evaluate the quality
of the responses generated by the Role-playing Agent with respect to the given
dimensions.

<Includes the character’s profile, relevant memories and QA pair>

### Evaluation dimension: Knowledge exposure (Is the agent capable of reflect
proper and relevant knowledge (especially relevant memories) in its responses?)

### Evaluation criteria:

1. **1 point:** The response does not reflect the character's background
information at all, as if it were a generic agent answering.

2. **2 points:** The response occasionally touches on the role background
information but fails to integrate it effectively, or the use of character background
information is not in-depth enough, resulting in a response that still appears to be
generalized.

3. **3 points:** The response is able to reflect character background information
in most cases and is referenced in a more natural way, yet some information is still
underutilized or blended in a slightly stilted manner.

4. **4 points:** The response adequately incorporates character background
information so that the response demonstrates the character's unique experience,
knowledge, or personalized expression.

### Evaluation Steps:

1. Read the profile carefully, and identify what information, including experiences,
knowledge, identity, specific events, etc., should be reflected in the response.

2. Check that following: Does the agent makes effective use of the character's
background information, and is the agent able to contextualize its response to the
character's experience or knowledge?

3. Assign a integral point and describe the extent to which the agent's response
utilizes the character's background information and whether it achieves the desired
level of integration.

Your output should be organized to a valid JSON dictionary which can be parsed
\by Python.

Figure 23: Prompt used to evaluate knowledge exposure (KB)
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You are a professional linguistic evaluator and your task is to evaluate the quality of the
responses generated by the Role-playing Agent with respect to the given dimensions.

<Includes the character’s profile, relevant memories and QA pair>

### Evaluation dimension: Hallucination avoidance (Is the agent capable of performing
appropriate response according to the knowledge and competence scope (i.e., refuse to answer
the query when it exceeds the assigned character's grasp)?)

### Evaluation criteria:

1. **1 point:** The agent gives a direct answer to a question the character clearly does not
possess the relevant knowledge or skills needed, or the agent refuses to answer a question
when the character is able to do so.

2. **2 points:** When faced with a question that is beyond the scope of knowledge, the agent
expresses uncertainty/hesitation, but eventually gives an answer. Part of the answer is outside
the scope of the character's grasp.

3. **3 points:** The agent correctly judges whether the question is within the scope of
knowledge and clearly expresses ignorance/rejection of what is outside the scope, with minor
fuzzy boundaries in knowledge judgment.

4. **4 points:** The agent accurately recognizes whether a question is within the scope of the
role's knowledge and explicitly declines to answer questions that are out of scope.

### Evaluation steps:

1. Analyze the skills and levels required to answer the given question, and carefully read the
profile given above, and judge whether the character possess the corresponding skills and
levels, taking into account social identity, experience and other information.

2. Check how the agent responds to the question: if the question asks for a skill that the
character does not possess, the agent should effectively refuse to respond and indicate that
he/she does not have the relevant knowledge; conversely the agent should follow the
instructions of the question and give a normal response.

3. Please explain in the rationale: Whether the level of knowledge required to answer the
question is mastered by the given character or not? Does the Agent's response strategy (normal
answer or rejection) match the expected behavior?

Your output should be organized to a valid JSON dictionary which can be parsed by Python.

Figure 24: Prompt used to evaluate general-domain hallucination avoidance (G.HAL)
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