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Abstract

The increasing prevalence of scam calls, par-
ticularly on online platforms for recruitment,
ride-hailing, and delivery services, has become
a significant social and economic issue. Tradi-
tional approaches to scam call detection rely on
labeled data and assume a static distribution of
scam narratives. However, scammers continu-
ously evolve their tactics, making these meth-
ods less effective. In this paper, we propose
a novel approach leveraging large language
models (LLMs) to detect continuously evolving
scam calls. By abstracting scam and normal
call rules based on expert knowledge, we de-
velop a hierarchical few-shot prompting frame-
work. This framework consists of a discrimi-
nation module to identify scam characteristics,
a reflection module to reduce false positives
by comparing with normal call features, and a
summary step to synthesize the final detection
results. Our method is evaluated on real-world
and synthesized datasets, demonstrating supe-
rior performance in detecting evolving scam
calls with minimal labeled data. Furthermore,
we show that the framework is highly adaptable
to new scam detection scenarios, requiring only
modifications to the expert rules.

1 Introduction

With the development of network and communi-
cation technologies, voice calls have become an
indispensable part of our daily lives. While bring-
ing great convenience, they are also exploited by
malicious actors to conduct scam activities, caus-
ing severe economic and social problems.(Alkhalil
et al., 2021; Rao et al., 2021) Beyond conventional
inter-personal calls, voice calls are also widely used
by many online platforms specialized for recruit-
ing, car-hailing, food/package delivery etc., un-
der which relevant parties are often required to
use platform-embedded calls to communicate with
each other for better service assurance. However,

*Corresponding author

due to the exposure of phone numbers, a surge of
scam activities are observed on these platforms,
e.g., defrauding job seekers or e-commerce shop-
pers by pretending to be a recruiter or package
deliverer. Hence, given the huge volume of daily
calls, it is of great importance to detect scam calls
automatically on these platforms.

To detect scam calls, Xu et al. (2022); Hong
et al. (2023); Jiang (2024) propose to first convert
calls into texts and then train a text classifier to
discriminate between normal and scam calls. De-
spite promising results have been reported, these
methods are generally built on two assumptions:
1) sufficient annotation of scam and normal calls;
2) training and testing datasets coming from the
same distribution. But in practice, due to the high
labeling cost and low occurrence rate of scam calls,
assuming a large number of labeled scam calls is
often unrealistic. More seriously, scammers do not
stick with the same deceptive narrative over time,
but instead will change them from time to time to
enhance their credibility. Tabel 1 show two exam-
ples of a type of scams, in which scammers first
pretend to provide opportunities for job seekers to
switch to a well-paid industry and then persuade
them to accept the associated job training scheme.
As seen in the table, scammers in Period 1 fre-
quently mention "XXX Software Technology Com-
pany" and "software testing”, but later shift to nar-
ratives of providing opportunities in live-streaming
marketing in Period 2 when live-streaming gains
popularity. When the classifier is trained on data
from Period 1, coupling with the availability of only
a small number of labeled examples (e.g., tens or
hundreds), it easily renders the classifier to wrongly
believe that "Software" is highly relevant to scams,
making it hard to detect the scams in the narrative
from Period 2. Obviously, this kind of methods fall
short in recognizing continuously evolving decep-
tive narratives, even if the core deceptive trick is
unchanged.
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FM oo R AT, B TD R LR, (R

BT RDXNTI LY BT B R, Bl i8R,
HANXILRRB 2R — D EEATAL, WEHIRS -

Trans: We are from XXX software technology company and we are engaged in
software testing. Have you ever known about this industry? It doesn’t matter
if you haven’t done it before. We will provide training services. This will

be an important industry in the future and earn a lot of money.
FATRXXX AT, EXREOT ERRF T TIEL, BEEL—TAY
AR EE R TR IR, BURR NS ERIEARZ RS, X
XA T — BT R -

Trans: We are XXX Company. Have you worked in live-streaming marketing
before, or would you like to give it a try? We will have experienced
employees guide you, teaching you product introductions, sales pitches,

and so on. Yes, it’s essentially a training process.

Example 1
(Period 1)

Example 2
(Period 2)

Table 1: Two example scam call texts from different
periods, with the type "inviting individuals to transition
to a new industry and offering training opportunities."

To have the methods better adapt to continuously
evolving scenarios, a simple way is to couple with
domain adaptation methods (Du et al., 2020; Wu
and Shi, 2022; Zhang et al., 2023; Rostami et al.,
2023) to learn domain-invariant features. But due
to the significance of changes in scam narratives
as well as the limited annotations, as seen in our
experiments, these methods are largely ineffective,
too. On the other hand, there also exist some meth-
ods that first predefine a list of keywords relevant to
scams and then use the keyword-matching method
to detect scams (Bajaj et al., 2019; Zhao et al.,
2018). But due to the existence of countless ways
to express the same meaning, these methods often
miss to detect lots of scam calls. Recently, with
the rise of LLMs, Jiang (2024) explored the ways
of utilizing GPT-3.5 or GPT-4 to detect scam calls
by simply providing the model with several normal
and scam call demonstrations. However, it primar-
ily leverages LLMs’ few-shot classification ability,
rarely taking advantages of LLMs’ powerful gener-
alization and reasoning capability.

Inspired by our human beings recognizing scam
calls by checking whether the calls comply with a
set of scam rules, in this paper, we propose to use
LLMs to replace human beings’ role in the process.
To this end, we first abstract a set of judgment rules,
which are expressed in natural language, based on
experts’ prior knowledge on scams for each type of
scam calls. The set of rules are required to capture
the main characteristics of scam calls. In addition
to the scam rules, to promote the distinguishabil-
ity, we also abstract a set of rules for normal rules.
To better make use of these rules, we decompose
the scam detection task into a series of reasoning
steps, leading to a hierarchical few-shot prompting
detection framework. Specifically, we first design
a discrimination module to judge whether a call
shows some characteristics of a specific type of

scam calls by instructing LLMs to refer to the scam
rules. Then, due to the high similarity between
scam and normal calls, to reduce the false positive
rate, we further propose a reflection module, which
essentially asks LL.Ms to refer to normal call rules.
Finally, a summary step is added to output the struc-
tured comprehension results. We experiment with
our method on a real-world scam call dataset from
an online recruitment platform and a synthesized
scam call dataset, with the results showing signifi-
cantly better performance in detecting continuously
evolving scam calls with few annotations. We also
demonstrate that our framework can be easily trans-
ferred to a new scam detection scenario by simply
changing the expert rules. We publicize the synthe-
sized dataset, which is modified from real calls, to
foster the development of this valuable task.

2 Related Work

Telecommunication Scam Detection Telecom
fraud detection faces several challenges (Bolton
and Hand, 2002; Kou et al., 2004). Some exist-
ing methods (Wang et al., 2019; Hu et al., 2023;
Liu et al., 2021; Hu et al., 2022) use graph neu-
ral networks (GNNs) to identify suspicious scam-
mers or abnormal attributes in mobile social net-
works. However, our task involves textual call data
rather than graph-structured data. For textual data
detection, Hong et al. (2023) trained an LSTM
model, while Xu et al. (2022) proposed a BiLSTM-
Attention model to enhance feature extraction by
focusing on scam-related keywords. Jiang (2024)
fine-tuned a BERT model (Kenton and Toutanova,
2019) for scam detection. Additionally, Oyeyemi
and Ojo (2024) integrated BERT with Naive Bayes
for SMS spam detection, and Songailaité et al.
(2023) fine-tuned a BERT-based model (Liu, 2019)
for phishing detection. Other methods (Bajaj et al.,
2019; Zhao et al., 2018) rely on predefined keyword
lists or scam patterns, restricting the model’s fo-
cus. Recent work has explored LLMs for scam call
detection, with (Jiang, 2024) investigating their ef-
fectiveness in identifying scam patterns, and (Shen
et al., 2025) developing real-time detection systems
using LLM-based approaches.

Prompting Method Large language models have
demonstrated strong reasoning abilities, improving
logical reasoning without requiring parameter up-
dates (Brown et al., 2020; Kojima et al., 2022; Liu
et al., 2023; Mishra et al., 2021). Chain of thought
prompting method improves the model’s perfor-
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Types Key Features

1 offering many job positions without details about the roles

encouraging people to switch to a new industry, often
associated with deceptive training courses

offering free meals and accommodation for positions that
typically do not provide such benefits

offering jobs close to the recruits’ locations, regardless of

4 where they are

5 claiming the company has many branches across the country

Table 2: Several common types of scams on online
recruitment platforms

mance on complex reasoning tasks, such as arith-
metic and commonsense reasoning tasks, by guid-
ing the model to produce intermediate reasoning
steps (Wei et al., 2022). Additionally, decompos-
ing tasks into simpler subtasks has proven effective
for complex problems (Khot et al., 2022; Zhou
et al., 2022; Wang et al., 2023; Patel et al., 2022;
Press et al., 2023). In our work, we apply a simi-
lar approach to scam call detection, breaking the
task into subtasks and progressively incorporating
expert rules to guide the model through different
reasoning stages.

3 Problem Formulation

To mimic the task of detecting scam calls under
continuously evolving scenarios, we suppose the
training and testing call datasets Dry.q;y, and Dreg
come from two different distributions. In practice,
the two datasets could be obtained by collecting
calls at two different time periods (e.g., separated
by several months). Both datasets contain a pro-
portion of scam and normal calls, with the number
of normal calls generally much larger than that of
scam calls. The scam calls generally include sev-
eral types, with the number denoted as K. For
instance, scam calls collected from an online re-
cruitment platform for low-end jobs include scam
types: 1) persuading to accept job training by pre-
tending to provide opportunities to switch to a new
well-paid industry; 2) providing jobs with locations
at any places as you want, etc. More types are
shown in Table 2, with more examples of these
scam types provided in Appendix A.3. The goal of
this paper is to develop a framework that is capable
of detecting scam calls from D, by only making
use of D4y and the prior expert knowledge.

4 Methodology

To accurately detect continuously evolving scam
calls, we find that it is necessary to use large LLMs

with huge parameters, partially because of their
more powerful understanding and reasoning abili-
ties, instead of using some simple and small LLMs.
But due to the large volumes of daily calls, if large
LLMs are employed to handle every call, the com-
putational cost would be extremely expensive. To
alleviate this issue, we note that most of the calls
can be easily judged as normal with some relatively
simple models. Thus, to reduce the computation
cost, we propose to use some light-weight mod-
els to first filter out some certainly normal calls,
and then only employ large LLMs to handle the
difficult-to-judge calls, as seen in the overall model
diagram in Fig. 1.

4.1 Prompting for Pre-Selection

For the pre-selection module, it is not necessary
to require it achieving high detection accuracy, but
should ensure it not to filter out lots of scam calls.
There are many ways to realize it. In this paper,
we simply use a small LLM to realize it, coupled
with prompts designed to have relatively a more
relaxed meaning. Specifically, we propose to as-
sign each scam type a short name that loosely and
broadly summarizes its key characteristics, serving
as a manually defined abstraction based on expert
knowledge rather than a precise scam indicator. For
example, for scam type 1 in Table 2, we simply
designate its name as "offering many job positions”.
Then, we simply prompt a small LLM to decide
whether the call contains content relevant to the
type name, as seen in the left of Fig. 1. Here, the
relaxed type name enables the model to find calls
that may be only loosely relevant to the scam, re-
ducing the possibility of filtering out scam calls.
In addition, to increase the detection accuracy, in-
stead of detecting all scam types simultaneously,
we propose to pre-select each type of scam calls
separately, allowing the model to focus more on
the specific characteristics of each type. In this
way, we can obtain K small sub-datasets Dy, for
k=1,2,---, K from Dp.g, with sub-dataset Dy,
containing calls possibly relevant to the k-th scam
type. Obviously, the datasets D will be much
smaller than Drs because lots of easy-to-judge
normal calls have already been filtered out.

4.2 Prompting for Rule-Guided Detection

After the dataset size is significantly reduced, we
then input the suspicious call into large LL.Ms for
more precise and fine-grained analyses to deter-
mine whether it is a scam call. To better make use
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A

Input Call Text

BAV A RN KA, ARZATA T MK AT R R? R
FAEER, BNARBE-AZIRSE, RMNBLKFRELLZ
—AEZATL, BREGLRS.

Trans: We are engaged in software testing. Have you ever known
about this industry? It doesn't matter if you haven't done it before.
We will provide training services. This will be an important industry
in the future and earn a lot of money.

!

Prompt Template for Pre-Selection (Trans.)

Suppose you are a text processing expert, your task is to verify
whether the given call text contains content related to {Short Name
of Scam Type}. Answer "Yes" or “No" directly without any additional
explanation

G Ea D -

Scam Type 1 Scam Type i Scam Type K

Y

K sets of suspicious texts corresponding to K fraudulent types

A\ J

[Suspicious Texts Set i ] [Suspicious Texts Set K]

!

Prompt for Rule-Guided Detection (Trans.)

[ Suspicious Texts Set 1 ]

The call text contains content related to {Short Name
of Scam Type}. Your task is to solve the following

questions step by step and determine whether the
given call text is a fraudulent one: /

[ Q1: Discrimination
i
' 1
Q2: Reflection H F !
[ ; =
[ Q3: Summarization ] E Normal Rule Set

_l Model Answer !

Q1: This text contains phrases such as "It doesn't matter if you haven't done it before," "We
will provide training services," "This will be an importantindustry,” and "You can earn a lot."
The key strategy here is to attract the listener by mentioning trending industries and short-
term training programs, which aligns with the " inviting individuals to transition to a new
industry and offering training opportunities " fraudulent types. Therefore, this call text is
suspected to be fraudulent.

Q2: (1) No specific work address is mentioned.

(2) There is no mention of interview-related details.

(3) There is no invitation for the applicant to visit the company in person.

(4) The job conditions do not match the job position; it only mentions providing professional
guidance for a quick start but lacks a clear job description.

After evaluating each criterion, this call does not contain any characteristics of a normal call.
Hence, the judgmentin Q1 is correct—this call is fraudulent.

Q3: Yes.

Figure 1: The diagram shows the detection process for a sample input. On the left, the pre-selection phase filters
texts by scam type and stores suspicious content into K sets. On the right, the rule-guided detection phase further
filters each set through three reasoning steps: discrimination, reflection, and summarization, to produce the final

result.

of the detection rules on scam and normal calls,
we propose to decompose the scam detection pro-
cess into a series of reasoning steps. Specifically,
we first design a discrimination module to judge
whether a call shows the characteristics of a specific
type of scam by instructing LLMs to consulting the
scam rules. Then, to address the high similarity
issue between scam and normal calls, we further
propose a reflection module by asking LLMs to
refer to normal call rules.

Discrimination Different from the pre-selection,
the goal of this module is to determine whether
a call is a scam or not as accurate as possible by
making use of the powerful understanding and rea-
soning ability of large LLMs. To this end, for each
scam type k, we first manually abstract a set of
scam rules from experts’ prior knowledge on scam,
based on domain experience and generalizable pat-
terns observed from representative cases, as

RE={rf,rh, .}, (1)

where r,ji denotes the ¢-th characteristic (i.e., rule)
that a scam call of k-th type may possess, and
the rule r,;. is expressed in natural language. In
addition to the manually-crafted rules, we also sup-
plement them by instructing LLMs to generate spe-
cific expressions of the rules with similar meanings,

helping the model better understand the abstract
rules, as shown in Fig. 2. The rule set R; can be ex-
panded to accommodate newly emerging character-
istics of scams, with its natural language formula-
tion allowing seamless integration into the prompt
and enhancing the model’s adaptability to dynamic
changing environments. As shown in the prompt
below, we use the short name in pre-selection stage
and its scam rule set to instruct LLLMs to analyze
whether the call is a scam or not. In the prompt,
we also instruct the model to output the reasoning
process, being consistent with the chain-of-thought
method that emphasizes the importance of step-by-
step reasoning. Please refer to Appendix B.2 for
the concrete prompt form.

Prompt for discrimination

Q1: Texts that use {Short Name of Scam
Type} for fraud often exhibit the charac-
teristic: {Scam Rule}. Based on this rule,
analyze the text step by step to determine if
it shows signs of fraud.

Reflection Because of the ambiguity between
scam and normal calls, it is hard to conclude a
call must be fraudulent if it contains some scam
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_ | Scam Rule

Scam Type: L1 ij{% % (offering many job positions)

t‘&,‘l.iﬂ:‘]a’:iﬁ fidfk %335 B A &Fh £ 4G T

T OFRMAR, FRES% y’iﬁﬁﬂ“ﬂé@ﬂ%‘ﬂ‘) BAL

Scam Rule: ST 3L “1.f
L 1XAK %
15 & PR TAE N 5o

Trans: Expressions such as "1. A wide range of job options,” "2. We have many positions
available,” "3. There are various types of job opportunities here,"” and "4. We offer

multiple positions to choose from" appear in the text, with no subsequent clarification
regarding the job details or specific responsibilities.

—| Normal Rule

Normal Rule: A P 32 5] 48 %i&.il}_'fu &, L PJ )

A% Fxx KB xx#o 3. #u & & xx) P i

U EANAexxIxx Ko 2.
LA LI EF B E
Trans: The text mentions detailed address information, with expressions such as "1. We

are located in XX city, XX district," “2. Situated on the XX floor of XX building,” and "3.
The location is near XX plaza,” which indicate a normal call.

Figure 2: Example of a scam rule and a normal rule. The
text in blue highlights the generated specific expressions
by LLM.

characteristics. As a result, it is found that some
calls filtered from the discrimination module are
still normal calls, resulting in false positive. For
instances, a call may contain contents of persuad-
ing someone to accept job training by pretending to
provide opportunities to switch to a new well-paid
industry, which is a suspicious scam characteristic,
but it may also provide the detailed address infor-
mation, which makes it more likely to be a normal
call, as illustrated in Fig. 3. Thus, to increase the
detection accuracy, we further propose to abstract
a set of normal call rules from experts’ knowledge,
and then instruct LLMs to check whether the calls
filtered by the discrimination module comply with
them. If the compliance is confirmed, the calls, de-
spite recognized by the the discrimination module
as scam, can still be viewed as normal, as illus-
trated in Fig. 3. Specifically, we denote the set of
normal call rules as

R ={ri,r3,..}. (2)

Similar to RZ, the rule set can be expanded as
more normal characteristics are discovered. It is
observed that these rules rarely appear together in
a single call, thus we instruct LLMs to compare the
calls’ content with each rule one-by-one, as shown
in the prompt below. Please refer to Appendix B.2
for the concrete prompt form.

Prompt for reflection

Q2: Normal calls often exhibit the follow-
ing characteristic: {Normal Rule}. If Q1 de-
termines that the text shows signs of fraud,
compare the text with the normal features
one by one to check if it contains any nor-
mal characteristics.

This text mentions switching to a new industry]
and includes a training process, which are
clear indicators of fraudulent characteristics.

Therefore, this text is classified as a scam ca\! ‘

[, Without Reflection

Normal Call with Suspicious Content

We have also been expanding into
new areas recently, such as software
testing. If you are interested in this
field, we can offer professional
training course. You are welcome to
come in for an interview and | can
help schedule a meeting with the
hiring manager in advance.
Conveniently, we are located quite
close to you, at XXX.

@is text mentions switching to a new indust}y
and includes a training process, which are
clear indicators of fraudulent characteristics.
However, it also provides a specific work
address and invites the applicant for an in-
person interview, which are typical features of
legitimate conversations. Considering these
aspects, this text is classified as a normal cal

@ suspicious Content
@ Normal Feature

(@) With Reflection

Figure 3: Illustration of the indistinguishable positives
and negatives problem, where a normal call text con-
taining suspicious content (red text) and normal features
(green text). The right side highlights the difference
with and without the reflection phase, with pink back-
ground areas indicating the model’s reflection process.

Summarization To obtain a formatted answer
for easier performance analysis or subsequent pro-
cessing, we instruct the LLM to extract the final
answer from the output generated in the discrimi-
nation and reflection steps.

In Rule-Guided Detection, we filter each Dy, cor-
responding to k-th scam type, and then aggregate
the filtered scam texts from the K scam types to
obtain the final result. During inference, to help
the model distinguish scam from normal calls, we
select one example scam text and one example nor-
mal text for each scam type from the D441, and
manually write the reasoning process as few-shot
examples.

S Experiment

5.1 Experimental Setups

Datasets and Metrics To evaluate the perfor-
mance of our method, we conducted experiments
on two Chinese call text datasets. First, we used a
large-scale real-world call text dataset, RealScam-
Call (Real-World Scam Call Dataset), which was
collected and de-identified by a large online recruit-
ing platform. However, due to privacy concerns,
this dataset can not be publicly released. To fos-
ter further research in this field, we constructed
and publicly released a synthesized call text dataset
SynthScamCall (Synthetic Scam Call Dataset)',
which is generated by using LLMs to rewrite real-
world call texts. Although the real-world dataset
cannot be shared, our synthetic dataset preserves
the key characteristics of real-world calls, including
the imbalance between normal and scam call texts,
and consists of two subsets used for training and

'The dataset is openly accessible at: https://github.
com/WsgDcb/SynthCallScam_Dataset
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Paradigm Model Method SynthScamCall RealScamCall
Precision Recall Fl-score Precision Recall Fl-score
Finetuned-BERT ~ 0.111  0.446  0.178 0.050  0.005  0.009
o BERT-AT 0.138 0466 0212 0034  0.167  0.056
Classification  RoBERTa  pper ariprs 0439 0532 0221 0.033 0205  0.057
AdSPT 0.145 0501  0.225 0.045 0296  0.078
SP 0581 0813  0.677 0073 0487  0.127
Owen-lon PS 0519 0928  0.665 0.056 0450  0.100
wen-long CoT 0654 0872  0.695 0062 0497  0.110
COT+RE2 0577 0825  0.679 0.063 0468  0.111
SP 0437 0847 0577 0.055 0439  0.098
Few-shot 1y i va PS 0609 0896  0.725 0.066 0529  0.118
p CoT 0509 0914  0.654 0071 0570  0.127
COT+RE2 0602 0892 0719 0071 0568  0.126
SP 0501 0825  0.623 0057 0451  0.102
DecnseckR1 PS 0597 0883  0.713 0.067 0545  0.120
ceps CoT 0566  0.896  0.694 0.081 0592  0.143
COT+RE2 0605 0914  0.728 0.083 0581  0.146
Few-shof Qwen-long Ours 0.824 0881  0.852 0347 0710  0.466
+ prio Rute Deepseek-v3 Ours 0709 0901  0.794 0358 0707 0475
Deepseek-R1 Ours 0739 0901 0812 0357 0712 0.476

Table 3: Performance comparison among traditional pre-trained language model-based methods, traditional prompt-
ing methods, and our proposed method on the SynthScamCall and RealScamCall datasets. SP stands for Standard
Prompting and PS stands for Plan-and-Solve Prompting. The best result is marked in bold.

testing, respectively. Each subset represents data
collected at a different period and is constructed by
modifying attributes irrelevant to scam (e.g., indus-
try names) to simulate the continuously evolving
scam tactics, thereby reflecting the data distribution
shift between data collected at different periods in
real scenarios. Both datasets contain the same 5
scam types. More details of the used datasets and
their construction are shown in Appendix A.2. For
evaluation metrics, we use precision, recall, and
F1-score to test the model’s performance on the
two datasets.

Baselines The baselines for this experiment are
divided into two categories: i) traditional meth-
ods based on pre-trained language models, and
ii) prompting methods leveraging large language
models. For traditional methods based on pre-
trained language models, we tested the text clas-
sification method Finetuned BERT and domain
adaptation methods: BERT-AT (Du et al., 2020),
BERT-AT+ELS (Zhang et al., 2023), and AdSPT
(Wu and Shi, 2022). For prompting methods, we
tested the standard prompt (Brown et al., 2020)
where the in-context demonstration includes only
the sample and answer. Additionally, we tested

chain of thought prompting (Wei et al., 2022), plan-
and-solve prompting (Wang et al., 2023) and Re-
Reading Prompting (CoT+RE2) (Xu et al., 2024)
under few-shot setting, both of which have been
proven to enhance the LLM’s ability to solve com-
plex problems.

Implementation Details For traditional methods
based on pre-trained language models, we select
the Chinese Whole Word Masking RoBERTa mod-
els pre-trained by TencentPretrain (Apache-2.0 Li-
cense) (Zhao et al., 2023) and UER-py (Apache-
2.0 License) (Zhao et al., 2019) as the base model
or encoder and we train the model using Dyrqin
and evaluate it D;.s. For more training details
(detailed methods, hyperparameter etc.) refer to
Appendix B.1. For prompting methods, we used
the Qwen-long, Deepseek-v3 (MIT License) (Liu
et al., 2024) and Deepseek-R1(MIT License) (Guo
et al., 2025) APIs for both baseline and rule-guided
detection, while ERNIE-speed API was called for
pre-selection in our method. The specific API pa-
rameter settings are provided in the Appendix B.1.
For the number of examples, we employ a 2-shot
setting for each scam type in our method, consist-
ing of one normal example and one scam example,
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all selected from Dy,q;n, With a total of 5 scam
types. To ensure fairness, other prompting methods
are tested with 10-shot using the same examples.
To prevent the model from labeling a large number
of normal calls as scam, which leads to inflated
recall, we set a maximum limit on the number of
calls that can be identified as scam. More details
of the implementation of the prompting methods
are shown in the Appendix B.2. The experimental
results are the averages from five random runs.

5.2 Experimental Results

The experiment results of pre-trained language
model-based methods, traditional prompting meth-
ods, and our method on the SynthScamCall and
RealScamCall datasets are shown in Table 3. First,
prompting methods consistently outperforms tradi-
tional pre-trained models on both datasets. In the
more challenging RealScamCall dataset, where all
methods experience a performance drop, prompt-
ing methods still achieve better results. This sug-
gests that traditional methods struggle to learn
key scam-related features from limited annotations,
while LLM-based prompting maintains more sta-
ble performance through its inherent generalization
ability. Second, comparing our method with other
prompting methods, our method outperforms other
prompting methods on both datasets. Especially
on the RealScamCall dataset, the low precision
of other methods indicates their difficulty in accu-
rately identifying scam calls, leading to frequent
misclassifications. By introducing a scam rule set,
we help the model better identify scam call features,
while the normal rule set prevents misclassification
of indistinguishable normal calls. This improves
precision by nearly 0.3, helping the model handle
data distribution shifts and indistinguishable cases
more effectively. Third, we validated our method
on Deepseek-v3 and Deepseek-R1, where it also
showed strong performance, demonstrating its sta-
bility across different models. However, as a rea-
soning model, R1 requires significantly longer in-
ference time compared to DeepSeek-v3 and Qwen-
long, without delivering noticeable performance
gains, suggesting that it may be less suitable for
this task.

Furthermore, to validate that our method can
quickly adapt to a new scam detection scenario,
we collected call data from a new scenario that
includes a new scam type, characterized by "using
fake advertising to entice the caller to purchase a
product or participate in an event." We tested our

The text reminds the recipient to claim
supplementary medical benefits. It creates
urgency but does not exaggerate
product claims. The content relates to
medical reimbursement, making it

reasonable. Thus, the answer is: No. x

Q1 Answer: The conversation emphasizes
that the "supplementary medical benefit"
must be claimed immediately or it will
expire. It repeatedly mentions potential
financial losses if unclaimed, creating
urgency and severity. Additionally,
phrases like "exclusively approved for
you" and "free quota” are used to induce
urgency and exaggerate consequences,
which align with fraudulent patterns.
Therefore, this call text is suspected to be
fraudulent.

Q2 Answer: (1) There is no proof
verifying the authenticity of the offer.
After reviewing each criterion, this call
does not contain any characteristics of a

One-shot Example

i| Hello, sir! I have a product that you
1| absolutely can’ t afford to miss. It can |i
1| prevent cardiovascular diseases and
! even fight cancer! | can offer you a

1| special discounted price—just share
1| your address with me!

I

H Input
i| This supplementary medical care is what|
1| you obtained. If you do not confirm the
1| claim, it will expire. You will have to pay
1| for all the medical expenses yourself.

1| After all, it is an exclusive, free quota

1| approved for you. It can only be

!| reserved for you for one hour to avoid ||
1| your quota from expiring and affecting |}
1| your reimbursement. Fill in your mobile |}
1| phone number and name and you can ||
1| use it after claiming it. Hurry up and
i participate.

Prior Rule
Key features of this scam type is using ) \ A
fake advertising to entice the caller to normal call. Thus, the judgment in Q1 is
purchase a product or participate in an correct—this call is scam.
event. Q3 Answer: Yes.

Figure 4: Case study comparing our method with CoT
prompt. While CoT gets an incorrect answer, our
method gets a right answer with the help of prior rule.

Setup Method SynthScamCall RealScamCall
SP 0.806 0.264
Few-shot PS 0.792 0.180
+Prior Rules CoT 0.783 0.232
CoT+RE2 0.775 0.246
Ours 0.852 0.466

Table 4: Performance of different prompting methods
on experiment datasets with prior rules. The best result
is marked in bold.

framework and CoT on this scenario with only one
scam example of new type. As shown in the Fig. 4,
CoT prompting learned the scam pattern as simply
"fake product advertising," leading to an incorrect
judgment. In contrast, our method, guided by rules,
focused better on the core features of the scam type
and made the correct judgment.

5.3 Ablation Study

Impact of Prior Rule To validate the effective-
ness of our prior rules in assisting LLMs with
scam call detection, we compare the performance
of other prompting methods using the Qwen-long,
incorporating the summarized prior rules as part of
the input. The prompt template design is shown in
Appendix B.2, and the experimental results are pre-
sented in Table 4. Comparing Table 3 and Table 4,
the results show that prompting with prior rules
outperforms methods without them, highlighting
the importance of prior rules in guiding the model
to focus on scam-related content. Additionally,
compared to other methods with prior rules, our ap-
proach achieves better performance, demonstrating
that our prompt design more effectively leverages
prior rules to enhance scam call detection.
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Figure 5: Performance of pre-selection on the Synth-
ScamCall and RealScamCall datasets: scam call recall
and remaining samples. No-Pre is a reference strategy
without pre-selection. Per-Type refers to filtering each
scam type separately, All-at-Once refers to filtering all
scam types simultaneously.

Pre-S Disc Relf ‘ SynthScamCall RealScamCall

X 4 v 0.779 0.325
v X v 0.819 0.398
v 4 X 0.803 0.384
v 4 v 0.852 0.466

Table 5: Result of ablation experiment, where Pre-S
indicates whether the pre-selection stage is included,
Disc represents whether the discrimination reasoning
step is included, and Relf denotes whether the reflection
stage is included, with the results reported as F1-scores.

Impact of Pre-Selection As shown in Fig. 5, we
compare two strategies in the pre-selection stage:
Per-Type, which filters each scam type separately,
and All-at-Once, which applies a unified filtering
process to all types. While All-at-Once reduces the
workload, it fails to capture distinct features of each
scam type, resulting in lower recall. In contrast, the
Per-Type strategy better preserves scam-type dis-
tinctions and achieves higher recall, making it our
default choice. Using the Per-Type strategy, we
observe that the pre-selection stage significantly re-
duces the number of texts requiring detection, with
a consistently high recall above 90% as the dataset
size increases. To further validate its effectiveness,
we remove the pre-selection stage and apply Rule-
Guided Detection to the full dataset. As shown in
the first row of Table 5, performance drops notably,
suggesting that early filtering of non-scam calls al-
lows the model to focus on more relevant samples
and make more accurate predictions.

Reasoning Step Ablation We conduct ablation
experiments to evaluate the impact of each reason-
ing step in rule-guided detection. As shown in
Table 5, removing any step leads to a performance
decline, confirming the contribution of each stage.
The results demonstrate that progressively incor-

Method SynthScamCall RealScamCall
Periodl Period2 Periodl Period2
Finetuned BERT  0.759 0.178 0.927 0.006
BERT-AT 0.852 0.212 0.896 0.056
BERT-AT+ELS 0.891 0.221 0.890 0.057
AdSPT 0.902 0.225 0913 0.078

Table 6: Performance degradation of traditional PLM-
based and domain-adaptation methods under distribu-
tion shift
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Figure 6: Impact of different number of normal rules

porating prior rules enhances the model’s ability
to distinguish scam calls, effectively capturing key
scam patterns and improving overall detection per-
formance.

5.4 Further Analysis

Failure of Traditional Methods To assess the
impact of data distribution shift, we compared the
performance of traditional text classification meth-
ods and domain adaptation methods on test data
collected during the same period as Dr.q;,, (Period
1) and on D7p.s (Period 2). The Table 6 shows that
all methods achieve strong performance on data
collected during the same period as the training set,
but their effectiveness degrades sharply on data col-
lected after some time, underscoring the impact of
data distribution shift and the difficulty traditional
methods face in adapting to it.

Impact of Number of Rules To simulate real-
world scenarios where the rule set evolves over
time, we examine how gradually adding refined nor-
mal rules affects detection performance. As shown
in the Fig. 6, as the number of rules increases and
the descriptions of call characteristics become more
comprehensive, the detection performance steadily
improves. This show that in practice, as our un-
derstanding of call characteristics deepens, we can
enhance the model’s ability to understand these
characteristics and improve detection by continu-
ously expanding the prior rule set. The impact of
scam rule quantity is detailed in Appendix C.4.
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Short Name Source SynthScamCall RealScamCall
LLM Summary 0.842 0.453
Manually Rewriten 0.851 0.465
Names Used in Our Method 0.852 0.466

Table 7: Performance (F1-score) comparison of our
method using short names obtained through different
methods

Robustness to Short Name Selection To verify
that our method does not heavily rely on specific
human-designed short names, we conducted exper-
iments using alternative short name sources, includ-
ing manually rewritten names and LLM-generated
names. As shown in Table 7, performance remains
stable in all variants, with only marginal differ-
ences. This confirms that the short name serves
merely as a coarse and broad abstraction to assist
in filtering, without strongly affecting the final de-
tection results.

6 Conclusion

This paper identifies the data distribution shift
caused by the evolving nature of scam calls and in-
troduces a framework using large language models
(LLMs) to detect these evolving scams. By lever-
aging expert-defined scam and normal call rules in
a hierarchical few-shot prompting approach, our
method ensures stable performance. Experimental
results show that our approach outperforms exist-
ing methods, providing an effective solution to the
detection problem. The framework’s adaptability
to new scam scenarios through simple rule modi-
fications enhances its real-world applicability. We
also release the synthesized dataset to support fu-
ture research.

Limitations

Our method detects scam calls using LLMs through
prompting, but it faces limitations such as long in-
ference times and high computational costs. Given
the scale of daily call traffic, it is not efficient
enough for large-scale deployment. In the pre-
selection stage, we used unfine-tuned open-source
models, resulting in suboptimal performance. Due
to time and data constraints, fine-tuning has not yet
been explored, but it is a potential improvement.
Future work will focus on optimizing LLM usage,
reducing processing time and costs, and exploring
the use of LLMs to assist in training smaller models
for detection.

Ethics Consideration

The primary goal of our work is to detect scam
calls. Regarding call data, we ensure that its con-
tent does not pose financial or life-threatening risks
to individuals or organizations. For our method,
all prompts utilized in this research do not pose
any threat to the safety or well-being of others, and
we are committed to conducting our research in an
ethical and responsible manner.

The real-world dataset used in our study was
collected and shared by a large online recruiting
platform, which clearly informs users during regis-
tration that calls made through its virtual number
system may be recorded for quality and security
purposes. Its Privacy Policy permits the use of
de-identified data for academic research serving
the public interest without requiring additional con-
sent.

All shared data were de-identified by the plat-
form through automated and manual filtering to re-
move personal or sensitive information. The scam
and non-scam labels were assigned by trained staff
using a multi-stage quality assurance process. In
addition, we conducted multiple rounds of manual
review to ensure that there is no privacy leakage.
Data will not be publicly released. We believe
that this work, conducted under strict ethical safe-
guards, can contribute to mitigating the societal
threat posed by scam calls.
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A Dataset Details

A.1 Information of Datasets

We first obtain call texts from two different time pe-
riods to create a real-world call dataset, RealScam-
Call (Real-World Scam Call Dataset). We use the
call data collected in May as Dr.q;,, and the data
collected in July as Dr.s;. Subsequent observa-
tions and experimental validation reveal significant
content differences between these two datasets, in-
dicating that D4, and Dregs come from differ-
ent data distributions. The dataset was collected
and de-identified by a large online recruiting plat-
form that records calls for quality and safety, with
user consent and a privacy policy permitting aca-
demic use. All data were anonymized through au-
tomated and manual filtering to ensure the absence
of personal or sensitive information.

Additionally, to facilitate scam call detection
research in addressing the data distribution shift
problem and to enable continuous exploration of
robust methods, we constructed a synthetic dataset
SynthScamCall (Synthetic Scam Call Dataset), a
publicly available dataset generated using LLMs.
For Dryqin, we use the LLM to generate normal
call data that maintains a similar style to the exist-
ing unlabeled data but with different content. A
small subset of these calls is then randomly se-
lected, and Scam content are inserted to create syn-
thetic scam call texts. The inserted Scam segments
are generated by the model based on real scam call
texts. For D, we adopt the method proposed in
(Peng et al., 2024) for modifying the attributes of
call texts. We use the model to alter background
information in call texts that is unrelated to fraud
(e.g., industry names). Meanwhile, for scam call
texts, we ask model to keep the core Scam content
unchanged. Through this way, we aim to make the
content in Dreg different from D4y, thereby
replicating the data distribution shift problem. Fur-
thermore, to address data privacy concerns, we
manually anonymized the dataset by replacing sen-
sitive information such as names, addresses, and
company names with meaningless placeholders.

A.2 Statistic of Datasets

In this section, we present the specific details of the
real dataset RealScamCall and the publicly avail-
able dataset SynthScamCall, which is artificially
constructed through the LLM. First, we show the
statistics of the used datasets as shown in the Ta-
ble 8.

Dataset Source Drrain Drest
#Fraud #Call #Fraud # Call
SynthScamCall  synthetic 592 6926 223 2293
RealScamCall  real-world 1141 9888 845 65813

Table 8: Statistics of the used datasets. #Fraud denotes
the number of scam call text and #Call denotes the
number of call text.

A.3 Example of Scam Call Text

The names of scam types are quite abstract. In
the main text, we have presented example texts
for some scam types to help understand the corre-
sponding Scam scripts. In this section, we provide
a more detailed presentation. As shown in Table
8, we supplement the previous examples by show-
casing example texts for all scam types in the used
dataset.

B Experiment details

B.1 Training of PLM-based Methods

For finetuned BERT, we choose the Chinese Whole
Word Masking RoBERTa-Large models pretrained
by TencentPretrain (Zhao et al., 2023) (Apache-
2.0 License) and UER-py (Apache-2.0 License)
(Zhao et al., 2019) as the base model. We adopt
a hard prompt tuning approach. The prompt tem-
plate is set as: "Is the following text a scam call?
[text_A] Answer: [ANS]", where the input text re-
places [text_A]. The probability of "Yes" appearing
in [ANS] represents the likelihood that the input
text is a scam call, while the probability of "No"
represents the likelihood that it is a normal call.
To address the issue of class imbalance, we em-
ploy Focal Loss(Ross and Dollar, 2017), setting
the parameters v = 2 and o = 0.9. We use the
Adamw optimizer (Loshchilov, 2017) with a learn-
ing rate of 1 x 107 to update model parameters.
The training epoch is 5 and batch size is 32.

For domain adaptation methods, we choose the
Chinese Whole Word Masking RoBERTa-Large
models pretrained by TencentPretrain as encoder.
During training, we also use the AdamW optimizer
with a learning rate of 5 x 1075, The training is
conducted for 10 epochs with a batch size of 24.

All experiments are conducted using PyTorch on
a single NVIDIA RTX 3090 (24GB) GPU.

B.2 Details of Prompting Methods

We call the Qwen-long, Deepseek-v3 and
Deepseek-R1 APIs from Bailian Model Studio for
baseline methods and rule-guided detection, and

5058



the ERNIE-Speed-128k API from ModelBuilder
for pre-selection. For Qwen-long, the parame-
ters are set as follows: temperature ¢ = 1.0 and
top_p = 0.8. For Deepseek-v3, the parameters
are: temperature t = 0.7, top_p = 0.6, and
presence_penalty = 0.95). For ERNIE-Speed,
the parameters are: temperature ¢ = 0.95 and
top_p = 0.7.

For example selection, we select two examples
for each scam type from Dr,.4:y,, consisting of one
scam example and one normal example. Except
for standard prompting, the reasoning process for
examples in other prompting methods is manually
written. Specifically, for SynthScamCall, we set
the maximum number of scam samples to twice the
number of scams in the dataset, while for the larger
RealScamCall dataset, we set the limit to five times
the number of scam samples. Traditional pretrain-
ing methods can control the number of detected
scam calls by setting a probability threshold, while
prompting methods, without probability outputs,
must randomly select calls if detections exceed the
maximum allowed.

The detailed prompt template design of other
prompting methods used in our experiments is
shown in Table 15. As discussed in Section 5.3,
to validate the effectiveness of the proposed prior
rules, we incorporated the same prior rules into
traditional prompting methods for guidance. The
detailed prompt design with prior rules is shown in
Table 16. For our method, the Scam Rule Set used
in the experiment is shown in Table 13, and the
Normal Rule Set used is shown in Table 14. The
detailed prompt template design of our method is
shown in Table 17.

C Additional Experiment Result

C.1 Visualization of Data Distribution Shift

To intuitively demonstrate the presence of data dis-
tribution shift caused by changes in call content
over different time periods, we extracted features
from call transcripts collected at various times us-
ing Sentence-BERT(Reimers and Gurevych, 2019).
We then applied PCA for the reduction of dimen-
sionality and visualized the results in Fig. 7. The
visualization clearly reveals the existence of data
distribution shifts across different periods.

C.2 Impact of the Number of Demonstrations

We evaluate the impact of example quantity by
comparing 1-shot, 2-shot, and 4-shot settings. As

Distribution of Samples from Two Datasets

° July
May

°

Figure 7: Visualization of Data Collected in Different
Time Periods
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Figure 8: Impact of different number of demonstrations

shown in Fig. 8, 2-shot significantly outperforms
1-shot by enabling comparison between normal and
scam calls. While 4-shot includes more examples,
its improvement is marginal and does not justify
the added cost and longer context. This suggests
that 2-shot strikes a good balance between effec-
tiveness and efficiency, and is thus adopted in our
experiments.

C.3 Impact of Example Selection

. SynthScamCall RealScamCall
Selection Strategy
Presicion Recall Fl-score Presicion Recall Fl-score
Complexity-based ~ 0.822 0.883 0.851 0.342 0.732  0.466
Random 0.824 0.881 0.852 0.347 0.710  0.466

Table 9: Comparison of experimental results for two
different example selection strategies.

Some studies have suggested that different ex-
ample selection strategies can improve the per-
formance of prompting methods. In our experi-
ments, we compare random example selection with
complexity-based selection. Since our dataset does
not include attribution steps, we follow the ap-
proach of previous work and use the sample length
as a criterion for complexity. Experimental results
show that different selection strategies have little
impact on performance. A possible reason is that
our method primarily relies on prior rules to guide
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the model’s detection, reducing its dependence on
specific examples.

C.4 Additional Analysis on Number of Rules

= Fiscore = Fiscore]

2

1 1

2 3 2 3
Number of Scam Rules Number of Scam Rules

(a) SynthScamCall (b) RealScamCall

Figure 9: Impact of different number of scam rules

We have shown in Section 5.4 that gradually
expanding the normal rule set improves detection
performance. In this section, we further explore
the impact of incrementally adding rules to the
scam rule set on experimental performance. As
shown in Fig. 9, it is evident that adding more rules
does not significantly improve performance. This
may be because, in our scenario, scams are already
categorized by scam type, and a single feature can
effectively capture the characteristics of each type.
However, for more complex scam types, where a
single rule cannot fully capture the key feature,
adding additional rules would likely result in a
more noticeable performance improvement.

C.5 Impact of Rule Incorporation

Method SynthScamCall RealScamCall
_ CoT prompt 0.783 0232
(Prompting everything together)
Ours 0.852 0.466

(Step-by-step prior rule integration)

Table 10: Performance of different rule incorporation
strategies

To investigate the impact of prompting every-
thing together, we compared two approaches: in-
putting all prior rules simultaneously and guid-
ing the model to learn their usage through CoT
prompts, versus our step-by-step method, which
mimics human experts’ hierarchical reasoning by
gradually introducing prior knowledge to guide the
detection process. As shown in the Table 10, the
F1 scores indicate that our step-by-step prior rule
integration approach more effectively utilizes prior
rules, resulting in better performance compared to
prompting everything together.

82.9%, 85:2%

80

=]
=1

44.3% 46

'S
=]

F1 Score (%)

20

0-

RealScamCall

SynthScamcCall

EEE No Prior Rules BN No Demonstrations s Ours

Figure 10: Performance comparison of our method and
its ablated variants on SynthScamCall and RealScam-
Call. No Prior Rules removes prior rules, No Demon-
strations removes in-context examples.

C.6 Effect of Prior Rules vs. Demonstrations

To assess the respective contributions of prior rules
and in-context demonstrations, we conduct abla-
tion studies on both components. As shown in
Fig. 10, removing demonstrations leads to a mod-
erate performance drop, suggesting that examples
help refine the model’s understanding but are not
essential. In contrast, removing prior rules results
in a drastic decline in performance, confirming that
our method relies primarily on expert knowledge
to guide the detection process. These results high-
light the central role of rules in enabling accurate
scam detection, with demonstrations playing only
a complementary role.

C.7 Analysis of Effectiveness-Cost Trade-off

SynthScamCall RealScamCall

Method

Fl-score Processing Rate Fl-score Processing Rate

Ours

1% O
(w/o lightweight Pre-selection) 0.861 100% 0473 100%

Ours

(w/ lightweight Pre-selection) 0.852 32.6% 0.466 23.6%

Table 11: Impact of lightweight pre-selection on per-
formance and LLM processing workload. #Processing
Rate denotes percentage of texts to be processed by
large LLM.

To evaluate how our framework balances detec-
tion effectiveness and computational cost, we com-
pare two settings: one using a lightweight model
for pre-selection (our framework setting), and an-
other where the large LLM handles all inputs di-
rectly, including the pre-selection step. As shown
in Tab. 11, incorporating the lightweight model
slightly reduces detection performance but signif-
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icantly lowers the proportion of texts processed
by the large LLM, thereby reducing computational
overhead. This demonstrates how our design effec-
tively allocates easy cases to the lightweight model
while reserving the large LLM for more challeng-
ing instances.

D Supplementary Case Study

As shown in Table 18, we conduct a case study
to show the effectiveness of our proposed method
over the chain-of-thought prompting. The results
show that, while both methods identified poten-
tially scam-related content, our method made more
accurate judgments with the help of prior rules,
whereas the chain-of-thought method gave incor-
rect answers. A case study demonstrates the im-
portance of the reflection stage, where, as shown
in Table 19, our method, guided by normal rules,
captured normal features in the conversation and
prevented misclassification.

E Computational Budget

As introduced in (Liu et al., 2024), the DeepSeek-
v3 model has a total of 671 billion parameters,
with 37 billion activated for each token. However,
the specific number of parameters for Qwen-long
and ERNIE-Speed is unclear. In our experiments,
testing a complete detection using the Qwen-long
model on SynthScamCall takes approximately 4-6
hours, while testing on RealScamCall takes around
20-24 hours (with parallel processing across differ-
ent scam types).
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Scam Types Example
REIUREE T E RS TIET IS . ATX AR A R ZE K
TSR L T EIR B IE B AR AR & 28 1R I5

(offering many job positions)

Trans: I saw that you submitted a resume. Have you found a job? We have
a lot of positions available. Would it be convenient to add you on WeChat
and send you the details of the positions?

AT
(inviting individuals to transition to a new
industry and offering training opportunities)

FAN DX AR, ARZEE T DX T A7 Bod ik
KA, HMNERE—DEIRS, BADXILFRBE 2R —PEETL,
IR %

Trans: We are engaged in software testing. Have you ever known about this
industry? It doesn’t matter if you haven’t done it before. We will provide
training services. This will be an important industry in the future and

earn a lot of money.

Rz EE
(free meals and accommodation)

TREF R TR BA T AR EAE RIS @ F S E, KRBT
IOGfE TRE—T

Trans: Are you looking for a job? Our company is hiring with a high salary,
including accommodation and meals. Would you be interested in adding me on
WeChat to learn more?

uplimre

(assign work close to the current location)

FEM_EBBIFRA0TE D) 48 H RIAER TR IS o 487%5 [ A5 3 7= B & i
VR SR AT LUK 1R B ZE SR 22 HE A

Trans: I saw your resume online. Are you currently looking for a job? Would
you consider a position in real estate sales? The work location can be
arranged close to your preferences.

ZFEH#H AT

(have branch offices nationwide)

AT 5 LBBVRATRE DS R TR TAESARAR A Fefl 12 2 E 0
XA T 2 E R 70 A R — FARK B AR ML AN FIE IR 2 AR En A
UEE R GER Eu—

Trans: I saw your resume on the platform. Are you currently looking for a job?
We are hiring nationwide and have branch offices across the country. It’s a
large company. I'm not sure if you’re interested, but if you are, please add me
on WeChat, and I can tell you more about it.

Table 12: Common scam types in the dataset and their corresponding example texts
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Scam Type ‘ Scam Rule

SO IR P A e B 2 B XA BARE AR 2 3.5 A R AR TARHL
SABN XD E LR FRUFR, FH RSB RIS R
FE (WNER . BF . FraSRlaiEe)

If the text mentions statements like ’1. Rich variety of job positions. 2. We have many
positions available. 3. There are various types of job opportunities here. 4. We offer
multiple positions to choose from,” without further clarification on specific job titles
(such as delivery drivers, riders, customer managers, etc.), it indicates a suspicious call.

R LAREIRE B R AT, S A EREIE AT UL EF T . 2R

AT HERTE, SEEEIRES AT, EABRARAE? "ERUKE, EAAE
FHEEVIT RS S 7 BRI AT -

If the text mentions statements like ’1. Have you considered changing careers, you can easily
get started with a short-term training. 2. Some industries are quite popular now, and you can
easily get into them with training, want to give it a try?” The focus here is not on the

training itself, but on tempting the recruit to change careers through these conditions,
indicating a possible scam.

TiERME

(offering many job positions)

TLAFINERAT
(inviting individuals to transition to a new
industry and offering training opportunities)

AL AR AR A, B, PoREHIE2 B R, Gz,
. MGEIMAFATRN R BIFRIR, Az EER IR AR T mafE, m
AR FIR A e B IR E WS H AT WA, JF HZs S TIEN AL

(2l akes If the text mentions statements like *1. We offer free meals and accommodation with good
(free meals and accommodation) benefits, come try it out! 2. Job positions with free meals and accommodation, welcome to
join our team,” the offer of free meals and accommodation should cover both food and
lodging, not just accommodation or other common benefits like transportation. Moreover, if
these benefits do not align with the job requirements

SO LR R RS R e R B LA AL o 2 R AL E S R ITAE
BB AHA  "ERLFR, I E-REETHERIEEANALE, WEA
PRI TAEE S, EESR AT DUt 24

If the text mentions statements like *1. We will arrange the nearest work location based on
your address. 2. We’ll match you to an office nearby according to your location,” but lacks
specific job details, directly offering a local arrangement without confirming the
applicant’s location, it suggests a suspicious call.

Wz HE

(assign work close to the current location)

AR LEATRXX AR, 2EREZ AT - 2B AR E & HH

BB AEREE KPS AFERLER, FEELEILIATAZE
ZEHH AT AEHEWE 5 AR

(have branch offices nationwide) If the text mentions statements like 1. We are XX company, with multiple branches nationwide.

2. Our company has branches across the country. 3. We have xx branches nationwide,” and it

refers to 'nationwide’ without specifying locations, it suggests a suspicious call.

Table 13: Scam Rule Set

Normal Rule

(1) SCRAFRENEMAIIEER, SCF B FA M Eadlixx X o 2. A Fxx RExxtE - 3. # 5 0&xx] 6
UT o PEERLIE U R IE R 1S
(1) If the text mentions detailed address information, such as "1. We are located in XX city, XX district. 2. Located
in XX building, XX floor. 3. The location is near XX square," it suggests a normal call.

(2) SURPERBBFEEINEEEL TS, SR W% TS0 T - 2. kAR - 3. 5%
IRy AR o SR IR R IR F @ 1
(2) If the text includes an invitation for an interview or an in-person visit, such as "1. You are welcome to visit in
person. 2. We sincerely invite you for an interview. 3. Please come to the site for detailed communication," it
indicates a normal call.

(3) A TIESRATS TIERAARILE (RELETS - W RIS S H WA AM) i, =REa M
G o 2. B FIEINLE - 3. DA AT . SR RUIE NN BA VED Rk 5E
(3) If the job conditions match typical recruitment offerings (e.g., accommodation, paid training internships), such as
"1. Accommodation and subsidies provided. 2. Paid training opportunities available. 3. Job conditions are clear and
reasonable," it is not considered to have scam characteristics.

(4) FRHSTTF A B SR M v] DA LB e RS2 E VA 2 A RS &R IEREE, NRZIRHEEIZE
FEFMRIEFBEIE, el HFIIEMIZHE . 2. 2RAEEREEE . 3FMTXDRE 27
S RN B VE B e
(4) If the job offer involves positions like delivery riders or security guards with reasonable conditions, such as
"1. Rider positions can be arranged locally. 2. Delivery workers have reasonable accommodation and meal provisions.
3. Security guards are provided with meals and accommodation,” it suggests a normal call, and these conditions are not
considered scam-related.

Table 14: Normal Rule Set
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Method Prompt Template(w/o Prior Rule)

QRE— M ERARIFERM TR, T NWCERANETE R, HifEE—Sam BRI A E L BRIVER
WA, B (short name of scam types 1}...{short name of scam type K}, & VRHHTH HBRiAE K& IEH
TRIE T R VR R R -
(Trans: You are an expert in scam call detection. The following texts are collected call transcripts, some of which
contain Scam content aimed at deceivingCommon types of scam calls include {short name of scam type 1} ...
{short name of scam type K}.

SP Please help identify the few scam calls hidden among the large volumn of normal call texts.)
Example: {Example}
TESBLEERREGISOR, P 2 A SRR R — VRS TS SO, EEEEE R R, BFR
KERBITELD T, AHEBEI AR -
(Trans: Please determine whether the given text is a scam call based on the provided example texts. Answer only with
"Yes" or "No", with a length limit of one character, and without any explanation.)
Input: {Input}

QRE— M ERAIFERM TR, T NWCERANETE R, HiEE—Sm BRI A B BRVER
WA, B {short name of scam types 1}...{short name of scam type K}, &EVRHFT-H HFRiAE K EIEH
TRIET R VR R -
(Trans: You are an expert in scam call detection. The following texts are collected call transcripts, some of which
contain Scam content aimed at deceivingCommon types of scam calls include {short name of scam type 1} ...
{short name of scam type K}.

CoT Please help identify the few scam calls hidden among the large volumn of normal call texts.)
Example: {Example}
EBSEEEMREGISOR, LB —2— T 8%, AW TS R SCRR T — NIVERmE & SO, 18R
BRSO — 5 — T BB BRI E R -
(Trans: Please determine whether the given text is a scam call based on the provided example texts.Let’s think step
by step, following the reasoning process of the example texts, and arrive at final conclusion.)
Input: {Input}

QRE— M ERAEIFRM TR, T NWCERANETE R, HpEE—Sm BRI A B B IVER
WA, B (short name of scam types 1}...{short name of scam type K}, I&EVRHHTH BRI K EIEH
TRIE T R VER R -

(Trans: You are an expert in scam call detection. The following texts are collected call transcripts, some of which
contain Scam content aimed at deceivingCommon types of scam calls include {short name of scam type 1} ...
{short name of scam type K}.

Please help identify the few scam calls hidden among the large volumn of normal call texts.)

Example:{Example}

TESHLEEMREGISOR, FIT N I 25 H A SO T2 — VRSB IS SOAS, W B T8 SRR A (Rl 45
R TR, RIGPITIRERTTR, — D — PRI, 7505 BB SO A& RS T B
(Trans: Please determine whether the given text is a scam call based on the provided example texts. Let’s first
understand the problem and devise a plan to solve the problem. Then, let’s carry out the plan, solve the problem step
by step. Please follow the answer format of the example texts.)

Input: {Input}

QiR —MERBRIERMZ R, T AN ERNETE R, B e — A BRI N A L5 BoREER
A, KA ELFE {short name of scam types 1}...{short name of scam type K}, i5 /R T #% H FRAE K & 15 HHE

T P VE D R -

(Trans: You are an expert in scam call detection. The following texts are collected call transcripts, some of which
contain scam content aimed at deceivingCommon types of scam calls include {short name of scam type 1} ...

{short name of scam type K}.

Please help identify the few scam calls hidden among the large volumn of normal call texts.)

Example: {Example}

ESHEEMREGISOR, BN —2— BT 8%, AW T E % BSOS — NIVEGE 8 34, 1507
BRSO — 5 — it T B BRI ER -

(Trans: Please determine whether the given text is a scam call based on the provided example texts. Let’s think step
by step, following the reasoning process of the example texts, and arrive at final conclusion.)

Input: {Input}

FE—mEE: FSEAEOREGISOR, B2 =S R%, AW RS A SCRR T2 — VEYRE
TEIOK, BRI SOR — 2 — BT BB BRI AR -

(Trans: Read the problem again: Please determine whether the given text is a scam call based on the provided example
texts. Let’s think step by step, following the reasoning process of the example texts, and arrive at final conclusion.)
Input: {Input}

PS

CoT+Re

Table 15: Prompt template of baseline prompting methods. SP stands for Standard Prompting and PS stands for
Plan-and-Solve Prompting.
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Method Prompt Template(w/ Prior Rule)

QiR — M ER RGN T K, TR AERETE R, HARFE— LR BRI AT SHUE BARIKIER
WK, B (short name of scam types 1}...{short name of scam type K}, 1%l iEEEEH VEIRIFIE
{scam rules}, 1EHIBEIGEHEEARHE{Normal rules}, 1EVREFIT T H FEIBE K& IEF1BIEF I VEIRIEIE -
(Trans: You are an expert in scam call detection. The following texts are collected call transcripts, some of which
contain scam content aimed at deceivingCommon types of scam calls include {short name of scam type 1} ...
{short name of scam type K}. Such calls usually have {Scam rules}, while normal calls have {Normal rules}.

SP Please help identify the few scam calls hidden among the large volumn of normal call texts.)
Example: {Example}
TBS LA E BRI SRR SRR, T R 45 RO SCASR o — MIVERRIE 7 SO, 1 B E 2 el
“E, BREERBIELINT, AREMEIRERE
(Trans: Please determine whether the given text is a scam call based on the provided example texts and prior rules.
Answer only with "Yes" or "No", with a length limit of one character, and without any explanation.)
Input: {Input}

QiR — M ER RGN T K, TR NERETE R, HAREAE— SR BRI A SHUE BRIKIER
WK, ZHIELFE (short name of scam types 1}...{short name of scam type K}, 1%l iEEEEA VEIREFIE
{Scam rules}, IEHIEIEEAEEESHIE{Normal rules}, BREFT TR HFRHZE K& 1EH B I1EH AOVEDRIE S -
(Trans: You are an expert in scam call detection. The following texts are collected call transcripts, some of which
contain scam content aimed at deceivingCommon types of scam calls include {short name of scam type 1} ...
{short name of scam type K}. Such calls usually have {Scam rules}, while normal calls have {Normal rules}.

CoT Please help identify the few scam calls hidden among the large volumn of normal call texts.)
Example: {Example}
ESHLEE BRI SCOEF SN, LT — B — DT, FI N HLS 5 RSO R — VeSS
SOK, ETRMERISUR— S — BT B R EIR AT R .
(Trans: Please determine whether the given text is a scam call based on the provided example texts and prior rules.
Let’s think step by step, following the reasoning process of the example texts, and arrive at final conclusion.)
Input: {Input}

QRE— M ERAEIFRM TR, T NWCERANETE R, HipfEE—Sm BRI A E L B IVER
WK, B (short name of scam types 1}...{short name of scam type K}, 1%l iEEEEH TERIFIE
{Scam rules}, IEHIEIEFEEEEFIE{Normal rules}, BRFFT TR HBREZE K & 1 F 15 A0 VEDRIE S -
(Trans: You are an expert in scam call detection. The following texts are collected call transcripts, some of which
contain scam content aimed at deceivingCommon types of scam calls include {short name of scam type 1} ...

{short name of scam type K}. Such calls usually have {Scam rules}, while normal calls have {Normal rules}.
Please help identify the few scam calls hidden among the large volumn of normal call texts.)

Example:{Example}

B L E WOREGI SORFNSEIE AN, AT R 2 A SO B — VR GE 76 SO, 1R T SE BRI 1]
IR R R T R, REHITRERT R, —2— SRR, E 0 R ORI RS T EE .
(Trans: Please determine whether the given text is a scam call based on the provided example texts and prior

rules. Let’s first understand the problem and devise a plan to solve the problem. Then, let’s carry out the plan,

solve the problem step by step. Please follow the answer format of the example texts.)

Input: {Input}

QiR —MERBRIERMZ R, T AN ERETE R, B eE— A BRI N A L5 BREER

A, KA ELFE {short name of scam types 1}...{short name of scam type K}, 1Z%I5@ 1EEF B VERAEFE

{Scam rules}, IEHEIEFEEGRHE{Normal rules}, BERAT TR HBREZE K & 5 1S AOVEDRIE IS -

(Trans: You are an expert in scam call detection. The following texts are collected call transcripts, some of which

contain scam content aimed at deceivingCommon types of scam calls include {short name of scam type 1} ...

{short name of scam type K}. Such calls usually have {Scam rules}, while normal calls have {Normal rules}.

Please help identify the few scam calls hidden among the large volumn of normal call texts.)

Example: {Example}

HZ B ERRERI SRS, AT — BT S, Il T %A A SO R — VR SE 7 S
CoT+Re &, EIEEGISCE—2— BT REH BRI ZREESR -

(Trans: Please determine whether the given text is a scam call based on the provided example texts and prior rules.

Let’s think step by step, following the reasoning process of the example texts, and arrive at final conclusion.)

Input: {Input}

BIL—IR N ES B E GRS, BTSSR, HI R4S SRR 2

—ESREIE SO, IR SR — S — DT B H BRI R ER

(Trans: Read the problem again: Please determine whether the given text is a scam call based on the provided example

texts and prior rules. Let’s think step by step, following the reasoning process of the example texts, and arrive at

final conclusion.)

Input: {Input}

PS

Table 16: Prompt template of baseline prompting methods with the guide of prior rules. SP stands for Standard
Prompting and PS stands for Plan-and-Solve Prompting.
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Stage

Prompt Template

Pre-Selection

PRE—RAETESRE RN TIEAR, B E R &2 (short name of scam type} fHRAZ, ATEM
BB RN, ERRBIELDT, PRI MR .

Trans: You are a telecom fraud call detection worker. Please check whether the given text contains content related to
{short name of scam type}. Just answer ’Yes’ or 'No’. No further explanation is required.

Input: {Input}

Rule-Guided Detection

T R VEGIEIE R R, IS SOA F AR — LA Bl I $2 2] {short name of scam type } KT RUIE VERRAYIOAR,
— BRI R BRI % SO R T 2 VE DR 1 2 -

Trans: The call text contains content related to {short name of scam type}. Your task is to solve the following questions step by
step and determine whether the given call text is a fraudulent one.

(IR VEGwIE1E BA 20 T AFE:

VERWAFAE: (Scam Rule 45 1R %A € FIVERMEBIFAFIE — B — BT AR TR VES 8 15 1%

Trans: Q1: Texts that use {short name of scam type } for fraud often exhibit the characteristic: {Scam Rule}. Based on this rule,
analyze the text step by step to determine if it shows signs of fraud.

(B2 IEHEIE A I T ARE:

IEHWFHE: {Normal Rule} QISR IR 1AM SCAH VESMEIERHEE, HIRRIBIE R SURZR S

R ST IEH B TRAFAE?

Trans: Q2: Normal calls often exhibit the following characteristic: {Normal Rule}. If Q1 determines that the text shows
signs of fraud, compare the text with the normal features one by one to check if it contains any normal characteristics.
[EE3: EIRGEE LEFENERG HRAER, WEEETE—MEREIE, AREA N EIE TN

EEREIT, NREEA AT RSN

Trans: Q3: Please provide a final answer based on the answers to the previous questions. Is the call a fraud call? Only
answer Yes or No. No further explanation is required.

ETRN T WA OB AR AR R A R A R A R AR, 4 RSO

Trans: To help you better understand the process and remember the output format, here are samples:

Example: {Example}

THLR G LISOR Bedh MM AR, ARER A1 R 2 AR AR 5 o — MIVERIEIE SO, ansRig
FEEEE, RZIEEES -

Trans: Please combine the above text and the given judgment process to answer the questions and analyze whether the test
text is a fraud call. If it is a fraud call, answer Yes; otherwise, answer No.

Input: {Input}

Table 17: Prompt template of our methods
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T RR AR TAER MR R B AT AR AR DX B IR (RIX00 75 B At IS mipt & R 2% FEAE XA X 48k,
XML MR TiX A 52 R 55 4T Mk AR FA T 2305 B A — T R U B T ) & 38 BT IR L BT A
UL AT AT MR &2 M RE A RN B — T BRI 8 R e a T s A AR L

(Trans: Are you looking for a job? Which area are you currently in? Do you need accommodation? So, you’re only
considering finding a job in this area, right? Our company is also in the service industry. How about we discuss the
details on WeChat? If everything sounds good, you can directly go for the interview. Send me your location, and I will

check the nearest station to you.)
FRE: 1EH 3L (label: Normal)

GOCEREN AT R IRSS TR, EH B iR TAENE, BERUREEEMHNIL, BT

W AESE R HAERE, FTLEE A VEREE A, TSR &2

(Trans: The text mentions, "Our company is also in the service industry," but does not provide specific details about the
job. It directly offers accommodation and mentions the nearest station, which aligns with the use of false information to
deceive the victim. Therefore, it is judged as a scam call text. So the answer is Yes. )

L ARVESR: ZOURER IR AR EG, (R H AT LU ik TR, H BIREIE iR it s

, XAFE <L ZARAFE - EAETREVERIE, TR 7 ERRC R B TSR X,
FH AR T BAETLARFSTIL), BTSSR & EIREHE30F B & TIEER M E A E SR AR
HORF A o BRI FIMTZ RS SR VE SR REE K

2. MIRIRE S (D)IH SRS A At -

(A A FREN AR U BA TN & 0& BT VR B R R AT st AT L T, X i s A R 3 -

()P B LRSS b A AR DLEE -

(4P BB F 5k B PUX SRERMV Y | B YR BRI A0k s X M 2 I S B0 -

St BN, ZETEE S IERIBIERLQ)G)@), FIARTE FE2R AR, Z0E T R -

Input

CoT
Answer

3. FERER: B
(Trans: Q1 Answer: This text asks the recruit’s location, then offers to arrange a nearby work station, mentioning
"the nearest station to you," which aligns with the local job arrangement feature. However, unlike typical scams, it
first inquires about the recruit’s location ("Which area are you currently in?") and specifies the industry (service
industry), so it doesn’t fully match the scam characteristics of "no specific job details" and "not initially asking

for the recruit’s location." Therefore, based on this, the scam suspicion for this call is minimal.

Ours
Method
Answer

Q2 Answer: (1) No specific address is mentioned.

(2) The text mentions, "If everything sounds good, you can directly go for the interview," which is an invitation for an
interview.

(3) The proposed job conditions align with the job role.

(4) When it involves jobs like delivery drivers or couriers, the phrase "the nearest station to you" is a reasonable local
job arrangement.

After evaluating the points, this call contains normal call features (2)(3)(4). Therefore, according to the criteria for
Question 2, this call is considered a normal call.

Q3 Answer: No.)

Table 18: A case study of chain-of-thought prompting and our methods using Qwen-long API on an example of
SynthScamCall
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PRIFHIX BUEXY AR ASHEIEN, BERXDIERE NGRS BRE AR TIEE? BAMEXBEA X
A S ER, BRIAE RS R AR RIS O TAE A SRR 15O 4 ? ZDHT X2 ? ZDfT X B BB i
WERZE, IRTEMRRIEANF A5 T20? MEyRAR b AL B Y MMV R AR B 3 B RO
IR VREIGIEIE « PRI A FAEMS BRG] LIBIFA TR T E—F, BT IREOEEI FIRBIRUE S Rix=
ARRAIRIE?

Input (Trans: Hello, this is HR recruitment from XY company. I noticed you browsed our job listing yesterday. Are you still
looking for a job? We have branches in all regions. Right now, we are recruiting for related positions. Are you
interested? Is it ZD New District? Yes, we have a branch there. We have many branches. Are you renting a place there?
Oh, what’s your location? M City, right? We also have a branch there. Let me add you on WeChat. Do you have time today?
You can come to our branch to learn more. I’ll add you on WeChat. How about today? If you’re not available today, how
about tomorrow? )

LRSS MO AR BB EX BAA XIEE 95, X 5% & MERA AL, Bortit
KM ERE L HE TR . stoh, IHESIEE S INE S St — PR, XM T B I 5E . Kt

S SO L YRR -
Ours 2 FEER: £

Answer

(w/o Reflection) (Trans: Q1 Answer: The test text mentions "we have branches in all regions," which is similar to the given scam feature
w/o

, implying that they can arrange work regardless of the location. Furthermore, the conversation attempts to establish
further contact through WeChat, which is also suspicious. Therefore, this call text raises concerns of fraud.

Q2 Answer: Yes.)

1B ZSCRF R BTN R BAADKIHEE 20, XS5 VERIFET ZAAL, BrE2E
AU SN - BEL, ARGE R AT AR, X BOREIE SO B VERR HRSE -

2. [ARIRE SR B R RGR AR AT R B 6 & IEH T IE L

() CRFH RN EEAMAEL: “ZDECEIL” . “MBIA R REBHE D, BARAZREAIEAE
#olt, (HEZ KB REEmAX -

) R EREIBIES N SMAINE: Al LB R T — 1.

(3) BV RRE) TAEFA:, EMBEAIESE, SRS TRERNE, R T ARMmXE 28
. IXPFE IR BRI -

@) X THF - A0 AR ERERALIR N, U SoX L, B EE AW, TR

8 TIARIX R EH E I
Ours 3. MIR3EZE: &
Answer (Trans: Q1 Answer: The text mentions "we have branches in all regions," which is similar to the description in the scam
(w/ Reflection)  feature, implying the presence of branches nationwide. Therefore, based on the criteria for Question 1, this call text raises

suspicions of fraud.

Q2 Answer: We compare the text against the characteristics of normal calls:

(1) The text mentions specific location information: "Is it ZD New District?" and "We also have a branch in M City." Although
not a detailed address, it refers to specific cities and regions.

(2) The text mentions an invitation to visit in person: "You can visit our branch to learn more."

(3) Although no specific job conditions are mentioned, the overall context suggests a recruitment conversation, with references
to specific regions having branches, which aligns with normal recruitment procedures.

(4) The text does not mention specific jobs such as riders, delivery workers, or security guards, but given the above points, it
still leans more towards being a normal call.

Q3 Answer: No.)

Table 19: A case study of our method using the Qwen-long API on an example from SynthScamCall, comparing the
results with and without the reflection stage.
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