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Abstract

Large Language Models (LLMs) exhibit strong
reasoning capabilities and are widely applied
in event forecasting. However, studies have
demonstrated that LLMs exhibit human-like
cognitive biases, systematic patterns of devia-
tion from rationality in decision-making. To ex-
plore the cognitive biases in event forecasting,
we introduce CogForecast, a human-curated
dataset comprising six topics. Experimental
results on three LLMs reveal significant cog-
nitive biases in LLM-based event forecasting
methods. To address this issue, we propose
MCA, a Multi-Cognition Agentic framework.
Specifically, MCA leverages LLMs to act as
multi-cognition event participants, performing
perspective-taking based on the cognitive pat-
terns of event participants to alleviate the inher-
ent cognitive biases in LLMs and offer diverse
analytical perspectives. Then, MCA clusters
agents according to their predictions and de-
rives a final answer through a group-level re-
liability scoring method. Experimental results
on a dataset including eight event categories
demonstrate the effectiveness of MCA. Using
Llama-3.1-70B, MCA achieves an accuracy of
82.3% (79.5% for the human crowd). Addition-
ally, we demonstrate that MCA can alleviate
the cognitive biases in LLMs and investigate
three influencing factors.

1 Introduction

Recently, large language models (LLMs, Zhao
et al., 2023) such as ChatGPT have shown remark-
able reasoning capabilities across various appli-
cations, including event forecasting. Event fore-
casting (Granroth-Wilding and Clark, 2016; Zhao,
2022; Zhou et al., 2022; Wang et al., 2025) is a
challenging task that aims to predict future de-
velopments based on the analysis of background
information. Basically, LLM-based forecasting
methods can be categorized into prompt engineer-
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On November 27, 2024, the Syrian anti-government Hay'at Tahrir al-Sham
(HTS) began an offensive against government forces in Aleppo.
Question: Will the Syrian government succeed in defeating HTS?
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Figure 1: Comparison of different multi-agent methods.
Agents with red dashed boxes inherit cognitive biases
from LLMs, as demonstrated in Section 2.

ing (Shi et al., 2023; Schoenegger et al., 2024),
Retrieval-Augmented Generation (Liao et al., 2024;
Luo et al., 2024), instruction tuning (Tao et al.,
2024a; Yuan et al., 2024), and LLM-based agent
methods (Ye et al., 2024; Cheng and Chin, 2024).
These studies treat LLMs as objective analysts and
contribute significantly to the progression of event
forecasting.

However, as demonstrated in Talboy and Fuller
(2023) and Echterhoff et al. (2024), LLMs inherit
human-like cognitive biases from human-created
data. The cognitive biases are systematic patterns
of deviation from norm or rationality in decision-
making, thus rendering LLM-based methods insuf-
ficient for objective decision-making. To investi-
gate the cognitive biases in event forecasting, we
introduce CogForecast, a human-curated dataset
comprising six topics (each with a pair of enti-
ties). Using a cognitive preference score as the met-
ric, three LLMs show significant cognitive biases.
Furthermore, cognitive biases are also observed
in agents using domain experts, such as political
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scholars and analysts, and the final judge in multi-
agent debate systems (MAD, Du et al., 2024; Liang
et al., 2024), as depicted in Figure 1.

To mitigate the cognitive biases of LLMs, we pro-
pose MCA, a Multi-Cognition Agentic framework
for complex event forecasting. The method is mo-
tivated by perspective-taking in cognitive theory,
which is widely applied in international relations
analysis. As illustrated in Figure 1, MCA pro-
files agents as multi-cognition event participants for
perspective-taking, facilitating LLLMs in shedding
inherent cognitive biases and offering a compre-
hensive perspective. Specifically, MCA includes
two stages: agent construction and forecasting. In
the agent construction stage, MCA proposes an
automatic agent construction method that clusters
historical events and extracts multi-cognition par-
ticipants, resulting in a large-scale agent collection.
In the forecasting stage, given a question, MCA dy-
namically retrieves relevant multi-cognition agents
from the agent collection. Subsequently, a retrieval
assistant collects multilingual, multi-cognition in-
formation from news websites and YouTube to al-
leviate information cocoons. Based on retrieved
information, agents engage in perspective-taking
from the viewpoint of event participants, facili-
tating comprehensive analysis from diverse per-
spectives. Finally, to support objective collective
decision-making (CDM), MCA clusters agents ac-
cording to their predictions and derives a final an-
swer using a group-level reliability scoring method.

In experiments, we evaluate MCA on a challeng-
ing forecasting benchmark, including eight cate-
gories. MCA demonstrates its superiority across
four LLMs, yielding an average accuracy improve-
ment of 4.7% (especially in the "Security" cate-
gory). Notably, using Llama-3.1-70B as the LLM,
MCA yields an accuracy of 82.3%, surpassing the
human crowd’s 79.5%. Additionally, we demon-
strate that MCA can alleviate cognitive biases and
explore three factors influencing the cognitive bi-
ases and prediction performance of LLMs, includ-
ing agent profiling, information source, and cogni-
tive certainty. Regarding the CDM, we compare
various CDM mechanisms, highlighting the sen-
sitivities of dictatorial and debating methods, and
demonstrating the effectiveness of our method. Our
contributions are as follows:

* We introduce a dataset, CogForecast, revealing
the cognitive biases of LLM-based methods.

* We introduce MCA to alleviate the cognitive bi-
ases and achieve superior performance.

* We investigate three factors influencing the cog-
nitive biases of LLMs, providing insights for
future research.

2 The Cognitive Biases of LLMs in Event
Forecasting

Dataset To address the dataset gap in assessing
cognitive biases of event forecasting, we introduce
CogForecast, a human-curated dataset comprising
6 topics (6 pairs of entities {1} = [e}, €7] }?:1, 218
samples). These entity pairs exhibit significant cog-
nitive discrepancies, including "US-China", "US-
Iran", "Ukraine-Russia", "Palestine-Israel”, "South
Korea-North Korea", and "Syrian-HTS". Each sam-
ple contains a question and three options, such as:
"Question: In 2024, the Syrian opposition HTS suc-
ceeded in overthrowing the Assad government. Will
Syria gain more freedom and democracy? Options:
(A) Cannot answer; (B) Yes; (C) No". Given the
significant cognitive divergence between e} and €2,
correctness evaluation, which annotates a correct
answer for each question, results in serious incon-
sistencies among annotators. Therefore, for ques-
tion qf , We propose annotating the cognitive prefer-
ences pg’- of option (B) and p§ of (C) from {e},e?}.
For the example above, p;’- for option "(B) Yes" is
e? "HTS", as this option aligns with the cognition
of HTS. This annotation method demonstrates sub-
stantial agreement between two annotators, with
a Fleiss’ Kappa score of 96.7%. The dataset con-
struction details can be found in Appendix A.2.

Metrics For topic 7;, prediction on question qzj is
mapped to preference p]. Then, for eil, e?, and
neutral option "Cannot answer", we calculate their

cognitive preference scores as:

count(q{)
it =g

P, = ;
count(q;)

,e € {eg, e?, neutral}
(D

Results As depicted in Figure 2, when employing
CoT (first row), three LLMs consistently exhibit a
pronounced cognitive preference for e} (blue bar)
over e? (gray bar) across all topics. Additionally,
different LLMs show varying degrees of cognitive
biases, with Llama-3-8B exhibiting the most sig-
nificant biases. Using the similar prompt template
as CoT, we evaluate three kinds of agents: Ex-
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Figure 2: The cognitive biases of three LLMs using
CoT, ExpertPrompting, SPP, and MAD.

pertPrompting (You are an international relations
analyst specializing in the analysis of e}-e% rela-
tions), SPP (a multi-agent system that simulates
collaboration among domain experts), and MAD (a
two-round multi-agent debate system that simulates
debates between affirmative and negative sides).
However, compared to CoT, ExpertPrompting ex-
acerbates the cognitive biases of LLMs. After in-
corporating additional experts, SPP exhibits minor
fluctuations in cognitive bias across dialog rounds
(average shift in preference e} is 4.3% across three
LLMs). For MAD, while the affirmative and neg-
ative sides display different cognitive preferences
(averaged preference difference is 11.3% across
three LL.Ms), the final judge remains the cognitive
preferences of LLMs.

To further explore the cognitive biases, we ex-
amine three specific types of cognitive bias: In-
Group Bias, Premise-Induced Bias, and Confirma-
tion Bias. In-group bias refers to the tendency to fa-
vor members of specific group over out-group mem-
bers. Experimental results reveal that all LLMs
exhibit a marked preference for western-aligned
entities, indicating a pronounced in-group bias.
Premise-induced bias refers to the influence of con-
textual premises on model outputs, often exacer-
bating or reversing cognitive bias. We observe that
the inclusion of premises aligned with entity e} am-
plifies the cognitive bias, while opposing premises
may mitigate or even reverse it. Confirmation Bias
refers to the model’s tendency to favor information

that aligns with its pre-existing cognitive frame-
work. Despite some reduction in bias when contra-
dictory premises are introduced, most LLMs still
exhibit a strong preference for the entity that aligns
with their inherent stance. Detailed analysis is pro-
vided in Appendix A.4.

Experimental results on additional LLMs and open-
source Twinviews dataset (Fulay et al., 2024) are
provided in Appendix A.3 and A.S5, respectively.

3 Method

3.1 Task Definition and Framework Overview

Following the task definition of binary event fore-
casting in (Halawi et al., 2024), the objective is
to predict answers (True/False) of binary forecast-
ing questions and to assign occurring probabili-
ties. Each data d consists of a question ¢, a back-
ground description, a resolution criterion, and four
kinds of timestamps: a begin date datep.q;, when
the question is published, a close date datejose
when no further forecasts can be submitted on
forecasting platform, a resolve date date,esolve
when the outcome is determined, and 1-5 retrieval
dates date,qiriena; When the model can retrieve
additional information up to this date. The re-
trieval dates are sampled between the dateyq;, and
date ose, as well as before date,esorpe, to prevent
knowledge leakage.

As illustrated in Figure 3, MCA consists of two
stages: the multi-cognition agent construction stage
and the forecasting stage. In the first stage, MCA
constructs a large-scale collection of agents from
the trainset. In the second stage, MCA retrieves
relevant multi-cognition agents and leverages their
collective intelligence for forecasting.

3.2 Multi-cognition Agent Construction

Unlike existing agent profiling methods, such as
domain experts and debating roles, MCA profiles
agents as event participants and encourages LLMs
to "step into the other person’s shoes". How-
ever, complex events often involve potential partic-
ipants not explicitly referenced in a single question,
and similar events may share participants. Conse-
quently, we propose an automatic agent construc-
tion method to extract agents. MCA first utilizes
a text embedding model, bge-large-en-vi.5, to ex-
tract embeddings for all questions from the training
set. Subsequently, following BERTopic (Grooten-
dorst, 2022), we apply UMAP to reduce the em-
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Figure 3: Illustration of the agent construction and forecasting pipeline for MCA. The forecasting stage includes four
steps: (1) multi-cognition agent retrieving; (2) multilingual information retrieving; (3) multi-cognition reasoning,

and (4) group-level cognition aggregating.

bedding dimension to 100 and HDBSCAN (with
main_samples and min_cluster_size setto 3 and
7) to cluster questions into 237 topics. For each
topic cluster, we concatenate questions and back-
ground information as textual input and prompt
LLM to identify relevant multi-cognition entities
(agents). Additionally, for each agent, we generate
four attributes: (1) type (e.g., country, organization,
individual); (2) a brief description; (3) professional
field (e.g., Politics & Governance, Security & De-
fense); and (4) official languages. Finally, agents
sharing the same name, type, and professional field
are aggregated, resulting in 2,496 distinct agents.

3.3 Multi-cognition Event Forecasting

Step 1: Multi-cognition Agent Retrieving. Given
a question ¢; and its background, MCA first
prompts LLM to identify relevant agents and to
generate their names, types, and professional fields.
The multi-cognition agents include three types: (1)
the affirmative side, which argues that the event
is more likely to occur and may benefit from it;
(2) the negative side, which argues that the event
is less likely to occur and may be adversely af-
fected; (3) the neutral side, such as neutral inter-
national organizations and domain experts. Sub-
sequently, we employ text matching (name, type,

and professional field) to retrieve agents A; =

al,a?...al } from the agent collection. Those
unmatched agents will be created and added to the

agent collection.

Step 2: Multilingual Information Retrieving. As
highlighted in Yang (2024), information cocoons
may exacerbate cognitive biases in both humans
and LLMs. Therefore, unlike Halawi et al. (2024);
Guan et al. (2024), which retrieve monolingual
data from news websites, a retrieval assistant re-
trieves multilingual, multi-cognition information
from news websites and YouTube. There are five
steps: (1) Search Query Generation, (2) Informa-
tion Retrieval, (3) Information Processing, (4) In-
formation Filtration and (5) Information Summa-
rizing. Details are provided in Appendix A.6.

Step 3: Multi-cognition Reasoning. As illus-
trated in Figure 3, j retrieved agents exhibit diverse
identities and cognition, thereby facilitating multi-
cognition reasoning and diverse predictions. Using
prompting method, we convert each agent profile
into textual prompt p,, rite (You are an Al agent
who specializes in event forecasting, and here is
your profile. Name: {name} Type: {type} Descrip-
tion: {description} Professional field: {domain}
Please answer the following question from your
perspective and objectively.) Subsequently, MCA
obtains the forecasting prompt by concatenating
Dprofile With the question prompt pyyestion Of data
d; and the chain-of-thought (CoT) prompt p;pstruct-

Preasoning = Pprofile D Pquestion D Dinstruct (2)

For a fair comparison, we select the best pyuestion
and p;nsiruce from Halawi et al. (2024) based on
accuracy and apply this prompt template across
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all methods. Then, j agents leverage LLM M to
perform CoT reasoning and obtain their forecasting
results Y; of data d;.

Vi = {lal,rl ull lad, 2, w7 Lol o o]}
. . 3
where 77 and y] denote the textual reasoning and
prediction probability for agent a?.

Step 4: Group-level Cognition Aggregating. As
demonstrated in Zhao et al. (2024), dictatorial
methods, which designate a special agent to deter-
mine the final decision, are fragile due to their com-
plete reliance on a single agent. In this work, we
introduce a reliability scoring agent Acpay to lever-
age the collective intelligence of multi-cognition
agents. Despite the diversity of cognition, certain
agents may share overlapping viewpoints. There-
fore, Acpas first divides Y into groups.

Gy ={labrb ) 1ok =y} @
where G, denotes the group with yf equal to y.
Taking the binary forecasting task as an example,
we divide predictions into two groups:

}/’i = Gtrue U Gfa,lse (5)
ciree = { [k, f) 1oF > 05} ©
Glfalse _ {[af,r,’j,yf] | yf < 0.5} @)

where Gye and G fqse denote the agent groups
that predict event as more likely or less likely to
occur, respectively. Subsequently, using an aggre-
gation prompt, Acpps aggregates their textual rea-
soning to provide comprehensive reasoning. Then,
Acpar evaluates their reliability scores SI™¢ and
Sl-f als¢ (0.0-1.0, with 0.7 indicating unchanged re-
liability) based on their reasoning rationality. The
final prediction is derived as the weighted average
of all predictions to avoid cognitive bias in dictato-
rial judgment:

k

1 ! yiv T ls
Yfinat =5 > 0,7'<S;'f " Lo + ST 1<y;"§o.5>)

k=1
(3

3.4 Collective Experience Acquisition

Capability acquisition is a critical process in agents,
enabling dynamic learning and evolution. Drawing
inspiration from trial-and-error learning, we inte-
grate an experience memory into each cognitive
agent and Ao pyys. After collective prediction on a

training sample, we check the correctness of cog-
nitive agents in multi-cognition reasoning (predic-
tions vs label) and Acpps (Whether the aggregated
Score Y rinq 18 better than averaging). For agents
with mistakes, they are prompted to revise, add, or
delete their memory.

4 Experiments

4.1 Experimental Setup

Datasets such as ICEWS (Garcia-Duran et al.,
2018) and SCTc-TE (Ma et al., 2023) are widely
adopted. However, the most recent knowledge cut-
off of these datasets is 2022, resulting in knowl-
edge leakage for LLMs. Therefore, we employ
the dataset released by Halawi et al. (2024), which
contains 5,516 binary forecasting questions, includ-
ing 3,762 questions for training, 840 for valida-
tion, and 914 for testing (published after June 1,
2023). The dataset is curated from platforms such
as Metaculus, including 8 categories such as "Se-
curity" and "Politics". These platforms aggregate
predictions from individual forecasters, providing
a strong benchmark: the Human Crowd.

Models. To thoroughly assess the performance
of MCA, we employ four LLMs for compar-
ison: Llama-3-8B-Instruct, Mistral-7B-Instruct-
v0.2, Llama-3.1-8B-Instruct, and Llama-3.1-70B-
Instruct. To avoid knowledge leakage for the latter
three LLMs, we create a test subset comprising
instances with resolve dates after December 2023.
Furthermore, we select a variety of competitive
methods for comparison: (1) Human Crowd, the
collective intelligence of human forecasters; (2)
GPT-4 and its variants from Halawi et al. (2024);
(3) CoT, which elicits step-by-step reasoning of
LLMs; (4) Self-Consistency, which samples mul-
tiple (n=10) reasoning paths and uses the aver-
aged prediction as final answer; (5) ExpertPrompt-
ing (Xu et al., 2023), which dynamically generates
a domain expert to facilitate LLMs to answer as dis-
tinguished experts; (6) MAD (Liang et al., 2024),
which employs a two-round debate, moderated by a
judge; (7) SPP (Wang et al., 2024b), which engages
in multi-turn collaboration with diverse domain ex-
perts. To ensure fairness, all methods utilize uni-
form prompt templates (pquestion and pinstruct) and
multilingual information retriever, except for the
necessary descriptive prefixes for methods. Imple-
mentation details are provided in Appendix A.1.

Metrics. We employ accuracy and Brier score
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Methods Security Politics Economics Sports Technology All
Brier| Acc? Brier] Acc? Brier] Acct Brier] Acct Brier] Acc?T Brier| Acc?

Human Crowd 0.129 784 0.145 782 0.147 783 0.171 731 0.114 843 0.149 77.0
Claude-2.1 / / / / / / / / / / 0.215 /
GPT-4-1106 0.188 69.6 0.184 71.8 0213 649 0.181 71.1 0.152 80.2 0.190 69.6
+3CoT 0.180 70.8 0.181 706 0209 657 0.178 721 0.151 79.7 0.186 70.2
+3SFT+3CoT 0.174 71.0 0.172 72,6 0.198 68.8 0.175 73.0 0.143 715 0.179 715
Llama-3-8B 0.236 60.5 0205 68.7 0222 61.5 0.190 725 0.149 789 0.204 68.1
+ExpertPrompt 0.24 59.7 0206 69.2 0233 622 0.196 695 0.176 751 0.210 674
+Self Consistency 0.227 627 0.196 71.6 0211 67.0 0.193 70.7 0.157 780 0.201 699
+SPP 0.245 57.8 0253 609 0217 652 0229 635 0205 696 0239 610
+MAD 0.296 424 0297 433 0285 439 0271 500 0.287 49.1 0.285 458
+MCA 0.204 746 0187 759 0202 744 0.182 73.6 0.141 860 0.194 743
A -0.023 +11.9 -0.009 +3.3 -0.009 +74 -0.008 +1.1 -0.008 +7.1 -0.007 +4.4
Human Crowd* 0.103 84.1 0.112 813 0.143 79.7 0.176 719 0.066 949 0.133 79.5
Llama-3.1-70B 0.189 683 0.134 795 0.150 719 0.170 745 0.070 91.8 0.162 742
+Self Consistency 0.172 743 0123 823 0.145 73.1 0.161 786 0.060 929 0.152 77.8
+MCA 0.122 934 0.129 850 0133 76.0 0.155 79.0 0.052 953 0.145 823
A -0.050 +19.1 +0.006 +2.7 -0.012 +29 -0.006 +0.4 -0.008 +24 -0.007 +4.5

Table 1: Comparison between our MCA and other methods. The lower part presents the results on the test subset.

as the metrics.

Denoting f; € [0,1] as the

90

i-th probabilistic prediction and o; € {0,1}
as the gold answer, the accuracy is defined
as 1577 1{1{f; > 0.5} = 0;}, while the Brier
score is computed as fzz (fi — 0;)?. For refer-
ence, an unskilled forecaster with a constant value
of 0.5 yields a Brier score of 0.25. These metrics
are averaged across all retrieval dates.

4.2 Experimental Results

Main Results. Table 1 presents the detailed com-
parisons between MCA and other methods. Fig-
ure 4 further shows a comparison across more
LLMs. The experiments demonstrate that MCA
consistently outperforms other methods by a sig-
nificant margin across four LLMs, with an average
accuracy improvement of 4.7% and a decrease of
0.008 in Brier score compared to the second-best re-
sults. Notably, when using Llama-3.1-70B, MCA
surpasses the challenging human crowd (82.3%
vs 79.5% in accuracy). Additionally, we observe
that: (1) Compared to single-agent baselines (CoT
and ExpertPrompting), MCA achieves substantial
performance gains, outperforming CoT by 11.4%
and ExpertPrompting by 9.7% across four LLMs,
highlighting the necessity of MCA. (2) MCA ex-
cels in predicting events with complex cognition,
achieving the highest accuracy gains in the "Se-
curity" category, which involves diverse countries
and organizations with varying cognition. (3) En-
semble methods (self-consistency, GPT4+3CoT)
consistently outperform vanilla CoT. (4) Debat-
ing method, MAD, surprisingly yields the poorest
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Figure 4: Comparison of Accuracy between MCA and
other methods on three LLMs.

performance, as also demonstrated in Smit et al.
(2024). We check the debating process and find a
decline in accuracy as debate rounds increase, par-
ticularly in the first round, when the opposing side
rebuts the affirmative side. (5) ExpertPrompting
and SPP exhibit a performance decline over CoT.
Additionally, we observe negligible variations in
accuracy for SPP across conversation rounds, prob-
ably due to shared cognitive biases among domain
experts.

Ablation Results. In the upper section of Table 2,
replacing multi-cognition agents with domain ex-
perts, replacing multi-cognition retrieval with En-
glish news retrieval, removing experience mem-
ory, and replacing group-level aggregation with
vanilla averaging all lead to a decline in perfor-
mance, demonstrating their effectiveness. Addi-
tionally, in the lower section of the table, there is
a consistent performance improvement after incre-
mentally incorporating four modules.
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Llama-3-8B Mistral-7B
MA MR EM GA Brier Acc Brier Acc
o/ v /] 0194 74.3 0.181 76.0
X v v v/ | 0204 71.6 0.187 73.5
o X v /| 0204 72.1 0.189 75.2
S /X /| 0.1% 73.4 0.187 74.3
v/ v/ X | 0200 71.9 0.180 73.7
X X X X | 0205 67.7 0.192 65.3
o X X X | 0206 70.0 0.188 69.9
v/ X X | 0198 71.2 0.185 72.1
o/ v/ X | 0.198 71.1 0.180 73.7

Table 2: Ablation results of MCA on two LLMs. MA,
MR, EM, and GA denote the multi-cognition agents,
multilingual retrieval assistant, experience memory, and
group-level aggregating, respectively.

4.3 Discussion

RQ1: Can MCA alleviate the cognitive biases?
Using CogForecast, we employ e} and e? as event
participants (agents) to perform perspective-taking
and treat them as two groups for group-level ag-
gregating. As depicted in the first (e}) and the
second rows (e?) of Figure 5, LLMs exhibit sig-
nificant cognitive preferences to given identities,
demonstrating the perspective-taking capabilities
of LLMs. After aggregation (third row), LLMs are
prompted to ignore inherent cognition and answer
objectively according to the rationality of e} and e?,
thereby alleviating the cognitive biases of LLMs
compared to other methods (Figure 2).

RQ2: The influencing factors of cognitive bi-
ases and forecasting performance. We investi-
gate three factors influencing cognitive biases in
LLMs and multi-agent forecasting systems as fol-
lows. Except for prediction accuracy, we incorpo-
rate Fleiss’ kappa to assess the degree of agreement
among agents and conduct experiments across four
challenging event categories: security, politics, eco-
nomics, and technology.

(1) Agent Profiling. To make a comprehensive
comparison, we employ three additional agent pro-
filing methods: (1) vanilla expert ABC, includ-
ing four agents with the name "1-4"; (2) domain
experts, where four human-crafted experts are as-
signed to each category, such as "Security & De-
fense Scholars" and "Politics & Governance Ana-
lysts". (3) debater, including three agents represent-
ing the affirmative, negative, and neutral sides. For
a fair comparison, the prompt template (except for
profile prompt for agent) and information source
(multilingual) remain consistent. As shown in Ta-
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Figure 5: The cognitive preference analysis of MCA.

Var ‘ Setting Llama-3-8B  Mistral-7B
Kappa Acc Kappa Acc
ABC 0479 712 0.624 71.0
Profiles Domain Experts 0.443 69.5 0485 72.4
Debater 0.168 68.1 0.298 73.1
MCA 0401 734 0412 80.3
No RAG 0.255 609 0.264 70.2
YouTube 0.383 654 0331 712
Info News 0.384 69.6 0.357 789
News+YouTube 0.402 70.9 0.420 79.0
Multilingual 0401 734 0412 803
Absolute 0.372 70.7 0408 78.2
Certainty Strong 0.363 70.0 0.373 79.3
Balanced 0401 734 0412 803
Low 0.391 724 0364 772

Table 3: Analysis of three influencing factors.

ble 3, MCA achieves the highest accuracy, whereas
domain experts yield moderate performance. Fur-
thermore, in the Fleiss’ Kappa columns, debater
agents exhibit the lowest inter-agent agreement,
as they are deliberately assigned opposing posi-
tions. In contrast, domain experts and vanilla ABC
agents inherit the cognitive biases of LLMs, thus
demonstrating higher agreement levels. For MCA,
agents are profiled as multi-cognition participants,
such as the US government and Russian troops,
and these agents change the inherent cognition of
LLMs, thus offering diverse perspectives (with low
agreement). (2) Information Source. In the ex-
periments, there is a continuous improvement in
performance after progressively adding more in-
formation sources, underscoring the necessity of
background information. Additionally, in social
cognition theory, increased exposure to informa-
tion with certain cognition will result in an en-
hanced cognitive identity. Such phenomenon is
reflected in the increase of inter-agent agreement
between multi-cognition agents from "No RAG"
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Llama-3-8B Mistral-7B
Methods Brier  Acc Brier Acc
Average 0200 719 0.180 737
Plurality 0279 720 0258 742
Plurality_score 0.195 720 0.186 742
Dictatorial 0202 67.0 0212 502
Dictatorial_group | 0.198 687  0.187  63.7
Debate 0.210 70.1 0213  59.1
Ours 0.194 743 0.181  76.0
A -0.001  +2.3  +40.001 +1.8

Table 4: Comparison of various CDM methods.

to monolingual "News+YouTube". Notably, after
incorporating multilingual information, continuous
improvements in accuracy and reduced agreements
are observed. The multilingual information ex-
hibits various cognition, thus facilitating diverse
thinking and further alleviating cognitive bias.

(3) Cognitive Certainty refers to the degree of
confidence a person has in their cognition. To in-
vestigate its impact, we examine four certainty de-
grees using prompts: (1) absolute certainty, fully
aligned with the given identity; (2) strong certainty,
permitting the incorporation of some objective per-
spectives; (3) balanced certainty, analyzing from
the given perspective and objectively ; (4) low cer-
tainty, adopting a completely objective viewpoint.
As depicted in Table 3, in certainty-enhanced set-
tings, absolute and strong certainty levels yield
lower accuracies, as agents overestimate their judg-
ments and ignore conflicting evidences. Despite
increased objectivity, low certainty setting leads to
performance degradation. Therefore, a balanced
cognitive certainty is recommended, as it offers
optimal performance by combining perspectives
beyond the inherent cognition and objectivity.

RQ3: The impact of CDM mechanisms in
prediction performance? Except for averaging
method and our group-level aggregating, we exam-
ine three CDM mechanisms in MCA: (1) plurality
voting, which selects the option (True/False) of
the first-preference votes, and its variant, which
adopts the averaged score from the selected group;
(2) dictatorial, where a judge agent determines the
final prediction based on all agents or aggregated
groups; (3) debate, which involves two-round de-
bates between aggregated groups before the final
judge. Results in Table 4 show that our method
outperforms other methods. Additionally, both dic-
tatorial and debate methods rely on a judge and
thus obtain accuracies close to CoT.

5 Related Works

Cognitive biases in LLMs. Studies have exten-
sively explored social biases towards protected
groups in LLMs, such as gender and religious bias.
Differently, cognitive biases focus on decision-
making. Talboy and Fuller (2023) demonstrate
the presence of various cognitive biases in LL.Ms.
Echterhoff et al. (2024) develop a dataset to evalu-
ate three categories of cognitive biases in campus
enrollment task, such as sequential bias. Bang et al.
(2024) investigate the biases of LLMs regarding
political issues. Xie et al. (2024) construct Mind-
Scope, a cognitive bias evaluation dataset that incor-
porates multi-turn dialogue scenarios. Mina et al.
(2025) demonstrate that cognitive biases in LLMs
tend to be more pronounced as task complexity
increases. Beyond prompt or option sequence, cog-
nitive biases in event forecasting are influenced by
intricate and underexplored factors, necessitating
investigation and effective mitigation strategies.

Event Forecasting. Early studies address event
forecasting as a text classification task, modeling
event chains (Wang et al., 2021), event graphs (Du
et al., 2022), and unstructured text (Jin et al., 2021)
through small language models or graph neural net-
works (Zhang et al., 2023). Recently, LLM-based
forecasting methods have arisen. Lee et al. (2023);
Shi et al. (2023) introduce various prompting meth-
ods to leverage the reasoning ability of LLMs.
To augment LLMs with current information, re-
searchers retrieve structured events (Liao et al.,
2024) or news (Guan et al., 2024; Halawi et al.,
2024). Instruction tuning methods are also em-
ployed to enhance the reasoning ability (Tao et al.,
2024a,b) and interpretability of LLMs (Yuan et al.,
2024). Additionally, LLM-based agent frame-
works (Ye et al., 2024; Cheng and Chin, 2024)
profile LLMs as agents with various capabilities.
Despite their significant contributions, these stud-
ies treat LLLMs as objective analysts, a premise that
is proven invalid in our work.

LLM-based Multi-Agent Systems. Compared to
single-agent systems, multi-agent systems leverage
the collective intelligence of multiple agents, yield-
ing superior performance on complex tasks such
as software development (Qian et al., 2024; Hong
et al., 2024), society simulation (Kaiya et al., 2023;
Jin et al., 2024), and gaming (Wang et al., 2023). In
agent profiling, agents are defined as roles tailored
to specific tasks (Qian et al., 2024; Cheng and Chin,
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2024), domain experts (Xu et al., 2023; Wang et al.,
2024b), simulated personas (Kaiya et al., 2023), etc.
In agent communication, Hong et al. (2024) sim-
ulate the software development workflow, Wang
et al. (2024b,a) facilitate the cooperation of agents
for a shared goal, and Park et al. (2024); Liang
et al. (2024) introduce multi-agent debate systems
to enhance reasoning capabilities.

6 Conclusion

In this work, we propose a dataset, CogForecast,
and reveal the cognitive biases in LLM-based fore-
casting methods. To alleviate this issue, we propose
a multi-cognition agentic framework, characterized
by facilitating LLMs in perspective-taking as event
participants and comprehensive perspectives. Ex-
tensive experiments demonstrate the superior per-
formance of MCA and the effectiveness in mitigat-
ing cognitive biases. Additionally, we investigate
three influencing factors in cognitive biases, shed-
ding light on future research. Future work will
focus on eliminating the inherent cognitive biases
in LLMs and improving perspective-taking ability.
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Limitations

In this section, we discuss several limitations in
our works. First, to alleviate the cognitive biases
in LLMs, MCA profiles agents as multi-cognition

event participants, which perform perspective-
taking to provide perspective beyond inherent cog-
nitive patterns. As demonstrated in Figure 5, the
perspective-taking ability is proved effective across
various LLMs. However, weaker LLLMs, such as
Mistral-7B, might struggle to simulate roles with
seriously opposing cognition, such as simulating
"Russia" in "Russia-Ukraine" topic. Therefore, fu-
ture work will focus on enhancing role-playing
capabilities and further reducing the inherent cog-
nitive biases in LLMs. Second, MCA introduces
additional computational overhead compared to
single-agent approaches. While it achieves signif-
icant performance improvements and effectively
mitigates cognitive biases, the increased cost re-
mains a concern. To address this, future work will
explore strategies to reduce computational burden,
such as leveraging lightweight LLMs for specific
sub-tasks like multilingual information retrieval
and multi-cognition reasoning.
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In our study, we investigate the cognitive biases
in LLM-based forecasting methods and introduce
a multi-cognition agentic framework to alleviate
these biases. Cognitive biases are systematic devia-
tions from normative or rational decision-making
processes. Through our framework, LLMs can of-
fer a more comprehensive and objective perspective
on event forecasting, thereby mitigating the risk of
cognitive biases regarding various topics, such as
politics, economics, and international relations. We
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Figure 6: Illustration of the construction pipeline of
CogForecast

A Appendix

A.1 Implementation Details

Except for the self-consistency method (0.7), the
decoding temperature is set to 0.0 to ensure re-
producibility. Experiments are conducted on four
NVIDIA Tesla A100 GPUs with 80GB of RAM
each.

A.2 The construction of CogForecast

Events, such as policy making, military operations,
and financial investments, are influenced by sub-
jective event participants. Consequently, the de-
velopment and outcomes of events are inevitably
influenced by the participants’ cognitive biases.
The complex coupling relationship between objec-
tive event outcomes and subjective cognitive biases
complicates the evaluation of cognitive biases in
LLMs. To address this issue, CogForecast does
not evaluate the accuracy of event forcasting, but
rather evaluates whether LLMs consistently think
in accordance with the cognitive pattern inherent
to specific entities. As illustrated in the example
of the "the US-China" in Table 14: "In 2024, as
China signs new military cooperation agreements
with other countries, the United States portrays this
as China’s global military expansion and increases
arms sales to the Philippines and Taiwan. Which
country’s actions will endanger world peace and
stability?", when adopting the cognitive perspec-
tive of "the US", China is the primary threat to
peace and stability in the South China Sea. Con-
versely, when adopting the cognitive perspective
of "China", the US is the primary threat of peace
and stability in the region. Consequently, the cog-
nitive preference label for option (B) — "the US" —

Index Entity 1 Entity 2 ~ Number
1 the US China 61
2 the US Iran 30
3 Ukraine Russia 33
4 Palestine Israel 54
5 South Korea North Korea 18
6 Syrian HTS 22

Table 5: The distribution of six topics in CogForecast.

is labled as "China," and the label for option (C) —
"China" —is labled as "the US." This method signif-
icantly minimizes subjectivity, thereby enhancing
the consistency and reliability of the annotation
process.

As illustrated in Figure 6, the construction of Cog-
Forecast includes two stages: question generation
and cognitive preference annotation. In the ques-
tion generation, for the topic selection in CogFore-
cast, we employed an expert in international re-
lation analysis to list entity pairs exhibiting sig-
nificant cognitive discrepancies. From these, the
expert selected those that had attracted substantial
international attention and remained relatively re-
cent, resulting in pairs including "US-China", "US-
Iran", "Ukraine-Russia", "Palestine-Israel”, "South
Korea-North Korea", and "Syrian-HTS". For each
selected entity pair, the expert collected contro-
versial issues spanning political, economic, cul-
tural, and military domains, , leveraging diverse
sources such as news media and Wikipedia. Subse-
quently, for each issue, the expert designed multi-
ple event forecasting questions, each offering three
options—with option "A" representing a neutral
stance. For example: "Question: In 2024, the Syr-
ian opposition HTS succeeded in overthrowing the
Assad government. Will Syria gain more freedom
and democracy? Options: (A) Cannot answer; (B)
Yes; (C) No". To ensure the quality of the dataset, a
second expert was engaged to review and filter the
generated questions. The evaluation dimensions
are outlined as follows:

* Avoiding Knowledge Leakage: The resolution
date of a question must not precede the knowl-
edge cutoff date of the evaluated LLMs.

* Question Relevance: Question should pertain
directly to a significant, controversial issue asso-
ciated with the specified entity pair.
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LLMs Methods US-China US-Iran Russia-Ukraine Israel-Palestine North-South Korea Syria-HTS
CoT 31.2 10.0 51.5 222 83.3 50.0

Qwen2.5-7b ExpertPrompting 32.8 26.7 54.6 20.4 66.7 71.3
MCA 31.2 13.3 57.6 16.7 44.5 50.0
CoT 9.8 23.3 515 389 83.3 40.9

Yi-1.5-9b ExpertPrompting 16.4 30.0 66.7 18.5 88.9 27.3
MCA 13.1 20.0 39.6 11.1 27.8 22.7

Table 6: The cognitive biases | P,y — Pe.2| of Qwen2.5-7b and Yi-1.5-9b using CoT, ExpertPrompting, and our MCA,

with MCA exhibiting the lowest cognitive biases.

* Question Clarity: This criterion assesses whether
the question clearly contextualizes the back-
ground of the associated event.

* Cognitive Diversity: Options "B" and "C" should
reflect divergent cognitive preferences, with one
aligning with entity 1 and the other with entity 2.

In the cognitive preference annotation stage, ex-
cluding the neutral option, we engage two indepen-
dent annotators' to determine the cognitive pref-
erence labels p? for option "B" and p§ for option
"C" from {e;,e?}. For each instance, annotators
are required to investigate the topic background
through Wikipedia and web searching. The annota-
tion process adheres to the following criteria:

* Background Familiarization: Annotators must
thoroughly investigate the background of given
question and understand cognitive divergences
between the entities.

* Perspective-Taking Analysis: For each entity, an-
notators perform perspective-taking to determine
the option most aligned with the entity’s stance.
Justifications must reflect the official or main-
stream position of the entity, rather than non-
mainstream views.

* Minimization of Personal Bias: Annotators must
ensure that the assigned labels represent the cog-
nitive preferences of the entities themselves, in-
dependent of the annotators’ personal beliefs or
biases.

After annotation, we calculate the Fleiss’ Kappa
score to assess inter-group agreement, obtaining
a score of 96.7%, which indicates substantial con-
sistency. To resolve discrepancies between two
annotators, a third annotator is employed to review
and eliminate their discrepancies. The distribution
of six topics in CogForecast is depicted in Table 5.
See examples of CogForecast in Table 14.

!Graduate students specializing in event forecasting.

LLMs Py1 Pheutral Pg2 In-group Bias |
Llama3-8b 61.5 20.2 18.3 43.1
Mistral-7b 459 43.6 10.6 353
Llama3.1-8b 60.6  25.7 13.8 46.8
Llama3.1-70b 564  31.7 11.9 44.5
Yi-1.5-9b 48.6 317 19.7 28.9
Qwen2.5-7b  31.7 48.6 19.7 11.9

Table 7: The experimental results of in-group bias on
CogForecast.

A.3 Cognitive Analysis on Additional LLMs

We have incorporated two additional LLM fam-
ilies, including Qwen2.5-7b and Yi-1.5-9b. For
each setting, we compute the cognitive preference
scores P.; and P.s, and define the degree of cog-
nitive bias as the absolute value of the difference
between these two scores, | P.1 — Pea|. The experi-
mental results in Table 6 demonstrate the effective-
ness of MCA in alleviating the cognitive biases in
LLMs. Furthermore, our findings reveal that both
Qwen2.5-7b and Yi-1.5-9b exhibit a cognitive pref-
erence toward "China" over "the US", suggesting
that preference alignment during the training can
influence the cognitive preferences of LLMs.

A.4 Types of Cognitive biases

To further explore the cognitive biases of LLMs,
we examine three specific types of cognitive bias:
In-Group Bias, Premise-Induced Bias, and Confir-
mation Bias.

(1) In-Group Bias. In-group bias refers to the ten-
dency to favor members of specific group over out-
group members. When the training data is predom-
inantly sourced from a specific cultural or geopo-
litical context (e.g., Western, English-speaking re-
gions), the LLM may internalize this context as its
"in-group" perspective. Leveraging the CogFore-
cast dataset, we assign six entities e; to group g;
(e.g., the US, Ukraine, South Korea) and six enti-
ties ey to group g» (e.g., China, Iran, North Korea).
For each instance, the model’s entity preference p!
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LLMs Methods  US-China US-Iran Russia-Ukraine Israel-Palestine North-South Korea Syria-HTS Avg
Qwen2.5-7b CoT 18.0 46.6 66.6 35.8 77.8 59.1 42.8
) +p1 + p2 27.9 40.0 45.5 64.2 444 4.5 40.2
Yi-1.5-9b CoT 28.7 133 46.8 46.2 55.5 19.1 34.9
) +p1 + p2 23.7 30.0 344 359 72.2 23.8 332
Yi-1.5-9b CoT 31.1 46.7 60.6 314 83.3 77.2 46.7
+p1 + p2 18.0 20.0 455 40.7 722 -18.2 28.9
Yi-1.5-9b CoT 344 36.6 60.6 29.6 83.3 63.6 44.5
) +p1 + p2 18.0 23.3 78.8 352 66.7 -4.5 33.9
Yi-1.5-9b CoT 9.8 233 51.5 38.9 83.3 40.9 344
) +p1 + p2 16.4 6.7 57.6 52.6 333 -22.7 252
Yi-1.5-9b CoT 31.2 10.0 51.5 222 83.3 50.0 353
’ +p1 + p2 -13.1 16.7 394 42.6 55.6 18.2 21.6
Table 8: The experimental results of confirmation Bias on CogForecast.
LLMs Left Neutral Right In-group Bias | LLMs CoT +p1 Aviasi +P2 Abias2
Llama3-8b 653 332 1.5 63.8 Llama3-8b 428 56.7 139 107 -32.1
Mistral-7b 62.8 31.0 6.2 56.6 Mistral-7b 349 483 134 -09 -358
Llama3.1-8b 72.9 249 24 70.5 Llama3.1-8b 46.7 569 10.1 6.9 -39.9
Llama3.1-70b 39.5 60.0 0.5 39.0 Llama3.1-70b 44.5 60.1 156 -6.4 -50.9
Yi-1.5-9b 833 128 39 79.4 Yi-1.5-9b 344 486 142 7.8 -422
Qwen2.5-7b 440 55.6 0.5 435 Qwen2.5-7b 353 377 24 -09 -363

Table 9: The experimental results of in-group bias on
TwinViews. The "Left" and "Right" columns depict for
the left-leaning and right-leaning bias, respectively.

is mapped to its respective group. We then compute
the aggregated cognitive preference scores P, and
P2, defining the in-group bias as the difference
Py1 — Pys. The results, summarized in the Table 7,
reveal that all LL.Ms exhibit a marked preference
for group g1, indicating a pronounced in-group bias
toward Western-aligned entities. Notably, Chinese
LLMs demonstrate a weaker bias, suggesting a po-
tential correlation between in-group bias and the
cultural alignment of training data.

The results on open-source TwinViews dataset are
presented in the Table 9. Groups 1 and 2 cor-
respond to left-leaning and right-leaning entities,
respectively. Similarly, all LLMs exhibit a pro-
nounced left-leaning bias, further substantiating
the in-group bias.

(2) Premise-Induced Bias. LL.Ms are highly sen-
sitive to contextual information, and background
premises can substantially influence their outputs.
To examine this effect, we introduced two premises,
p1 and pa, aligned with the stance or cognitive fram-
ing of e; and eo, respectively. As demonstrated in
Table 10, the columns A1 and Ap;qso report the
change in cognitive bias after incorporating p; and
p2. We observe that the inclusion of p;—aligned
with e;—exacerbates the model’s bias, whereas the

Table 10: The experimental results of premise-induced
bias on CogForecast.

addition of po—aligned with e;—attenuates the
bias. In some cases, this even results in a reversal
of preference, with the model exhibiting stronger
alignment toward es.

(3) Confirmation Bias. Confirmation bias refers
to the tendency of LLMs to selectively favor,
interpret, or recall information that aligns with
its pre-existing beliefs or cognition, while disre-
garding contradictory evidence. To quantify this
phenomenon, we use CogForecast and prompt
LLaMA3.1-8B to generate two textual premises
(fact or event)—p; and po—representing the view-
points of e; and es, respectively. These premises
are concatenated and appended to each question as
contextual input. For each model, we compute the
cognitive preference scores P,; and P,, and define
the degree of confirmation bias as P,; — Pea. As
demonstrated in Tabel 8, compared with the CoT
setting, we observe that although the inclusion of
contradictory premises reduces bias in some LLMs,
most models still exhibit a significant preference
for e;. This indicates that LLMs tend to accept
evidence congruent with their inherent cognition
while discounting conflicting information, thereby
revealing confirmation bias.
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LLMs Methods Politics | Economics | Technology | Average |
CoT 56.6 72.3 87.1 72.0
Llama3-8b ExpertPrompting 81.9 84.4 84.8 83.7
MCA 31.9 204 14.8 224
CoT 60.6 96.5 99.3 88.5
Llama3.1-8b  ExpertPrompting 87.3 97.9 98.5 94.6
MCA 29.1 59.6 47.8 45.5
CoT 48.3 56.7 75.9 60.3
Mistral-7b ExpertPrompting 48.8 45.0 78.4 57.4
MCA 23.0 17.4 314 239
CoT 31.3 36.2 89.5 52.3
Qwe2.5-7b ExpertPrompting 34.9 27.0 92.7 51.5
MCA 2.6 0.7 7.3 3.5
CoT 75.4 66.0 97.0 79.5
Yi-1.5-9b ExpertPrompting 71.4 59.6 95.5 75.5
MCA 38.5 27.0 50.8 38.7
CoT 26.0 61.7 79.1 55.6
Llama3.1-70b  ExpertPrompting 92.6 97.9 98.6 96.4
MCA 10.1 2.1 11.3 7.8

Table 11: The cognitive biases |P.; — P.2| on Twinviews of six LLMs using CoT, ExpertPrompting, and our MCA.

A.5 Evaluation of Cognitive Biases on
Open-Source Dataset

For a more robust evaluation, we selected data
from the open-source Twinviews (Fulay et al.,
2024) dataset (used for cognitive bias evalation
of reward models) and modify them into multiple-
choice questions. The dataset spans nine distinct
topics across three key domains—politics, eco-
nomics, and technology—yielding a total of 2,673
instances. For each model, we compute the cogni-
tive preference scores P,; and P.9, and define the
degree of cognitive bias as the absolute value of the
difference between these two scores, |Pe; — Pea.
Experimental results in Table 11 demonstrate that
our proposed method is effective in mitigating these
biases and exhibit generalizability to different do-
mains.

A.6 Details of Multilingual Information
Retrieving

To retrieves multilingual, multi-cognition informa-
tion from news websites and YouTube, the retrieval
assistant employs the following steps:

(1) Search Query Generation. To provide com-
prehensive information coverage, following Halawi
et al. (2024), the assistant leverages LLM to gener-
ate three English search queries based on the given
question ¢; and its background.

(2) Information Retrieval. To obtain multilingual
search queries, MCA collects all official languages
of agents A; and translates English queries with
Google Translation APIL. Subsequently, using these
queries, the assistant retrieves articles from news
APIs (NewsCatcher and Google News) and meta-
data of videos from YouTube Data API. All APIs
are set with a cutoff date of date,ctrievqs to avoid
knowledge leakage.

(3) Information Processing. Given the limita-
tions in multimodal and multilingual capabilities
of LLMs, the assistant downloads YouTube audio
and performs speech transcription using Whisper-
large-v3-turbo. Subsequently, non-English articles
from YouTube and news websites are identified and
translated into English through Google Translation.

(4) Information Filtration. To eliminate articles
of low relevance, MCA employs text embedding
model bge-large-en-v1.5 to generate embeddings
for each question and retrieved articles. Subse-
quently, assistant computes the cosine similarities
between question embedding and article embed-
dings and discards those articles with similarities
below 0.65.

(5) Information Summarizing. Assistant retains
the top-10 articles based on their similarity scores
and prompts LLLM to summarize related informa-
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Methods Llama3-8b Mistral-7b

Self-Consistency 69.9 69.3
100% 74.3 76.0
75% 74.1 76.1

MCA 50% 74.0 75.9
25% 73.9 75.6

Table 12: The robustness of MCA on the size of agent
collection.

tion to reduce context length.

The prompt templates of these steps are provided
in Table 16.

A.7 Robustness of MCA on New Domain

In Step 1 (Multi-Cognition Agent Retrieving),
MCA incorporates three agent types—affirmative,
negative, and neutral to promote diversity. Those
unretrieved agents will be created and added to
the agent collection. Therefore, this strategy will
ensure adaption for unseen forecasting scenarios
and has negligible computing cost. Furthermore,
to evaluate the robustness of MCA on new domain,
we conducted experiments using a subset of high-
frequency agents from the original set. As depicted
in Table 12, the accuracy of MCA using different
sizes of agent collection achieves similar accuracy,
even with only 25% agents. Therefore, MCA ex-
hibit good robustness on agent collection size, en-
suring quick adaption to new domain.

A.8 Computational Cost

The primary computational overhead arises from
LLM inference for LLM-based forecasting meth-
ods. As shown in Table 13, we categorize the infer-
ence cost into four stages: agent retrieving (AR),
multilingual information retrieval (MIR), single-
agent reasoning (SR), and collective decision-
making (CDM), reporting the number of LLM in-
ference calls required for each sample. The role of
multi-cognition information is pivotal in mitigating
cognitive biases, as evidenced by results in Table 2
and Table 3. Compared to well-optimized single-
agent baselines—-CoT (with the best-performing
prompt from prior work) and ExpertPrompting
(which simulates a domain expert)—MCA intro-
duce higher costs in SR and CDM stages. Neverthe-
less, it achieves substantial performance gains, out-
performing CoT by 11.4% and ExpertPrompting
by 9.7% across four LLMs, thereby highlighting

AR MIR SR CDM Total Acc

CoT / 11 1 / 12 66.6
ExpertPrompting 1 11 1 / 13 683
Self-Consistency / 11 10 / 21 732

SPP / 11 9 1 21 652

MAD / 11 8 1 20 592
MCA 1 1195 3 245 780

Table 13: The comparison of computational cost across
various methods. The averaged accuracy across four
LLMs is reported in the last column.

the necessity and effectiveness of the multi-agent
framework. Compared to other multi-agent ap-
proaches exhibiting similar reasoning costs, such
as self-consistency, SPP, and MAD, MCA consis-
tently yields superior performance. Additionally, as
discussed in section 5.3 Discussion——RQ1, MCA
employs eil and e? as event participants (agents)
to perform perspective-taking. The first (e}) and
the second rows (e%) of Figure 5 demonstrate that
LLMs exhibit significant cognitive preferences to
given identities, demonstrating the perspective-
taking capabilities of LLMs. After aggregation,
MCA reduces the cognitive biases compared to
other baselines. These improvements indicate that
the additional computational cost is justified by
significant gains in both accuracy and bias mitiga-
tion. Notably, event forecasting is an important and
challenging task, making it worthy of additional
resources to replace costly human forecasters.

A.9 Prompt Template

The prompt templates for the multi-cognition agent
construction stage are provided in Table 15. The
prompt templates for the multi-cognition event fore-
casting stage are provided in Table 16 and Table
17.
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Topic

Options (Preference La-

Question bels)

Syrian

In 2024, the Syrian anti-government armed group HTS  (A): Cannot answer (Neu-

government- won the war. Will HT'S’s coming to power improve the tral), (B): Yes (HTS), (C):

HTS

living standards of the Syrian people? No (Syrian government)

Russia-
Ukraine

In 2024, Ukraine announced that it would strengthen
its military cooperation with NATO, which Russia sees
as a threat to its security. Which side is more likely to
take military or diplomatic action to further aggravate
the conflict between the two countries?

(A): Cannot answer
(Neutral), (B): Russia
(Ukraine), (C): Ukraine
(Russia)

the US-
China

In 2024, as China signs new military cooperation agree-

ments with other countries, the United States portrays it  (A): Cannot answer (Neu-
as China’s global military expansion and increases arms tral), (B): the US (China),
sales to the Philippines and Taiwan. Which country’s (C): China (the US)
actions will endanger world peace and stability?

Table 14: Examples of CogForecast.

Task

Prompt

Agent
Generation

{question} \n Instructions: \n 1.Based on the above questions and backgrounds, please
analyze which entities, including countries, organizations, political parties, companies,
groups, and individual are related to it. Be careful not to overlook seemingly irrelevant
but actually important entities, such as: the United States and China are important
in international politics, powerful competitors in sports, competitors in business. \n
2.0utput their entity types from country, organization, political party, company, group,
and individual. \n 3.Briefly output their descriptions, each limited to a maximum of
50 words. For example, the description for "United states" is "a country primarily
located in North America"; the description for "Elon Musk" is "a businessman and
investor known for his key roles in the space company SpaceX and the automotive
company Tesla, Inc. Other involvements include ownership of X Corp, the Boring
Company, xAl, Neuralink, and OpenAL" \n The output format for each entity should
be Name: xxx; Type: xxx; Description: xxx" such as "1.Name: Russia; Type: country;
Description: a country spanning Eastern Europe and North Asia and is the largest
country in the world by area; \n 2.Name: the Democratic Party of the United States;
Type: political party; Description: one of the two major contemporary political parties
in the United States \n".

Language
Code
Generation

{agent name} \n Instructions: \n Based on the above entity, please analyze the country
to which the entity belongs and its 2-letter language code. If the entity is an interna-
tional political organization and doesn’t belong to any country, such as NATO, the
country code should be "None". The language code should not be "None". The output
format should be "Country:xxx; Language code:xxx" such as "Countries:Russia; Lan-
guage code:RU".

Table 15: Prompt templates for the multi-cognition agent construction.
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Task Prompt

Question: {question} \n Background: {background} \n Instructions: \n 1.Based on

the above question and background, please identify which entities are relevant to

the answer of given question, including countries, organizations, political parties,

companies, groups, and individual. \n 2.Please identify the relevant entities from

three stance, including (1) Positive stance (argue that the given event is more likely

to occur, those who may benefit from the event), (2) neutral positions (no obvious

interests or stance), and (3) Negative stance (argue that the given event is less likely

to occur, those who may be harmed by the event, competitors). Be careful not to

overlook seemingly irrelevant but actually important entities, such as: the United

States and China are important in international politics, powerful competitors in sports,

competitors in business. \n 3.Entities such as places, buildings, objects, concepts, etc.

Agent cannot answer the given question and should not be output. \n 4.Output their entity

Generation  types from country, organization, political party, company, group, and individual.

\n 5.Briefly output their descriptions, each limited to a maximum of 50 words. For

example, the description for "United states" is "a country primarily located in North

America"; the description for "Elon Musk" is "a businessman and investor known

for his key roles in the space company SpaceX and the automotive company Tesla,

Inc. Other involvements include ownership of X Corp, the Boring Company, xAl,

Neuralink, and OpenAl" \n The output format for each entity should be Name: xxx;

Type: xxx; Description: xxx" such as "1.Name: Russia; Type: country; Description:

a country spanning Eastern Europe and North Asia and is the largest country in the

world by area \n 2.Name: the Democratic Party of the United States; Type: political

party; Description: one of the two major contemporary political parties in the United
States".

I will provide you with a forecasting question and the background information for

the question. I will then ask you to generate short search queries (no more than 3

words each) that I’ll use to find articles (using exact matching) on Google News

to help answer the question. \n Question: \n {question}\n Question Background:

Sel?::h \n {background} \n You must generate this exact amount of queries: 3 \n Start
1 y off by writing down sub-questions. Then use your sub-questions to help steer the
Generation . .
search queries you produce. \n Your response should take the following structure:
\n Thoughts: \n {{ Insert your thinking here. }} \n Search Queries:\n {{ Insert the
queries here. Use semicolons to separate the queries. }}
I want to make the following article shorter (condense it to no more than 100 words).
. \n Article: \n —\n {article} \n — \n When doing this task for me, please do not remove
Information

. any details that would be helpful for making considerations about the following
Summarizing forecasting question. \n Forecasting Question: {question} \n Question Background:
{background}

Table 16: Prompt templates for the agent construction (step 1) and multilingual information retrieving (step 2) of
multi-cognition event forecasting.
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Task

Single-Agent
Prediction

Prompt

You are an Al agent who specializes in event forecasting, and here’s your profile.
\n Name: { } \n Type: { } \n Description: { } \n Professional
field: { } \n Please answer the following question from your perspective and

objectively. \n Question: \n {question} \n Question Background: {background} \n
Resolution Criteria: \n {resolution_criteria} \n Today’s date: {date_begin} \n Question
close date: {date_end} \n We have retrieved the following information for this question:
\n {retrieved_info} \n Instructions: \n 1. Provide reasons why the answer might be
no. \n Insert your thoughts \n 2. Provide reasons why the answer might be yes. \n
Insert your thoughts \n 3. Aggregate your considerations. \n {{ Insert your aggregated
considerations } } \n 4. Output your answer (a number between 0 and 1) with an asterisk
at the beginning and end of the decimal. \n {{ Insert your answer }}

Opinion
Aggregation

I need your assistance with aggregating the reasoning from multiple Al agent forecast-
ers. Here is the question and its metadata. \n Question: {question} \n Background:
{background} \n Resolution criteria: {resolution_criteria} \n Today’s date: {date_begin}
\n Question close date: {date_end} \n The reasoning from Al agent forecasters: \n
{ } \n Instructions: \n Your goal is to aggregate the above reasonings, ensuring
to merge similar analyses into one. \n The aggregated reasoning should be concise,
capturing the essential elements. \n Be careful to output only the aggregated reasoning
and not the answer. \n The output format should be like "Here is the aggregated reason-
ing: 1.The available information suggests that the cause of the plane crash that killed
Yevgeny V. Prigozhin is still unknown, and the Russian authorities have not released
any official findings on the matter. 2.While hand grenade fragments were found in the
bodies of the victims, which suggests that the crash may have been intentional, the
Kremlin has rejected US allegations that the crash was an assassination. 3.The Russian
authorities have confirmed Prigozhin’s death through genetic tests, but the cause of
the crash remains unclear. 4.The Kremlin’s statements have not provided any clear
indication of Prigozhin’s death, and the investigation is ongoing. 5.Considering the lack
of conclusive evidence and the ongoing investigation, it is unlikely that Prigozhin’s
death will be confirmed as due to any cause before November 2023."

Reliability
Scoring

I need your assistance with making a reliability analysis. Here is the question and
its metadata. \n Question: \n {question} \n Question Background: {background} \n
Resolution Criteria: \n {resolution_criteria} \n Today’s date: {date_begin} \n Question
close date: {date_end} \n In addition, I have generated a collection of predictions from
two forecasters groups: \n Group 1 (likely to occur, prediction probability higher than
0.5), {groupl_info} \n Group 2 (unlikely to occur, prediction probability lower than
0.5), { } \n Your goal is to score the reliability of two agent groups. \n Note:
Reliability scores should follow the following definitions: \n 0.0 0.25: Extremely low
reliability \n 0.25 0.5: Low reliability \n 0.5 0.75: Moderate reliability \n 0.75 0.9: High
reliability \n 0.9 1.0: Very high reliability \n 1.If the reliability score is equal to 0.7 then
the weight of the prediction will not be changed, if the reliability score is greater than
0.7 then the weight will be increased, if the reliability score is less than 0.7 then the
weight will be decreased. \n 2.The sum of the reliability scores of the two groups need
not equal 0. \n Rules: rules \n \n The output format should follow "Group 1: {{ insert
the reliability score of group 1}}; Group 2: {{ insert the reliability score of group 2} }".

Table 17: Prompt templates for step 3 and 4 in multi-cognition event forecasting.
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