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Abstract

In this paper, we introduce a new process pre-
judge strategy in LLM reasoning to demon-
strate that bootstrapping with process prejudge
allows the LLM to adaptively anticipate the
errors encountered when advancing the subse-
quent reasoning steps, similar to people some-
times pausing to think about what mistakes may
occur and how to avoid them, rather than rely-
ing solely on trial and error. Specifically, we
define a prejudge node in the rationale, which
represents a reasoning step, with at least one
step that follows the prejudge node that has no
paths toward the correct answer. To synthe-
size the prejudge reasoning process, we present
an automated reasoning framework with a dy-
namic tree-searching strategy. This framework
requires only one LLM to perform answer judg-
ing, response critiquing, prejudge generation,
and thought completion. Furthermore, we de-
velop a two-phase training mechanism with su-
pervised fine-tuning (SFT) and reinforcement
learning (RL) to further enhance the reason-
ing capabilities of LLMs. Experimental re-
sults from competition-level complex reason-
ing demonstrate that our method can teach the
model to prejudge before thinking and signifi-
cantly enhance the reasoning ability of LLMs 1.

1 Introduction

Large language models (LLMs) have made great in-
roads in solving natural language processing (NLP)
tasks (Brown et al., 2020; Ouyang et al., 2022;
OpenAI, 2023), but still struggle to produce ac-
curate answers to complex reasoning problems.
Prior research tackles this challenge by designing
well-crafted prompts to elicit the LLM to follow a
step-by-step thinking paradigm, such as in-context
learning (Liu et al., 2023), chain-of-thought (Wei
et al., 2022; Wang et al., 2023b, 2024c), and agen-
tic learning (Park et al., 2023). However, these

1Code and data is released at https://github.com/
wjn1996/Prejudge-Before-Think.

Prejudge in Real World

Key Step: The entrance of the curve 
Prejudge Hint: Warning Road Ahead

Note: When driving a car reaching a
curve near to the cliff, a warning sign
which can be viewed as a prejudge hint
to explicitly elicit drivers to slow down to
avoid failing

Prejudge in LLM Reasoning

Key Step: The reasoning step where exists one
next step that has no correct rationales
Prejudge Hint: The denominator cannot be 0

Note: When LLM finishes step 1, the searching
procedure will be performed and find that there
exists Step 2 that has no correct rationale, so it
should provide prejudge hint after Step 1 

Q: If $f(a, k) = \frac{(a - k)^2 - 9}{a + 1}$ and $F(f(a,
k))$ represents the sum of real $a$ when $f(a, k)=0$.
Please calculate $F(f(a, 2))$. 

...

4
❌Let $f(a, 2)=0$,

we can ... So,
$a$ is 5 or -1.

First, we know
that $f(a, 2)=
\frac{(a - 2)^2
- 9}{a+1}$

...

...

...

4

4
❌

❌

Step1 Step2

Wait, I should
consider that the
denominator cannot
be 0... <|prejudge|>

Let $f(a, 2)=0$, we
can ... So, $a$ is 5
or -1 (remove).

5
✅

5
✅Step1-Prejudge

Step2'

Figure 1: Examples of prejudge in the scenarios of the
real world and LLM reasoning.

approaches akin to the System 1-style fast-thinking
paradigm (Kahneman, 2011) inevitably bring er-
rors to the inherent steps, making it hard to generate
accurate and complete solutions in one breath.

Inspired by human recognition of System 2 (Kah-
neman, 2011), which is denoted as a slow-thinking
paradigm emulates human reasoning through a
slower and deeper thought process (Zelikman et al.,
2024), most of the works have unveiled that extend-
ing the reasoning with verification, critiquing, and
refinement components can significantly enhance
the reasoning capability (Cobbe et al., 2021; Light-
man et al., 2024; Snell et al., 2024; Qi et al., 2024;
Shinn et al., 2023; Gou et al., 2024; Plaat et al.,
2024; Madaan et al., 2023). One major benefit is
that these components can offer precise feedback,
which is a valuable signal that enables the LLM
to adapt or roll back the current of thought oppor-
tunely (Kumar et al., 2024; Wang et al., 2024e;
Chen and Li, 2024). In addition, a series of re-
search (e.g., OpenAI’s o1 (Jaech et al., 2024),
DeepSeek R1 (Guo et al., 2025)) has explored that
post-training in the supervised fine-tuning (SFT) or
reinforcement learning (RL) stage can inject these
capabilities into model parameters and achieve high
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grades by scaling test-time cost, which spurred the
development of System 2-like reasoning (Brown
et al., 2024; Snell et al., 2024; Shao et al., 2024;
Rafailov et al., 2023). Despite this success, the
generated responses expose that LLMs tend to fre-
quently prefer trial and error, leading to redundant
error and reflection information, which is not very
advocated in human consciousness.

In this paper, we introduce a new thought mode
named process prejudge 2, which is defined as prior
consideration or judgment about what is about to
happen in the subsequence reasoning steps. In the
real world, this capability aims to help people learn
from past experiences and improve the accuracy of
each thinking step when solving similar problems
in the future. It is usually acquired after repeated in-
teraction with the environment. Take a vivid exam-
ple illustrated in Figure 1, when driving a vehicle
and reaching the entrance of a curve close to a cliff,
an experienced driver will slow down in advance.
This is a prejudge action based on the experience
that the vehicle will fall off the cliff due to iner-
tia. Therefore, a natural question arises: is process
prejudge useful for LLM in reasoning scenarios?

To reach this goal, we first define a prejudge
node in the rationale, which is a specific reasoning
step, and at least one step follows the prejudge node
that has no path toward the correct answer. For ex-
ample in Figure 1, the LLM may make mistakes
at “Step 2” and it can be prevented when prompted
with a prejudge hint as “The denominator cannot
be 0”. To synthesize large-scale step-by-step rea-
soning data with process prejudge, we then propose
an automatic reasoning framework with a dynamic
tree-searching strategy, which is similar to Monto
Carlo Tree Search (MCTS) (Kocsis and Szepesvári,
2006; Silver et al., 2016) but needs only one LLM
to perform thinking, critiquing, prejudging and ver-
ifying during searching.

Ultimately, we construct 234k data from multi-
ple open-source datasets to train the LLM with SFT
and RL techniques. The extensive experiments con-
ducted on mathematics and logic reasoning demon-
strate that the paradigm of prejudge before use can
substantially boost the LLM’s reasoning ability.

2Notely, the “prejudge” in this paper means the “predictive
ability” instead of “prejudice”, we use the word “prejudge”
aim to distinguish it from “predict” in machine learning.

2 Preliminary

2.1 LLM Reasoning with Textual Rationale
Given a LLM πθ(·) which is a transformer-based
pre-trained model to map the input prompt to gen-
erated text, where θ is the parameters. For the
reasoning task, given a question Q, the LLM can
provide a step-by-step reasoning chain consist-
ing of T intermediate step, and the entire chain
can be formed as Z = [z1, · · · , zT ], where zi
(i ∈ [1, T ]) means the specific step3. The reasoning
chain can be step-by-step generated by the LLM as
zi = πθ(I = I(Q, z1, · · · , zi−1)), where I(· · · ) is
function to concate all generated prefix sequences
to form the input prompt I.

2.2 Bootstrapping with Tree Searching
Suppose that the prefix reasoning steps of Q
are Z1:i−1 = [z1, · · · , zi−1], the set of the
next steps can be obtained by repeated sampling
with the greedy method as {zij |zij ∼ πθ(I =
I(Q, z1, · · · , zi−1))}. Tree searching is an itera-
tive generation process via repeatedly concatenat-
ing each sampled next step with a prefix sequence
to form a new sequence before the next repeated
sampling. Thus, the tree generated from zi−1 can
be formed as Tzi−1 . In this tree, zi−1 represents
the root node in the first layer, and each node in
the second layer is the child node of zi−1 denoted
as {zij}Nj=1, which is also the root node in the cor-
responding tree Tzij , N is the number of repeated
sampling at each layer. The searching process stops
when the final answer is generated, and the last rea-
soning step can be viewed as the leaf node. Similar
to MCTS, each node has a corresponding value
score denoted as v(·) that represents the potential
that reaches the correct answer.

3 Methodology

In this section, we introduce a new reasoning
method named Prejudge Before Think (PBT),
which aims to elicit the LLM pauses to deeply
consider what errors will occur and how to bypass
them instead of excessive trial and error. Hence, we
pose three questions to illustrate how our approach
works:

• R1: Where should the LLM pause to make a
prejudgement when reasoning?

3To elicit the LLM to generate this chain, the question Q
should be articulated through a well-crafted instruction prompt
or template. We omit this component to minimize the use of
variables in writing.
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Q: Three vertices of a cube are $P=(7,12,10)$ , $Q=(8,8,1)$ , and $R=(11,3,9)$ . What is the
surface area of  the cube? Let's think step by step, and put the final answer within \boxed{}.

Thought Generating
Step1: To find the surface area of the cube, we first must
determine the side length of the cube. First, calculate the distance
between points P and Q, ...<|think|>

Step2: Using the distance formula, we can find the distance
between points \( P \) and \( Q \): ... <|think|>

Q 1 2 Tree
Searching🌲

I
I

3'

4'

5'

6'

...

...

... ...

...

...

...

Prejudge Node

⚠️

LLM
🤖

I=Q+Step1+Step2

v(3')=1
v(4')=0v(6')=0

v(5')=1v(I)=1

Process Estimating

Q LLM
🤖

✅

❌

❌

Q 1 2
I 3'

4'

6' ...

... ...

...

...
Error

Analysis
Prejudge

Hint

Putting all incorrect steps after 
current reasoning step

LLM as a critic

LLM
🤖

Reasoning Critiquing

LLM as a judger

Prejudge Estimating
Step2-Prejudge: Wait, I need to ensure that the distance calculated
between the points is actually the edge length of the cube; it should not
be the length of a face diagonal. I should ... <|prejudge|>

Ip
3 3v 4 5 ✅

6 6v 7 8

...

...
Thinking next step Verifying next step

... ✅

Searching for estimating

❌

❶

❷

❸

❹

LLM as a generator

The 2nd searching aims at estimating 
if prejudge hint is useful for Step 2 before thinking

Q 1 2 2p

Tree
Searching🌲

Ip=Q+Step1+Step2+Prejudge
...

The 1st searching aims at estimating 
Step 2 can be a prejudge node

❺ Thought Expanding

Step3: Distance between P and
Q: is \[ d_{PQ} = \sqrt{(8 - 7)^2
+ (8 - 12)^2 + (1 - 10)^2} = ... =
7\sqrt{2} \] <|think|>

Step3-Verify: Since all distances
are equal to \( 7\sqrt{2} \), these
points ... Thus:\[ 7\sqrt{2} =
a\sqrt{2} \implies a = 7 \]<|verify|>

Q 1 2 2p 3 3v

Expanding rationale with 
next thinking and verify step 

❷❸❹❺
❷❸❹ ...

Continual Dynamic
Searching Util FinishIfor_next=Q+Step1+Step2+Prejudge+Step3+Verify

Figure 2: The automated reasoning framework for synthesizing process prejudge with the dynamic tree-searching.

• R2: How to obtain the trajectory with PBT au-
tomatically without any external annotation?

• R3: How to boost the LLM reasoning capabil-
ity with post-training techniques?

3.1 Prejudge Node in Rationale
To answer the first question, we observe that
humans can use historical experience to help
them make prejudgements before facing potential
risks (Kahneman, 2011). Likewise, the time before
errors occur is more suitable for stimulating the
ability of LLMs to prejudge. Hence, we define this
position as prejudge node.

Formally, given a question Q and the correspond-
ing prefix reasoning steps Z1:i. To detect whether
the LLM needs to make prejudgement after the
step zi, we can perform tree searching from this
step to construct a tree denoted as Tzi , the value
of each tree node can be obtained by hard estima-
tion (Wang et al., 2024e). Specifically, we first use
LLM-as-a-judger to check whether the final answer
is correct, and the value of each leaf node can be
set as 1 (or 0) if the result is correct (or incorrect).
Then, the value of each internal node zk can be
backtracked from the leaf node as:

v(zk) =

{
Judger(zk), if k = T

max({v(zk+1j)}Nj=1)), if k < T
(1)

where Judger(·) ∈ {0, 1} is the function of LLM-
as-a-judger, zk+1j is the child node of zk.

Based on this value score, we can define a pre-
judge value that represents whether LLM should
make prejudgement at the step zi, which can be
calculated as:

vp(zi) = v(zi)× 1(min({v(zi+1j)}Nj=1) = 0),
(2)

where vp(·) is the prejudge value and the step zi
is a prejudge node when vp(zi) = 1, 1(·) is the
indicator function, zi+1j is the child node of zi.
Through this definition, at least one step follows the
prejudge node and has no path toward the correct
answer. This indicates that the LLM may make
errors in the future so that needs to be prejudged.

3.2 Dynamic Tree Searching
We thus introduce how to synthesize the reason-
ing data with prejudge. We present a dynamic
tree searching strategy in the reasoning framework,
which enables only one LLM to find the prejudge
position, generate critical information, and perform
deep thought. The whole framework is shown in
Figure 2, consisting of five stages: thought gen-
erating, process estimating, reasoning critiquing,
prejudge estimating and thought expanding.

Thought Generating Given a question, we first
to let the LLM generate a few steps without boot-
strapping. Inspired by (Wang and Zhou, 2024),
the start sequence has a greater impact on the per-
formance of subsequent reasoning, especially for
smaller models, so a lower temperature coefficient
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is selected to ensure the accuracy of reasoning in
the first few steps. By default, we urge the model
to generate two steps as the prefix sequence. Each
thinking step will be ended with a special tag as
“<|think|>”.

Process Estimating Once the prefix sequence
is generated, we improve the temperature coeffi-
cient and perform the first tree-searching process.
This tree-searching aims to estimate whether the
current step is a prejudge node, we can obtain the
corresponding prejudge value vp. Specifically, if
the prejudge value is 0, it means that there is no
need to make prejudgement here, we can randomly
select one child node and concatenate it with the
prefix sequence for the next iteration. Otherwise,
we will continue the following process to obtain
the prejudge hint before the next thinking step.

Reasoning Critiquing This stage aims to gener-
ate error analysis based on the incorrect reasoning
path derived from the tree search. Specifically, we
concatenate the question and prefix sequence with
all incorrect reasoning paths to form a prompt and
use the LLM as a critic (Shinn et al., 2023; Gou
et al., 2024) to generate the corresponding error
analysis. Generally, error analysis summarizes and
induces existing reasoning results, making all rea-
soning steps visible. In contrast, LLM prejudging
guesses possible errors without examining subse-
quent reasoning steps. To achieve this goal, we
design an instruction prompt for the LLM to gen-
erate a prejudging hint based on the error analysis,
and this information will be used to prompt the
LLM to avoid errors. The prejudging hint can be
tagged with a “<|prejudge|>” token at the end of the
text. The specific prompt and generated examples
are shown in Appendix C.3.

Prejudge Estimating After the prejudge hint is
generated, we aim to evaluate its usefulness for the
upcoming reasoning steps. Specifically, we per-
form tree-searching for the second time. Unlike
the tree-searching conducted during the process es-
timation stage, the requirements of the generated
response consist of three components: i) the next
step thought (tagging with “<|think|>”): we expect
the LLM to reconsider the next reasoning step in
light of the prejudge hint; ii) the verification of
the next step thought (tagging with “<|verify|>”):
we introduce an explicit verification step for the
LLM to check if the new thought aligns with the
prejudge hint; and iii) the remaining steps with

Algorithm 1 Algorithm for Prejudge Reasoning
Require: LLM πθ , question Q, and prompt function I(·).
1: Generating the first step via z0 = πθ(I(Q));
2: for iteration i in [0, · · · , T ] do
3: Expanding the next steps {zij |zij ∼ πθ(I =

I(Q, z1, · · · , zi−1))};
4: Process Estimating: Perform Judgement to detect

whether each of next steps are prejudge node.
5: Reasoning Critiquing: Generate self-critique informa-

tion to guide the LLM to reach correct answer in the
next step;

6: Prejudge Estimating: Estimate whether the whole rea-
soning chains is correct.

7: end for
8: Obtain all training data and perform the first-time SFT,

obtaining the model πθ1 .
9: Use πθ1 to distill a large-scale prejudge-like data, and

perform the second-time SFT and RL training, obtaining
the model πθ2 .

10: return The LLM model πθ2 .

bootstrapping (tagging with “<|think|>”): we em-
ploy tree-searching to sample all reasoning steps to
determine if the prejudge hint enables the LLM to
arrive at the correct answer, utilizing the rejected
sampling method to select the appropriate prejudge
hint. We have crafted an instruction prompt to en-
courage the LLM to generate the aforementioned
information, with the prompt and generated exam-
ples displayed in Appendix C.4.

Thought Expanding Finally, we expand the rea-
soning chain with a prejudge hint, the selected next
step consideration, and the corresponding verifi-
cation. Then, we continue the next iteration of
dynamic searching until we reach the final answer.

3.3 Two-phase Post-training
Dynamic tree searching involves significant test-
time costs because it necessitates constructing mul-
tiple trees for each query. To equip the more effi-
cient data synthesis pipeline with prejudge reason-
ing, we introduce a two-phase post-training strat-
egy that allows for simultaneous data synthesis and
model training. The whole algorithm is illustrated
in Algorithm 1.

First Phase: Cold Start via Dynamic Search-
ing In the first phase, the aim is to construct
a small amount of data with prejudge reason-
ing. To collect this data, we choose a small
instruct-based LLM to finish the dynamic tree-
searching and obtain all correct rationales by re-
jected sampling. Specifically, we select multiple
training sources from GSM8K (Cobbe et al., 2021),
MATH (Hendrycks et al., 2021), SVAMP (Pa-
tel et al., 2021), AQuA (Ling et al., 2017), Nu-
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mina Math (LI et al., 2024), American Invitational
Mathematics Examination (AIME 1983∼2023) 4,
PRM800K (Lightman et al., 2024), and MetaMath
QA (Yu et al., 2024) and thus filter out about
21k complex queries for dynamic tree-searching,
which can derive long CoT responses by zero-shot
prompting (Kojima et al., 2022). Finally, we gather
approximately 39k rationales and utilize these train-
ing samples to train a base LLM through SFT as
the cold start model.

Second Phase: Distillation for Data Scaling
The second phase focuses on self-evolution, aim-
ing to leverage the SFT mode from the first phase
to perform distillation. A large-scale, prejudge-
style rationale will be constructed using a simple
zero-shot prompting (Kojima et al., 2022). To en-
hance the quality of the rationale, we employ the
self-consistency strategy to recall the most reliable
rationale, which can be utilized as the prejudge
estimation stage in dynamic tree-searching. We
thus select the remaining queries from the train-
ing sources, obtaining approximately 195k ratio-
nales. During the training periods, we combine
the curated data generated from both phases and
retrain SFT on the base LLM. For the RL, we per-
form Group Relative Policy Optimization (GRPO)
(Shao et al., 2024) and Directly Preference Opti-
mization (DPO) (Rafailov et al., 2023) algorithms
to investigate how performance improvement.

4 Experiments

4.1 Implementation Settings

In the first phase, we choose Qwen2.5-14B-
Instruct (Team, 2024) as the small instruct-based
LLM to perform dynamic tree-searching. By de-
fault, we use the “\n\n” as the step terminator,
and the maximum sampling step length is 14 for
each query. Complete implementation details of
our dynamic tree-search algorithm are provided in
Appendix B.1. For the cold start SFT, we choose
Qwen2.5-7B/32B (Team, 2024) as the base LLM.
In the second phase, we use the cold start 32B LLM
to perform the distillation, and the number of re-
peated samples in Self-consistency is N = 32. For
the SFT and RL, we choose Qwen2.5-32B as the
base model.

4https://artofproblemsolving.com/wiki/
index.php/AIME_Problems_and_Solutions.

4.2 Benchmarks and Evaluations

We select several competition-level reasoning
benchmarks to demonstrate how LLM perfor-
mance is improved with prejudge reasoning.
These include GSM8K (Cobbe et al., 2021),
MATH-500 (Lightman et al., 2024), AQuA (Ling
et al., 2017), SVAMP (Patel et al., 2021), Theo-
remQA (Chen et al., 2023), AIME-2024 (MAA,
2024), GAOKAO-2023 (Zhang et al., 2023), and
GPQA-Diamond (Rein et al., 2023). We follow pre-
vious works (Wang et al., 2024e) to use Qwen2.5-
72B-Instruct (Team, 2024) as a judger to evaluate
whether the generated answer matches the ground
truth, and the metric is accuracy value.

4.3 Baselines

We select the following baselines to compare with
our method: 1) Chain-of-Thought (CoT) Train-
ing, which aims to distill multiple rationales using
CoT prompts for the supervised fine-tuning (SFT)
training data. 2) Self-Refine (Kumar et al., 2024),
which seeks to correct mistakes based on outcome-
or process-based feedback. We obtain this rationale
by prompting the small LLM with a well-designed
zero-shot instruction. 3) PBT w/o. Verify, a variant
version of our method that removes all verification
components in dynamic tree searching; this means
the LLM only makes prejudgments without any
verification. 4) PBT w. CoT, which combines all
data from prejudge and CoT. We also select GPT-
4o (Hurst et al., 2024) and OpenAI’s o1 (Jaech
et al., 2024) as strong baselines to demonstrate
state-of-the-art performance.

4.4 Main Results

Table 1 presents the performance comparison with
multiple baselines on competition-level complex
reasoning tasks. Through the results, we thus draw
the following conclusion: 1) Our PBT consistently
outperforms CoT training and Self-Refine across
all benchmarks using both 7B and 32B backbones.
Specifically, in the first phase, PBT achieves an av-
erage accuracy of 59.0% and 65.6% for Qwen2.5-
7B and Qwen2.5-32B, representing improvements
of 3.5% and 2.4% over CoT and 2.5% and 1.2%
over Self-Refine. 2) The “verify” components in
PBT are crucial for ensuring the accuracy of pre-
judgment. We can see that all results decline when
this component is removed, except for Qwen2.5-
32B on AIME-2024. 3) Combining CoT data with
PBT can further enhance the accuracy of the 32B
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Methods GSM8K MATH AQuA SVAMP Theorem AIME GAOKAO GPQA Avg.500 QA 2024 2023 Diamond

OpenAI’s o1 - 94.8 - - - 74.4 - 77.3 -
GPT-4o 94.2 76.8 - 93.9 49.7 9.3 88.1 50.6 -
DeepSeek R1 - 97.3 - - - 79.8 - 71.5 -

dist. Qwen-7B - 92.8 - - - 55.5 - 49.1 -
dist. Qwen-32B - 94.3 - - - 72.6 - 62.1 -

Base Model: Qwen2.5-7B

CoT#1 84.6 65.2 67.7 89.0 39.3 6.7 71.4 19.7 55.5
Self-Refine#1 85.1 66.4 68.3 90.7 40.6 6.7 71.0 23.5 56.5
PBT#1 87.6 68.0 70.1 90.3 41.4 13.3 73.5 27.8 59.0

w/o. Verify 85.9 67.4 68.9 89.7 41.1 10.0 73.1 25.6 57.7
w. CoT 85.6 67.2 68.5 91.7 41.0 13.3 73.4 26.2 58.4

PBT#2 89.4 72.6 71.7 92.0 43.2 16.7 75.5 31.3 61.6

Base Model: Qwen2.5-32B

CoT#1 91.7 77.6 75.2 89.3 48.7 6.7 77.6 38.4 63.2
Self-Refine#1 92.6 77.3 76.8 90.4 49.3 10.0 79.4 39.4 64.4
PBT#1 92.4 78.2 80.3 91.0 50.6 13.3 78.6 40.2 65.6

w/o. Verify 92.1 77.8 79.1 90.7 50.0 13.3 78.3 39.5 65.1
w. CoT 93.9 77.8 79.2 92.3 51.8 16.7 83.7 38.9 66.8

PBT#2 93.1 81.0 81.7 93.7 52.0 20.0 85.6 47.7 69.4

Table 1: Main results (%) over multiple complex reasoning tasks. PBT (prejudge before think) is our method, and
the subscript #1 and #2 denotes the first phase and second phase, respectively.

Methods PBT#1 w. DPO w. GRPO

GSM8K 87.6 90.5 91.7
MATH500 68.0 70.4 71.2
AQuA 70.1 74.0 74.8
SVAMP 90.3 91.5 92.2
Theorem QA 41.4 44.8 45.3
AIME2024 13.3 16.7 26.7
GAOKAO2023 73.5 78.4 79.3
GPQA-Diamond 27.8 28.6 30.1

Avg. 59.0 61.9 63.9

Table 2: The improvement (%) of RL for Qwen2.5-7B.

model. We find that PBT#1 w. CoT outperforms
PBT#1 by 1.2%, indicating that larger models can
benefit from diverse rationales, enabling them to
utilize various styles of rationales to solve prob-
lems. 4) The two-phase strategy can bring obvious
improvement. Compared with PBT#1, PBT#2 can
further improve by 3%, demonstrating the effec-
tiveness of two-phase post-training strategy.

5 Analysis

5.1 Performance Improvement of RL

To investigate performance improvements when
applying RL with pre-judgment reasoning, we uti-
lize two RL techniques to further enhance the SFT
model in the first phase. Results shown in Table 2
demonstrate that the two RL methods substantially
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Figure 3: Effect of prejudge in complex reasoning with
Qwen2.5-7B-Instruct (Left) and Qwen2.5-32B-Instruct
(Right).

outperform the SFT. GRPO achieves the best per-
formance, surpassing DPO by 2.0%, indicating that
online RL is more effective in boosting reasoning
ability than the offline method.

5.2 Effect of Prejudge in Test-time
To explore why prejudgment is effective for com-
plex reasoning, we designed a thought completion
task that demonstrates how the LLM reasons with
prejudgment hints. Specifically, we randomly se-
lect 2,000 queries from the second phase that do
not appear in the first phase and keep only the first
prejudge node with the prejudge hint and the prefix-
generated steps. For each query, we can obtain
two incomplete responses: one that contains only
the thinking step (i.e., remove the prejudge hint)
and the other that contains the prejudge hint (i.e.,
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Figure 4: Effect of the number of prejudge hints over
GSM8K (Left) and MATH500 (Right).

maintain the prejudge hint). We choose Qwen2.5-
7B/32B-Instruct as the LLM. To observe the per-
formance, we let the LLM complete the reasoning
steps with only the prompt “Let’s think step by step”
concatenated with the query and prefix-generated
steps. We then draw a curve to see the performance
when the test time scales up. Figure 3 shows that
the Pass@N value is, on average, 3% higher with
prejudge hints than without, suggesting that the
rationale provided by the prejudge hint can better
assist the LLM in avoiding mistakes.

5.3 Effect of the Number of Prejudge

In this section, we explore what’s the effect of
the number of prejudge in LLM reasoning. We
sample five different sets Dk from the synthesized
data in the first phase for SFT training, where
k ∈ {1, 2, 3, 4, 5} denotes the number of the pre-
judge node in the corresponding rationale. In other
words, each rationale in Dk has only k prejudge
hint. We perform data processing to ensure that
the number of queries and rationales in each set
is consistent. To this end, each set has about 9k
examples for SFT training. The results displayed
in Figure 4 suggest that adding the number of pre-
judge hints into the training data can significantly
improve the reasoning ability of LLM. We believe
that the increase in the number of prejudges will
indirectly increase the overall length of rationale,
which can further improve the certainty of LLM’s
output when thinking about problems (Jaech et al.,
2024; Guo et al., 2025). In addition, the more pre-
judges there are, the more likely the model will
make prejudges, which can better guide the model
to make incorrect prejudges before thinking.

5.4 Compatibility with o1-like Reasoning

We end this section by investigating the perfor-
mance of mixing with o1-like training data. We
select data that has been widely used recently from
LIMO (Ye et al., 2025), which utilizes less data

Methods LIMO LIMO + PBT Gain

GSM8K 95.1 95.5 +0.4
MATH500 94.8 94.0 -0.8
AQuA 86.9 87.8 +0.9
SVAMP 91.3 92.3 +1.0
Theorem QA 54.6 58.0 +4.6
AIME2024 57.1 54.6 -2.5
GAOKAO2023 81.0 83.6 +2.6
GPQA-Diamond 66.7 63.0 -3.7

Table 3: The performance (%) with o1-like data.

Methods PBT#1 MCTS Math-Shepherd

GSM8K 87.6 79.50 85.1
MATH500 68.0 53.1 66.2
AIME2024 13.3 6.7 13.3
GPQA-Diamond 27.8 19.5 26.2

Table 4: The comparison of performance (%) with Math-
Shepherd and MCTS.

to achieve optimal performance on competition-
level tasks. We gather all queries from AIME
(1983∼2023) to create prejudge reasoning data
through dynamic tree searching and blend them
with LIMO. As shown in Table 3, we can obtain
the following suggestion: Although prejudge be-
fore use is not entirely o1-like data, simply mixing
them can still maintain very high performance, and
some benchmarks can be further improved. This
shows that prejudge can be better integrated into
o1-like reasoning, which also provides a new mode
as a reference for o1-like reasoning community.

5.5 Effectiveness of Dynamic Tree-searching

We provide a comparison with some related search-
ing methods, such as MCTS, Math-Shepherd. In
the experiment, MCTS is directly used for the
sampling generation of the model, while Math-
Shepherd directly reproduces the reward model
training and RL enhancement used in the original
paper. Finally, it is compared with PBT. The result
is shown in Table 4, our PBT can obtain the best
performances. This suggests that moving the sam-
pling phase forward to training can significantly
improve the inference performance of the model,
surpassing the performance of using tree sampling
in the inference phase.

6 Related Works

LLM Reasoning by Learning From Mistakes
Developing the LLM with capabilities for correct-
ing, reflecting, critiquing, and verifying has been
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one of the essential strategies for enhancing the
LLM’s reasoning ability. The essence of these
methods is to learn from mistakes. Previous works
aim to design zero-shot prompts or few-shot ex-
amples to encourage the LLM to utilize external
feedback (Madaan et al., 2023; Welleck et al., 2023;
Xi et al., 2023; Wang et al., 2024b). However, these
methods heavily rely on external feedback and limit
the model’s ability to think spontaneously. To rem-
edy this dilemma, most recent works focus on post-
training by injecting these abilities (i.e., correcting,
reflecting, critiquing, and verifying) into model’s
parameters (Gao et al., 2024a; Wang et al., 2023a;
Zhou et al., 2024). Another line of research lever-
ages self-training ways to develop these capabil-
ities (Qu et al., 2024; Kumar et al., 2024; Zheng
et al., 2024; Xi et al., 2024). Unlike them, we
focus on the ability to prejudge, which helps the
LLM take a moment to consider potential mistakes
and think about how to avoid them before acting.
Prejudging is also a way to learn from mistakes
without trial and error.

Post-training in LLM Reasoning With the de-
velopment of OpenAI’s o1 (Jaech et al., 2024) and
Deepseek R1 (Guo et al., 2025), the post-training
with test-time scaling has been powerful and ver-
satile techniques in reasoning enhancement. These
studies typically increase inference computation
by extending the model’s thinking chains with tree
search (Hao et al., 2023; Zhang et al., 2024; Ze-
likman et al., 2024; Nori et al., 2024; Gao et al.,
2024b), process-based optimization (Uesato et al.,
2022; Wang et al., 2024e; Lightman et al., 2024;
Wang et al., 2024a), and self-play (Huang et al.,
2023; Chen et al., 2024; Wang et al., 2024d; Wu
et al., 2024). To enhance the reasoning ability of
small language models, some recent works per-
form distillation by DeepSeek R1 on Qwen2.5-7B
and achieve satisfactory performance (Wen et al.,
2025; Ye et al., 2025). Unlike them, we use a small
Instruct-like LLM and propose a dynamic tree-
searching algorithm to synthesize rationale with
prejudgment and verification and develop a two-
phase post-training strategy to enhance the model’s
reasoning ability. We also investigate the perfor-
mance gains achieved by scaling up the testing time,
which indicates that prejudging before thinking can
effectively elicit the model to avoid mistakes.

7 Discussions

We thus provide discussions about this works.

The relation with Tree-of-Thoughts and MCTS
For Tree-of-Thought (Yao et al., 2023) and
MCTS (Kocsis and Szepesvári, 2006; Silver et al.,
2016), which belong to System 1 mode, aim to im-
prove the self-consistency method by ensembling
multiple step-wise trajectories derived from tree-
searching. Yet, our works focus on exploring a
novel reasoning behavior in System 2 mode (i.e.,
prejudge reasoning) along with self-verify and re-
flection. Hence, we have very different research
motivations. From the perspective of technique,
we found that the Tree-of-thought and MCTS can
only help us find the prejudge node through the
estimated value, but the tree is still static so it can-
not combine self-verify and reflection to dynami-
cally adjust the reasoning path when meeting the
prejudge node and obtain the corresponding pre-
judge hint. Therefore, we introduce a dynamic
tree-searching algorithm, which can be viewed as
the major extension in Tree-of-Thought.

The difference from PBT to Math-Shepherd
For Math-Shepherd (Wang et al., 2024e) and our
work, both of them use tree-searching method to
estimate the value of each step, and we refer to
the value estimation strategy in Math-Shepherd to
help find the prejudge node. However, the main
differences are still obvious: 1) Math-Shepherd fo-
cuses on using tree-search to form step-wise labels
to train a PRM model, which can be viewed as a
reward model or value model in RL, and the exper-
iments demonstrate that the PRM model is effect
for RL. 2) our PBT focuses on LLM (policy) itself
by using the dynamic tree-searching algorithm to
construct prejudge-like trajectories along with self-
verify and reflection, and the two-stage training
strategy is designed to elicit the prejudge behavior
in LLM reasoning via SFT and RL to enhance the
accuracy of complex tasks.

8 Conclusion

In this paper, we present a novel paradigm of "pre-
judge before thinking" inspired by System 2’s slow
thinking mode. We propose synthesizing training
data using a dynamic tree-searching method with a
small LLM and introduce a two-phase post-training
strategy to enhance the model’s reasoning ability
with SFT and RL techniques. We conduct extensive
experiments on multiple competition-level complex
reasoning benchmarks, and the results demonstrate
that the rationale embedded with the prejudged
hints can guide the LLM to avoid making mistakes.
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Limitations

Our paper has some limitations, which we leave for
future work:

The computational cost of dynamic tree-
searching The dynamic tree-searching algorithm
incurs a high computational cost in the experiments.
Each query takes about 5 minutes to generate four
entire rationales. We attempted to use few-shot
examples to prompt the strong LLM to generate
the rationale with a preconceived notion, but we
found that the preconceived notion was incorrect
and the responses were not coherent. In the fu-
ture, we will focus on the time efficiency on the
searching strategy.

The reasoning format We found that recent re-
search from Deepseek R1 suggests that large-scale
reinforcement learning based on a backbone can
stimulate the model’s self-reflection and slow think-
ing style. In contrast, our work focuses on data
synthesis to construct System 2-like data. However,
this leads us to a research topic concerning how
to selectively activate specific reasoning modes
through the RL stage. In other words, can we
design a reward function or other strategies that
allow LLMs to make prejudgments and combine
them with some novel modes (e.g., aha moments)
to enhance reasoning capabilities?

Social Impact and Ethics

In terms of social impact, the reasoning data we
utilize are all from publicly available data sources.
Infusing this information into the model’s reason-
ing process will not introduce additional bias. How-
ever, the open-source backbones we used may have
some negative impacts, such as gender and social
bias. Our work would unavoidably suffer from
these issues. We suggest that users should carefully
address potential risks when the proposed method
is deployed online.
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Task Domain Source Sampling The 1st Phase The 2nd Phase
#Search #Train #Search #Train

GSM8K MATH (Cobbe et al., 2021) 7,473 7,473 7,473 0 0
MATH MATH (Hendrycks et al., 2021) 3,994 3,994 2,000 1,994 1,200
SVAMP MATH (Patel et al., 2021) 700 700 700 0 0
AQuA MATH (Ling et al., 2017) 97467 7,000 5,350 1,650 210

Numina Math MATH (LI et al., 2024) 34,473 12,000 4,800 22,473 15,800
AIME (1983∼2023) MATH (LI et al., 2024) 919 919 678 241 89

PRM800K MATH (Lightman et al., 2024) 12,000 12,000 7,800 4,200 1,390
MetaMath QA MATH (Yu et al., 2024) 150,000 0 0 150,000 63,077

Table 5: The data statistics of each task. The data for #Train is smaller than #Search because rejected sampling.

A Data Sources

For data collection, we select multiple train-
ing sources from GSM8K (Cobbe et al., 2021),
MATH (Hendrycks et al., 2021), SVAMP (Pa-
tel et al., 2021), AQuA (Ling et al., 2017), Nu-
mina Math (LI et al., 2024), American Invitational
Mathematics Examination (AIME 1983∼2023) 5,
PRM800K (Lightman et al., 2024), and MetaMath
QA (Yu et al., 2024). The details of each source is
shown in Table 5.

B Experimental Setup Details

B.1 Details of Dynamic Tree-Searching
We develop a dynamic tree-searching to release pro-
cess estimation and prejudge estimation. We first
numbered and named the internal nodes of each
tree. In order to facilitate tracing each node, we
adopted a continuous coding strategy. For example,
the node “2-4-1-3” is located at the fourth layer in
the tree, and it is one of the child nodes of “2-4-1”.
the reasoning step at the node “2-4-1-3” can be
viewed as the third repeated sample generated from
“2-4-1”.

Since tree search is an algorithm with exponen-
tially increasing complexity, we agree that the num-
ber of repeated samplings at each layer is different
and, finally, ensure that the number of paths (from
root to all leaf nodes) does not exceed 1024.

C Prompt Engineering

C.1 Prompt Format
In this paper, we choose Qwen2.5-7B and Qwen2.5-
32B as the backbone for post-training, so we design
a new prompt format for the subsequence training.
The format is:

<|im_start|>user
{Question}

5https://artofproblemsolving.com/wiki/
index.php/AIME_Problems_and_Solutions.

Given a problem and the corresponding ground
truths, the task is to verify if the generated
answer can match one of the candidate ground
truths. Please output "TRUE" or "FALSE"
only.
------
Below is the one you need to verify:
### Start of Problem
{PROBLEM}
### End of Problem
### Start of Generated Answer
{FINAL_ANSWER}
### End of Generated Answer
### Start of Ground Truth
{GROUND_TRUTH}
### End of Ground Truth
### Start of Verification

Prompt for LLM-as-a-Judger

Figure 5: The prompt for LLM-as-a-Judger.

Let's think step by step, and put
the final answer within \boxed{}.
<|im_end|>
<|im_start|>assistant

where “{Question}” is the placeholder for complex
query, “<|im_start|>”, “<|im_end|>” are the special
tokens in vocabulary set of Qwen2.5 model.

C.2 Prompt for LLM-as-a-Judger
The prompt for making the LLM-as-a-Judger is
shown in Figure 5. The prompt will be used in dy-
namic tree searching to detect whether each reason-
ing path is correct (i.e., matching the final answer
in the box with the ground truth).

C.3 Prompt for LLM-as-a-Critic
The prompt for generating analysis and prejudge
hint is shown in Figure 7. This prompt will be
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Question: {Question}
Let's use the self conversation to think step by
step. Do not output '\\n\\n' at will, output '\\n\\n'
only when each complete reasoning step is
completed. After reasoning, please output the
final answer in \\boxed.
If you see a prejudge prompt, you must first
proceed the thinking step ONLY (please be
careful to avoid the mistakes mentioned in the
prejudge). Then verify on this new thinking
step ONLY whether it is correct and
successfully avoided the errors mentioned in
the prejudge. If you find that there are still
some errors, please rethink and improve it until
you think it is correct. Lastly, continually
completing the rest thinking steps. You must
also maintain the conversation style like the
previous thinking step.
The output format must be following:
### Thinking Only Next Step
...
### Verifying And Correcting Only Next Step
...
### Thinking The Rest Steps
...

Prompt for Prejudge Estimating

Figure 6: The prompt for prejudge estimating.

utilized in dynamic tree searching to produce error
analysis for all incorrect rationales and construct a
prejudge hint for the prejudge node.

C.4 Prompt for Prejudge Estimating
The prompt for prejudge estimating is shown in
Figure 6. When the prejudge hint is generated, we
can use this prompt to elicit the LLM to generate
the next thinking step, verify that step, and proceed
with the remaining steps to reach the final answer.

D Case Study

To show how the LLM reasoning by prejudge, we
provide two cases to demonstrate the rationale. The
cases are shown in Figure 8 to Figure 10.
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You possess expertise in solving mathematical problems through a systematic, step-by-step reasoning
process during which you are dedicated to preventing repeating any errors analyzed in experiences.
Here is a problem and the corresponding correct answer:

Problem: 
```
{Problem}
```
Correct Answers: 
```
{Correct_Answer}
```

Now, I will give you the initialized reasoning solution steps, and some corresponding incorrect
completions which aim at continually finishing the rest of the solution steps but reach the wrong
answer. The reasoning situations are in the following:

Initialized Reasoning Steps: 
```
{Prefix_Response}
```

{Suffix_Incorrect_Responses}

Please help me and give some following tips:

1) Errors Analysis: Each incorrect completion reaches an incorrect answer due to misconception,
please list the specific mistakes details. 
Cautions:
- DO NOT disclose the complete number (e.g., "Completion #1").

2) Prejudge: You will start reasoning from the given initialized step, please generate some detailed
prejudge information to ask yourself to avoid making errors. 
Cautions: 
- The generated prediction information is intended to guide the next step of reasoning to avoid errors,
it should be closed to the possible errors and the detailed error analysis;
- The generated prediction information prefers to tell yourself what mistakes to avoid, rather than
remind yourself to verify, so DO NOT output any contents like "I should double-check ..." or "I need
to verify ...";
- The generated prejudge should use coherent sentences without explicitly using line breaks or bold
formatting for listing;
- When generating prejudge, please use a self-talk style with only one of the modal particles ("Wait",
"Oh", "Hmmm", "Hold on") to perform smooth out.

Please note that the final output format must be in the following template:
### Errors Analysis
...
### Prejudge
...

Prompt for LLM-as-a-Critic

Figure 7: The prompt for LLM-as-a-Critic.
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The sum of the following seven numbers is exactly 19: $a_1 = 2.56$ , $a_2 = 2.61$ , $a_3 = 2.65$ , $a_4 = 2.71$ ,
$a_5 = 2.79$ , $a_6 = 2.82$ , $a_7 = 2.86$ . It is desired to replace each $a_i$ by an integer approximation $A_i$ ,
$1\le i \le 7$ , so that the sum of the $A_i$ 's is also $19$ and so that $M$ , the maximum of the "errors" $\lvert A_i-
a_i \rvert$ , is as small as possible. For this minimum $M$ , what is $100M$ ?

Question

Response
To solve this problem, we start by calculating the sum of the given numbers:

\[ a_1 = 2.56, \quad a_2 = 2.61, \quad a_3 = 2.65, \quad a_4 = 2.71, \quad a_5 = 2.79, \quad a_6 = 2.82, \quad a_7 =
2.86 \]<|think|>

The sum of these numbers is:

\[
2.56 + 2.61 + 2.65 + 2.71 + 2.79 + 2.82 + 2.86 = 19
\]<|think|>

> Wait, when rounding the numbers, I must carefully consider which numbers to round up or down to minimize the
maximum error. Avoiding arbitrary choices and ensuring a balanced approach is crucial. Additionally, ensure that the
sum of the rounded numbers equals 19 and verify the error calculations to ensure they are minimized.<|prejudge|>

To find the integer approximations $A_i$ for each $a_i$ such that the sum of the $A_i$ is 19 and the maximum error
$M$ is minimized, we first need to consider the possible integer values for each $a_i$. The integer nearest to each
$a_i$ is:

\[
A_1 = 3, \quad A_2 = 3, \quad A_3 = 3, \quad A_4 = 3, \quad A_5 = 3, \quad A_6 = 3, \quad A_7 = 3
\]

However, this would result in a sum of:

\[
3 + 3 + 3 + 3 + 3 + 3 + 3 = 21
\]

We need to adjust some of these values to achieve a sum of 19. We will start by examining the deviations of each
$a_i$ from the nearest integers and decide which values to adjust.<|think|>

The nearest integer values are too high, so we need to round down for some values to get the total sum to 19. We
should balance the rounding to minimize the maximum error. Let’s start by rounding down all values and then adjust
if necessary.<|verify|>

> Wait, I should carefully consider the order in which I round the numbers to achieve the sum of 19 and minimize the
maximum error. For each number, I should choose the rounding that results in the smallest possible maximum error,
and verify that the sum of the rounded numbers is exactly 19. Additionally, I need to carefully calculate the
maximum error after rounding up or down each value, ensuring that I don't miss the optimal combination.
<|prejudge|>

We start by rounding each $a_i$ to the nearest integer and then adjust the rounding if necessary to ensure the sum of
the $A_i$'s equals 19. Let's first consider rounding each $a_i$ to the nearest integer:

- $a_1 = 2.56 \rightarrow 3$
- $a_2 = 2.61 \rightarrow 3$
- $a_3 = 2.65 \rightarrow 3$
- $a_4 = 2.71 \rightarrow 3$
- $a_5 = 2.79 \rightarrow 3$
- $a_6 = 2.82 \rightarrow 3$
- $a_7 = 2.86 \rightarrow 3$

Figure 8: The case of prejudge reasoning (part 1).
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The sum of these rounded values is:

\[
3 + 3 + 3 + 3 + 3 + 3 + 3 = 21
\]

This sum is too high, so we need to round down some of the values to achieve a sum of 19. We will calculate the
errors for rounding down each value and choose the optimal combination.<|think|>

We need to find a combination of rounding down values to achieve a sum of 19 while minimizing the maximum
error. Let's start by rounding down the smallest values first:

1. If we round down $a_1 = 2.56$ and $a_2 = 2.61$ to 2:
   \[
   2 + 2 + 3 + 3 + 3 + 3 + 3 = 19
   \]

   Errors:
   \[
   \lvert A_1 - a_1 \rvert = \lvert 2 - 2.56 \rvert = 0.56
   \]
   \[
   \lvert A_2 - a_2 \rvert = \lvert 2 - 2.61 \rvert = 0.61
   \]

   Maximum error is 0.61.

2. If we try rounding down $a_1 = 2.56$ and $a_3 = 2.65$ to 2:
   \[
   2 + 2 + 3 + 3 + 3 + 3 + 3 = 19
   \]

   Errors:
   \[
   \lvert A_1 - a_1 \rvert = \lvert 2 - 2.56 \rvert = 0.56
   \]
   \[
   \lvert A_3 - a_3 \rvert = \lvert 2 - 2.65 \rvert = 0.65
   \]

   Maximum error is 0.65.

We should continue this process and consider other combinations to ensure the error is minimized.<|verify|>

> Wait, I must ensure that I carefully select which numbers to round up or down to achieve the sum of 19 with the
smallest possible maximum error. Avoiding arbitrary choices and ensuring a balanced approach is crucial.
Additionally, I need to verify that the sum of the rounded numbers equals 19 and calculate the errors accurately to
ensure they are minimized. I should focus on rounding the values with the smallest deviations first and adjust
accordingly to maintain the least overall error.<|prejudge|>

To find the optimal combination of rounding down the values, let's evaluate the deviations and choose the best
rounding strategy:

Figure 9: The case of prejudge reasoning (part 2).
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1. If we round down $a_1 = 2.56$ and $a_2 = 2.61$ to 2:
   \[
   \lvert A_1 - a_1 \rvert = \lvert 2 - 2.56 \rvert = 0.56
   \]
   \[
   \lvert A_2 - a_2 \rvert = \lvert 2 - 2.61 \rvert = 0.61
   \]
   Maximum error is 0.61.

2. If we round down $a_1 = 2.56$ and $a_3 = 2.65$ to 2:
   \[
   \lvert A_1 - a_1 \rvert = \lvert 2 - 2.56 \rvert = 0.56
   \]
   \[
   \lvert A_3 - a_3 \rvert = \lvert 2 - 2.65 \rvert = 0.65
   \]
   Maximum error is 0.65.

3. If we round down $a_2 = 2.61$ and $a_3 = 2.65$ to 2:
   \[
   \lvert A_2 - a_2 \rvert = \lvert 2 - 2.61 \rvert = 0.61
   \]
   \[
   \lvert A_3 - a_3 \rvert = \lvert 2 - 2.65 \rvert = 0.65
   \]
   Maximum error is 0.65.<|think|>

We see that rounding down $a_1 = 2.56$ and $a_2 = 2.61$ to 2 results in a maximum error of 0.61, which is the
smallest among the evaluated combinations. Let's verify if there are any other better combinations:

- Rounding down $a_1 = 2.56$ and $a_4 = 2.71$ to 2:
  \[
  \lvert A_1 - a_1 \rvert = \lvert 2 - 2.56 \rvert = 0.56
  \]
  \[
  \lvert A_4 - a_4 \rvert = \lvert 2 - 2.71 \rvert = 0.71
  \]
  Maximum error is 0.71.

- Rounding down $a_2 = 2.61$ and $a_4 = 2.71$ to 2:
  \[
  \lvert A_2 - a_2 \rvert = \lvert 2 - 2.61 \rvert = 0.61
  \]
  \[
  \lvert A_4 - a_4 \rvert = \lvert 2 - 2.71 \rvert = 0.71
  \]
  Maximum error is 0.71.

The combination of rounding down $a_1 = 2.56$ and $a_2 = 2.61$ to 2 yields the smallest maximum error of 0.61.
<|verify|>

Therefore, the smallest possible maximum error \( M \) is \( 0.61 \).

To find \( 100M \):<|think|>

\[
100M = 100 \times 0.61 = 61
\]

Thus, the final answer is \(\boxed{61}\).<|think|>

Figure 10: The case of prejudge reasoning (part 3).
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