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Abstract

Audio-aware large language models (ALLMs)
can understand the textual and non-textual in-
formation in the audio input. In this paper, we
explore using ALLMs as an automatic judge
to assess the speaking styles of speeches. We
use ALLM judges to evaluate the speeches
generated by SLMs on two tasks: voice style
instruction following and role-playing. The
speaking style we consider includes emotion,
volume, speaking pace, word emphasis, pitch
control, and non-verbal elements. We use four
spoken language models (SLMs) to complete
the two tasks and use humans and ALLMs to
judge the SLMSs’ responses. We compare two
ALLM judges, GPT-40-audio and Gemini-2.5-
pro, with human evaluation results and show
that the agreement between Gemini and hu-
man judges is comparable to the agreement
between human evaluators. These promising
results show that ALLMs can be used as a judge
to evaluate SLMs. Our results also reveal that
current SLMs, even GPT-40-audio, still have
room for improvement in controlling the speak-
ing style and generating natural dialogues.

1 Introduction

Ever since the introduction of GPT-4o0 voice
mode (OpenAl, 2024), the speech community has
been moving forward rapidly to propose a model
or pipeline that can understand input speech and
generate fluent output speech like GPT-40 (Arora
et al., 2025). The research on this topic can be
largely divided into two types: (1) audio-aware
large language models (ALLMs) that can take
texts and audios as input and generate texts (Gong
et al., 2024; Chu et al., 2024; Tang et al., 2024;
Lu et al., 2025), and (2) spoken language mod-
els (SLMs) that can take audio and texts as input
and generate speech output (Défossez et al., 2024;
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Zeng et al., 2024; Xiezhifei, 2024; KimiTeam et al.,
2025). Only recently, some open-source SLMs
have shown performance close to GPT-40 (Xu et al.,
2025).

When building better SLMs, a critical question
is how to evaluate the speech they generate. The
textual contents in speech can be easily evaluated
by first transcribing the speech into text and eval-
uating the text using evaluation metrics for text.
For example, using accuracy for question answer-
ing (QA) (Cui et al., 2025) or using LL.M-as-a-
judge (Chiang and Lee, 2023a) for reference-free
evaluation. Evaluating paralinguistic aspects of the
speech, including emotion, prosody, and emphasis,
is much more challenging and typically relies on
human evaluation (Jiang et al., 2025; Huang et al.,
2025), which is costly and has been shown to have
high variance (Chiang et al., 2023).

In this paper, we explore whether ALLMs can
be an automatic judge of the speaking styles. To
this end, we construct two tasks that test SLM’s
ability to generate speeches with appropriate speak-
ing styles and evaluate the generated speeches with
ALLM judges. In voice style instruction follow-
ing (voice style IF), we instruct SLMs to say a
given sentence with fine-grained speaking style
instructions. In role-playing, we prompt an SLM
with some role-playing contexts and make it engage
in a multi-turn role-playing dialogue. We evaluate
the speech generated by the four SLMs, GPT-4o-
audio (40-audio) (OpenAl, 2024), GPT-40-mini-
audio (4o-mini-audio), Step-Audio (Huang et al.,
2025), and Qwen-2.5-Omni (Xu et al., 2025), using
two ALLM judges: GPT-40-audio (OpenAl, 2024)
and Gemini-2.5-Pro (Google, 2025). We compare
the evaluation results given by ALLM judges with
human evaluation results and show that the Gemini-
human judge agreement can be comparable to the
human-human judges’ agreement. We summarize
our contributions as follows:
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1. We show that ALLMs can be used as an auto-
matic judge for speaking styles.

2. We release two tasks for evaluating the speak-
ing style controllability of SLMs, both can be
evaluated automatically.

3. Our results show that SLMs still have room
for improvement in speaking style control.

2 Related Works

Using large language models (LLMs) as a judge
to evaluate the quality of texts, i.e., LLM-as-a-
Jjudge (Chiang and Lee, 2023a; Zheng et al., 2023),
is a mainstream way to evaluate texts in NLP (Li
et al., 2023; Dubois et al., 2024). However, there
has been no success in applying SLMs or ALLMs
to evaluate speeches beyond their textual contents.
Jiang et al. (2025) try to use Qwen-2-Audio and
4o-audio as a judge, but find that the results do not
align with human evaluation.

A related work is Chen et al. (2025), which fine-
tunes an ALLM on mean opinion score (MOS)
datasets; however, the fine-tuned model can only
be used for MOS prediction. We show that ALLMs
can be used for more general evaluation beyond
MOS prediction, including the style adherence to
the instructions and realism of speaking styles. Our
focus on evaluating paralinguistic aspects using
ALLM is very different from Chen et al. (2025),
which uses ALLMs to evaluate the signal aspect
(MOS or noise) of the audio; our contribution is
orthogonal to the prior work.

3 Task Introduction: StyleSet

Our goal is to understand whether ALLMs can eval-
uate the speaking styles of the speech from SLMs.
Therefore, we construct two tasks that require
SLMs to generate speech with proper styles and
evaluate the speech using ALLM judges. We call
the two tasks the StyleSet. Precisely, we use voice
style instruction following to evaluate whether
SLMs can control the speaking styles when explic-
itly asked to do so, and we use role-playing to see
if SLMs can understand the role-playing contexts
and show appropriate speaking styles. Examples of
StyleSet are in Appendix A.3 and Appendix Fig. 1.

3.1 Voice Style Instruction Following

Voice style IF tests whether SLMs can generate
speech that meets the fine-grained speaking style

instructions they are given. This task draws in-
spiration from instruction following TTS (Yang
et al., 2024) and several recent SLM benchmarks
with voice style IF (Huang et al., 2025; Jiang et al.,
2025). The fine-grained speaking styles included
in this task are common in realistic dialogues. If an
SLM cannot even speak in a specific speaking style
when instructed to do so, we cannot expect it to use
that speaking style in a more realistic setting.

We construct 20 diverse instances, each with
a sentence to be said and its speaking style. Un-
like the speaking styles used in prior speaking style
transfer (Kuan et al., 2023) or instruction-following
TTS (Yang et al., 2024; Guo et al., 2023; Du et al.,
2024a), which mostly give utterance-level instruc-
tions on the speaking style, our style instructions
cover different granularities and broad aspects of
the speaking style. Some style instructions include
changing the volume, pace, or pitch within an utter-
ance, stressing specific words, speaking in a partic-
ular emotion, speaking with whipping, sobbing, or
stuttering, or inserting non-verbal elements (laugh-
ter, sighs, or pauses). We explain how we prompt
SLMs to perform voice style IF in Appendix A.1.

Evaluation We evaluate the SLM’s output
speech using a 5-point Likert scale'. A score of 1
indicates that the speech does not follow the given
text. Scores from 2 to 5 indicate that the speech fol-
lows the text and reflects none, a few, most, or all of
the required speaking style elements, respectively.
We give the ALLM judge the text that should be
spoken, the desired speaking style, and the gen-
erated spoken response, and ask the judge to rate
the speech based on the scoring rubrics. The full
ALLM judge prompts are given in Appendix B.

3.2 Role-Playing

Role-playing also aims to evaluate whether SLMs
can generate speech with appropriate speaking
styles. Unlike voice style IF, which explicitly gives
a style instruction, role-playing only gives the SLM
a role-playing background and expects the SLMs
to generate dialogues that fit in the role with an ap-
propriate speaking style. The dialogue contexts in-
clude the background information of the two roles
and the first line in the dialogue. We create 20
contexts from IEMOCAP (Busso et al., 2008).
Given an SLM, we simulate a dialogue with two
roles using that SLM. The SLM will switch be-

'While we only evaluate SLMs in our paper, this evaluation
pipeline can be used to evaluate instruction-following TTS (Du
et al., 2024b).
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Judge Voice Style IF Role-Playing

SLM 4o0-audio Gemini Human | 40-audio Gemini Human 4o0-audio Gemini Human
Metrics Style: Likert (1-5) Style: Likert: (1-5) Realism: (0/1)

Human — — — 4.32(),43 4.650,56 4~O30.86 0.970.07 0.990_04 0.950_ 10
4o-audio 3.711.19 3.831.29 3.651.51 4-040.68 4-341.16 3.390.55 0.800.27 0.600.35 0.510.15
40-mini-audio 2.35 1.28 2291.68 2.391.51 4.1 80_40 4, 131447 3.29()474 0.960.08 0.640.34 0.430.22
Step-Audio 2.711,2() 2.961,52 2.301,20 3.870,40 3.261,10 2.28(),44 0.730,30 0.010,04 0.250,]4
Qwen 2.881s53 246151 2.15131 | 3.62073 3.09154 240073 0.63039 0.05011 0.29923

Table 1: Average score and standard deviation (in subscript) per SLM rated by three types of judges.

tween two roles to speak and form a multi-turn
dialogue. The details on how to prompt a single
SLM to complete a role-play with two roles are
presented in Appendix A.2.1. We concatenate the
speeches generated by the two roles to form a dia-
logue and crop a one-minute audio for evaluation.
While role-playing is not a new task to evaluate
SLMs (Huang et al., 2025; Jiang et al., 2025), us-
ing an SLM to role-play with itself and evaluate
the resulting dialogue is not seen in past literature.

Evaluation We evaluate the spoken dialogue
based on two aspects: (1) style and (2) realism.
The reason to separately evaluate these two aspects
is that even if the styles sound natural, the whole
dialogue may still not sound realistic, as we show in
Section 4.3. The style aspect evaluates whether the
SLM generates dialogues whose speaking styles
fit in the context. We give the ALLM judge the
one-minute audio, the role-playing context, and
ask it to evaluate based on the following 5-point
Likert scale: A score of 1 means the SLM fails to
complete the role-playing task. Scores from 2 to
5 indicate that the SLM stays in character and the
semantic content is appropriate, while the speaking
style ranges from poor (2) to very natural (5).

For realism, we evaluate whether the role-
playing dialogue is like a realistic dialogue between
two humans. As ’realism’ lacks well-defined inter-
mediate levels, we use a binary judgment to avoid
ambiguous scoring: A score of 0 indicates the dia-
logue is unlikely to be human-generated, while 1
suggests it is likely to be human-generated. The
full judge prompts are in Appendix B.

4 Experiment

4.1 Experiment Setup

We use four SLMs to complete the tasks in StyleSet
and use two ALLM judges for evaluation. We
select 40-audio and Gemini-2.5-pro (Google, 2025)

as the ALLM judges®. The SLM:s that are used to
complete the tasks in StyleSet include 40-audio, 40-
mini-audio (OpenAl, 2024), Step-Audio (Huang
et al., 2025), and Qwen-2.5-Omni (Xu et al., 2025).
The selection of these models is because they are
publicly available and support multi-turn dialogue.

When the ALLM judge generates the evaluation
output, we allow it to generate chain-of-thought
(CoT) reasoning (Wei et al., 2022), which has been
shown to increase the agreement between LLM
and human judges (Chiang and Lee, 2023b). We
use regular expressions to extract the numeric pre-
diction from the judge’s output. For each instance
to be evaluated, we sample five judge responses
and ensemble the verdicts (Wang et al., 2023). The
hyperparameters we use are in Appendix C.

To justify using ALLMs as judges, we compare
the results of ALLM judges with human evalua-
tion results. We recruit four human evaluators for
each task and ask them to run the same evaluation
pipeline as what ALLM judges do. We keep the
instructions to human evaluators and ALLM judges
as similar as possible. The details of the human
evaluation are in Appendix B.2.

Importantly, the evaluation prompts for the
ALLM judges are not designed to exploit a spe-
cific ALLM judge. The prompts for the ALLM
judges and the instructions to the human evalua-
tors only differ in the task introduction, which is
designed to allow the evaluators to understand the
task better. The evaluation rubrics and criteria are
kept the same for the ALLM judges and human
evaluators.

4.2 Results: Voice Style IF

Table 1 shows the average score per model given
by three different types of judges: 40, Gemini, and
humans. We have the following observations:

“We refer to them as ALLM judges as we only generate
texts from them, while they can output speeches.
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Voice Style IF  Role-Playing (Style)

Human—Human 0.596 0.253
Human—4o 0.355 0.305
Human—Gemini 0.640 0.319

Table 2: The average Pearson’s r between two judges.

Human rates 4o0-audio the highest and the
other three comparably low. We focus on the
human evaluation results first, as this can be consid-
ered the ground truth for the evaluation results. 4o-
audio is the best, with an average score of 3.65, in-
dicating that it can follow some or most of the style
instructions, but is still far from perfect. The perfor-
mance of the other three SLMs is rather close and
bad, with Step-Audio closely following 40-mini
and Qwen the worst. By analyzing the instances
in which the SLMs perform badly, we find that
all models cannot vary the speaking pace within
an utterance. We also see Qwen-2.5-Omni and
Step-Audio sometimes cannot insert non-verbal el-
ements like laughter or sighs, but directly reads the
words "sigh" out loud.

ALLM judges also rate 4o-audio the high-
est. We shift our focus to the automatic evalu-
ation given by the two ALLM judges. Similar to
the result of human evaluation, 40-audio is rated as
the best model by the two ALLM judges. While
using 4o0-audio to judge itself may be prone to self-
enhancement bias (Zheng et al., 2023), the results
from human evaluation show that 40 is indeed the
best, and Gemini-2.5-pro also agrees with this ver-
dict. The ranking of the remaining three SLMs is
more inconsistent between the ALLM judges and
human evaluators. However, this is not surpris-
ing since the average scores of the three models
are very close in human evaluation. These results
indicate that while ALLM judges can distinguish
good SLMs from the bad ones, it may be hard to
compare several bad ones.

Score correlation between Gemini and human
judges is high. An alternative and commonly
used way to evaluate the agreement of judges is the
correlation coefficient between the scores given by
two judges (Amidei et al., 2019). The correlation
coefficient between two evaluators is computed
over two arrays with 80 scores (4 models x 20
instances). In Table 2, we report the Pearson’s r
of the scores between a pair of human evaluators,
and the average correlation coefficient between the

ALLM judge and each human evaluator®. The aver-
age Pearson’s r between human evaluators is 0.596,
which is reasonably high, validating the quality of
human evaluation. For the ALLM-human judge
correlation, Gemini achieves an average correla-
tion of 0.640 with human evaluators, even higher
than the pairwise correlation between humans. The
40 judge has a much lower Pearson’s r with the
human evaluators, only 0.355. This validates that
using Gemini as a judge on this task can obtain
results that are close to human evaluation. We addi-
tionally perform a nonparametric bootstrap (5,000
resamples) on the human—ALLM judge pairs to test
whether the correlation between human-Gemini is
higher than that of human-4o correlation in a statis-
tically significant way. The resulting difference in
the correlation coefficients yielded a one-tailed p-
value < 0.001, and the 95% bootstrap confidence
interval for lay entirely above zero, demonstrating
that Gemini’s correlation with human ratings is
significantly higher.

Gemini judge’s variance due to hyperparam-
eters is low. We evaluate the same sets of SLM
outputs with Gemini using three temperatures (1.5,
1.0, 0.5) when generating the judge responses. We
use Gemini here as it has a higher correlation with
humans. The human-Gemini Pearson’s r’s vary
between 0.640 to 0.649, which is rather stable.

4.3 Results: Role-Playing

The results for role-playing are given in the right
portion of Table 1. We also evaluate the human-
recorded dialogues in IEMOCAP using human and
ALLM judges; the results are in the top row in
Table 1. We have the following findings:

Humans rate human-recorded dialogue higher
than 4o0-generated ones. Humans rate the
human-recorded dialogues with an average rating
of 4.03, significantly higher than all the SLMs.
On the 5-point style aspect, the average scores of
human-recorded dialogues and 40-generated role-
plays only differ by 0.64, which seems rather small
under the 5-point scale. However, the realism rat-
ing shows that human-recorded dialogues are much
realistic, with a realism score almost twice as much
as 4o. This shows that current SLMs are still not
good enough to generate realistic dialogues.

3We also use Kendall’s 7 to evaluate the correlation coef-
ficient, and the results are consistent with what we see using
Pearson’s r.
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Gemini judge generally agrees with human
judges. Gemini judge also rates human-
recorded dialogue as the best style and being the
most realistic, and 40-audio being the best SLM but
lagging behind humans. However, the gap between
40 and 4o-mini is not very significant, agreeing
with the human evaluation results. Qwen-2.5-Omni
and Step-Audio are worse than the two 4o-series
models; their performance is similar, making it dif-
ficult to determine which one is better, which also
aligns with the human evaluation results. For the
4o judge, the exact rankings among SLMs slightly
disagree with human results while maintaining the
general trend that humans are better than the 4o se-
ries models, and open-sourced SLMs are the worst.

Human-SLM judge correlations are reasonable.
We consider the Pearson’s r of the 5-point style
aspect. The average pairwise human-human Pear-
son’s 7 is only 0.253, showing that evaluating the
styles of dialogue can be somewhat subjective, but
some weak agreement still exists among human
evaluators. The average human-4o correlation and
human-Gemini correlation are higher than 0.30, ex-
ceeding the human-human correlation. This shows
that evaluating role-playing with ALLM judges is
at least as good as using human evaluators.

5 Conclusion and Future Work

This paper attempts to use ALLM to judge the
speaking styles generated by SLMs. We use two
tasks, voice style IF and role-playing, to generate
speeches from SLMs that have diverse speaking
styles and evaluate those speeches with ALLMs.
By comparing the evaluation results from human
and ALLM judges, we find that ALLMs can be
used as automatic judges on these two tasks and
achieve agreement with human judges comparable
to the agreement within human judges.

While our paper demonstrates the potential of
using ALLMs as an automatic judge for speak-
ing styles, we only use closed-source ALLMs as
a judge. This is mainly because we found that
open-source ALLMs is still incapable of being an
automatic judge on the tasks we study. Conse-
quently, collecting the training data and fine-tuning
an open-source ALLM judge will be important in
future work.

A natural next step following our work is to
fine-tune SLMs with rewards or feedback provided
by ALLM judges. Although reinforcement learn-
ing (RL) has been applied to fine-tune SLMs in

recent studies, existing approaches typically de-
rive rewards or preferences solely from the textual
transcriptions of speech outputs (Xu et al., 2025;
Wau et al., 2025), overlooking the paralinguistic di-
mensions of spoken responses. We advocate for
fine-tuning SLMs with ALLM-derived rewards that
reflect paralinguistic cues, enabling future models
to generate speech that is not only accurate in its
semantics but also natural and stylistically expres-
sive.

Limitations

We see the following limitations of this paper. First,
we only use ALLM judges to evaluate speaking
styles, while there are many different attributes in
speech that can be evaluated. As a result, the con-
clusion of this paper cannot and should not be taken
as "ALLM judges can be used to evaluate SLMs";
we only validate the effectiveness of ALLM judges
on assessing speaking styles. We recommend that
future research be done on evaluating other aspects
of speech using ALLM judges.

Next, in the evaluation of role-playing, we let the
SLM speak turn by turn. This turn-taking dialogue
may be different from the full-duplex dialogue be-
tween humans. We do not consider full-duplex
settings since most SLMs are not capable of doing
this. However, the evaluation pipeline we propose
naturally supports evaluating full-duplex dialogue.
It will be interesting to see how making the dia-
logue full-duplex increases the dialogue’s realism
for the ALLM judges, and we leave it as a future
work when more powerful SLMs can operate in
full-duplex.

Thirdly, we only consider single-wise (point-
wise) evaluation, which assigns a score to an in-
stance to be evaluated. We do not study pairwise
comparison, which gives the judge two instances
to evaluate and ask which one is better. The rea-
son to focus on single-wise evaluation is that pair-
wise evaluation may be hard, even for humans,
when the two instances for comparison are equally
bad. For example, the role-play dialogues gen-
erated by Qwen-2.5-Omni and Step-Audio sound
equally bad, and it is hard to select which one is
better.

Last, we only evaluate speaking styles in English,
while the two SLMs we use, Step-Audio and Qwen-
2.5-Omni, may have a stronger ability in Chinese,
given that they are trained on massive Chinese data.

We do not see specific harm in our paper.
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A Dataset Construction

In this section, we introduce how we construct the
StyleSet. The dataset will be released based on the
MIT license.

A.1 Voice Style Instruction Following

We formulate this task as a multi-turn dialogue be-
tween the user and the SLM. The user first tells
the SLM to speak a specific sentence without spec-
ifying the style, and the SLM should repeat the
sentence. Next, the user asks the SLM to speak the
same sentence in a specific style. We synthesize
the user turn speeches with GPT-40. We split the
semantic instruction and style instruction into two
turns since cramming them into a single turn makes
it hard for the SLM to understand what to do, based
on preliminary experiments.

A.2 Role-Playing

We construct the role-playing contexts from IEMO-
CAP (Busso et al., 2008), a dataset that contains
scripted and improvised dyadic dialogues between
two individuals. The role-playing contexts we cre-
ate include the background information of the dia-
logue, the relationship between the two speakers,
and the transcription of the first turn. We contact
the authors of IEMOCAP and obtain their consent
for redistributing the role-playing contexts in Style-
Set. We give the transcription of the first turn of the
dialogue to make sure that the dialogues generated
by different SLMs all start from the same line.

A.2.1 Prompting an SLM to Form a Dialogue

To evaluate an SLM, we prompt the SLM to play
two different roles. We call the SLM that plays
the role 1 "SLM;" and the same SLM that plays
the other role "SLM,". Here, SLM; and SLM;
are powered by the same SLM to be evaluated,
but they are prompted to start the dialogue in a
different way. Precisely, SLM;, which plays the
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Say the following sentence:
user | I don't know! I swear I didn't see anything
- last night. Let me go, please!

' I don't know! I swear I didn't see any'rhmg . SLM

 last night. Let me go, please! ee
Say the same sentence in a trembling
¢ | voice and a frightened emotion.
* I don't know! I swear I didn't see anythlng
 last night. Let me go, please! -’
=

(a) Voice style instruction following

Play the following two roles and create a
dialogue: someone who just got engaged
o~ and her friend.

o So big newsI SLM1
SLM2 | What? What? What? ; e )
\ Don't you want to guess" ; :
SRR e

Oh my god just tell me!

(b) Role playing

Figure 1: An illustration of the dataset. (a) Voice style IF: We only evaluate the last turn from the SLM (the one in
italic). (b) Role-playing: We prompt the same SLM to play two different roles (Appendix A.2.1) and concatenate the
speeches in each turn to form the audio of a dialogue and crop one minute for evaluation. Note that the illustration
above is not exactly how we prompt the SLM to play two roles. Refer to Appendix A.2.1 for more details.

first role and starts with the specified line, is given
the following input (in speech):

Imagine the following  situation:
[dialoge_context]. Now, pretend that you
are [role_1] and I am [role_2]. Let’s
start the dialogue with you. Please start
the dialogue with the following sentence
and do not say anything else. [first_line]

Given this prompt, SLM; should speak the first
line. For SLM;, we prompt it to engage in the
role-playing dialogue with the following prompt
(in speech):

Imagine the  following  situation:
[dialoge_context]. Now, pretend that you
are [role_2] and I am [role_1]. Engage
in a dialogue with me while acting in
the specified role.
[first_line]

Given the above input, SLM; should respond
to the first line, and the dialogue can continue by
using the output from SLM; as the input to SLM;
and then using the out from SLM; as the input to
SLM,. The speech prompts used to initiate the role-
playing dialogues are synthesized with 4o0-audio.
We let SLM; and SLM; engage in a twenty-turn
dialogue.

A.2.2 Constructing the Audios for Evaluation

We evaluate the dialogue created with an SLM by
concatenating the audio of each turn separated by
a two-second silence,* and ask an ALLM judge to

4Currently, the dialogue created by the SLM turn-by-turn,
i.e., SLM,; speaks after SLM; has finished and vice versa.
This turn-taking dialogue may be different from the full-duplex
dialogue between humans. We do not consider full-duplex
settings since most SLMs are not capable of doing this. How-

I will start first.

evaluate the dialogue. While the silence between
two turns is longer than the inter-turn silence in
real-world dialogue, we deliberately use a longer
silence since some SLMs we use only support a
single voice, i.e., the voice of the two roles will
be identical. If we use a shorter silence interval
to concatenate turns, the whole audio will sound
like a monologue, making it hard to evaluate for
the judges. We crop the dialogue to a maximum of
one minute (corresponding to at least three turns)
for evaluation.

A.3 Examples of the Dataset

We prepare some examples of the dataset in Table 6
and Table 7

B Evaluation Prompts and Instructions

B.1 Prompts for ALLM Judges

The full prompt when using ALLM-as-a-judge are
specified in Table 3 for evaluating the voice style IF,
Table 4 for evaluating the style in role-playing, and
Table 5 for evaluating the realism for role-playing.
Importantly, the evaluation prompts are all given in
texts, i.e., the only audio input to the ALLM judge
is the audio to be evaluated. This is different from
Jiang et al. (2025), which converts the evaluation
prompts into speeches, and feeds the evaluation
instruction speeches and the speech to be evaluated
together into the ALLM judges.

B.2 Details of Human Evaluation

We use Prolific and an internal platform to re-
cruit evaluators who are all native English speakers.

ever, the evaluation pipeline we propose naturally supports
evaluating full-duplex dialogue.
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Each evaluator is paid an hourly wage of 12 USD
to 24 USD for completing the task. The evaluators
are instructed that the tasks they are working on are
related to academic research and their responses
will be collected for research purposes. They are
also aware that participating in the task implies they
agree to share the results with the research commu-
nity. The instructions given to the human evaluators
are mostly the same as the prompts shown to the
ALLM judges, except we add some formatting in-
structions to the ALLM judges that are not given to
the human evaluators. An example of the interface
used in the role-playing task is shown in Figure 2.
Note that the detailed task instructions are given to
the human evaluators using a separate Google doc-
ument; we omit those instructions here since they
are mostly the same as those given to the ALLM
judges.

C Experiment Details

When generating the responses from SLMs, we
use the following hyperparameters: We set the tem-
perature to 1.0 and the nucleus sampling thresh-
old (top_p) to 0.9 (Holtzman et al., 2020). The
maximum number of newly generated tokens
(max_new_tokens) is 4096. We fix the random
seed to 42 for reproducibility.

When generating the evaluation responses from
ALLM judges, we use the hyperparameters: We set
the decoding temperature to 1.0 and use nucleus
sampling with a threshold of top_p = 0.9. The
maximum number of newly generated tokens is
limited to 256 via the max_new_tokens parameter.

The 40-audio and 40-mini audio models we use
are the 2024-12-17 version.
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# Task Introduction

You are a helpful assistant. Your task is to evaluate the quality of speech generated by a text-to-speech
(TTS) model.

The model is given a specific piece of text and a target speaking style; the model is asked to repeat
the text in the target speaking style.

Your job is to assess whether the generated speech accurately follows the given text and expresses
the intended style.

# Evaluation Criteria
Rate the generated speech using a 5-point Likert scale based on two criteria:

1. *xText Following*x:

Does the generated speech accurately follow the text it was instructed to say?

- If the speech omits required words or includes additional content not present in the original text,
it should be considered as *xnot following** the text.

2. **Style Followingxx:
Does the generated speech follow the style specified in the instruction?
- Style may include emotional tone, prosody, emphasis, or any specific expressive requirement.

### Scoring Rubric

- xxT1xx: The speech *xdoes not followx* the required text, regardless of style.

- *x2%x: The speech *xfollows the text** but *xdoes not follow anyx* part of the style instruction.
- xx3%x: The speech **follows the text**, but less than half of the style instructions are *xperfectly
satisfied*x.

- *%4*%%: The speech **follows the text*x, and more than half of the style instructions, but not all
of the style instructions, are *xperfectly satisfiedxx*.

- *x5%x: The speech *xfollows the text** and *xfully follows*x the style instruction.

# Evaluation Steps
1. **Analyze the Instructionx=*

Carefully read the style instruction and list all style-related requirements that the TTS-generated
speech must satisfy.
2. *xCheck Text Accuracy#**

Listen to the generated speech and check whether the spoken text exactly matches the given text.

- If it does x*notx* match, assign a score of x*1x* and skip the style evaluation.
3. **Evaluate Style Adherencex*x

For each requirement you listed in Step 1, evaluate how well the speech satisfies it. Provide a brief
analysis of how the speech does or does not meet each requirement.
4. xxAssign a Style Scorexx

Based on your analysis, assign a final score between *x2 and 5** reflecting how well the speech
follows the intended style. Follow the scoring rubric strictly.
5. **Report the Final Score*x

Conclude your evaluation with the following format: Final score: [[score]]. Replace score with an
integer in {1, 2, 3, 4, 5}. Keep the brackets as shown.
# Text for the TTS Model to Generate Speech
{target_text}
# Speaking Style Instructions to the TTS Model

{speaking_style}

# The Speech Generated by the TTS Model

Table 3: The evaluation prompt for voice style IF. While the prompt says we are evaluating the TTS model, we are
actually evaluating the outputs of SLMs. Nevertheless, for the judge model, it does not matter whether the speeches
are generated by a TTS model or an SLM conducting the voice style IF task.

476



# Task Introduction

You are a helpful assistant. Your task is to evaluate the role-playing ability of a voice assistant. The voice assistant is given a context background
that includes two roles, and it is asked to act as both roles and generate a spoken dialogue. You need to assess the quality of the voice assistant’s
role-playing performance.

# Evaluation Criteria
Rate the role-playing ability of the voice assistant using a 5-point Likert scale, based on the following two criteria:

1. xxContent Semanticsxx

This criterion evaluates the semantic quality of the spoken content. Consider whether the dialogue is aligned with the background context, whether
the conversation includes repetitive or irrelevant information, and whether the wording is natural given the relationship between the two roles and the
topic being discussed.

2. xxSpeaking Stylexx

This criterion evaluates the non-textual aspects of the spoken dialogue. Consider whether the emotion and speaking style are appropriate for the
context, and whether non-verbal elements (e.g., sighs, laughter, short pauses) are used effectively to enhance naturalness. Also assess whether the
prosody, intonation, speaking pace, and volume sound natural and appropriate.

### Scoring Rubric

- *%1xx: The voice assistant does not successfully complete the role-playing task. This includes refusing to perform the role-play, generating gibberish
or nonsensical speech, or failing to maintain consistent roles throughout the dialogue.

- xx2x%: The voice assistant completes the role-playing task with consistent roles, but the dialogue content is poor and unnatural, regardless of the
speaking style.

- %%3%x: The voice assistant completes the role-playing task with consistent roles, and the dialogue content is semantically appropriate and natural.
However, the speaking style is poor—e.g., flat delivery with no emotional variation, or an inappropriate style given the context.

- *x%4%x%: The voice assistant completes the role-playing task with consistent roles, and the content is semantically appropriate and natural. The speaking
style is **somewhat** natural, including elements such as emotion, prosody, speaking pace, volume, and non-verbal cues. However, certain aspects of the
delivery still feel mechanical or unnatural, reducing the overall human-likeness of the dialogue.

- *x%x5%%: The voice assistant completes the role-playing task with consistent roles, and the content is semantically appropriate and natural. The speaking
style is #**largely*x natural, including well-matched emotion, prosody, speaking pace, volume, and non-verbal elements. The resulting dialogue feels
like a natural conversation between two humans.

# Evaluation Steps

Your response should include the following four steps:

1. *xAnalyze the Role and Contextxx
Carefully read the context and understand the two roles the voice assistant is expected to play.

2. *xListen to the Role-Play Dialoguexx
Listen closely to the spoken dialogue generated by the voice assistant.

3. **Analyze the Role-Play Dialogue Based on the Evaluation Criteria**

Evaluate the quality of the role-play according to the criteria above. Reference specific turns or moments in the dialogue to support and justify your
evaluation.

4. x*Report the Final Scorexx

Conclude your evaluation with the following format:

Final score: [[scorell

Replace score with an integer in {1, 2, 3, 4, 5}. Keep the double brackets as shown.

# Context of the Role-Playing

{role_play_context}

*xNote**: In the above context, the voice assistant is instructed to act as one of the roles. There is another version of the context where the assistant
is instructed to act as the other role. That version is not shown here, as it is identical except for the role being swapped.

# The Spoken Dialogue of the Role-Playing

Table 4: The evaluation prompt for the style aspect of the role-playing task.
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Figure 2: The interface used to collect human evaluation results for the role-playing task.

478



# Task Introduction

You are a helpful assistant.

Your task is to judge if a spoken dialogue is generated by AI or a

recording from real humans. The spoken dialogue is a role playing.

# Evaluation Criteria

Rate the dialogue using a binary 0/1 decision.

- *xQ*x: The dialogue is unlikely to be generated by real humans.

- *x1%x: The dialogue is likely to be generated by real humans.

# Evaluation Steps

Your response should include the following four steps:

1. *xAnalyze the Role and Context*x

Carefully read the context and understand the two roles in the role-playing.

2. **xListen to the Role-Play Dialoguexx
Listen closely to the spoken dialogue.

3. **Analyze the Role-Play Dialogue**

Evaluate the role-play according to whether it is likely generated by humans.

4. x*Report the Final Scorex*x
Conclude your evaluation with the following format:
Final score: [[scorell

Replace score with an integer in {0, 1}. Keep the double brackets as shown.

# Context of the Role-Playing
{role_play_context}

**Notexx*:

In the above context, the participant is instructed to act as one of the roles.
another version of the context where the other participant is instructed to act as the other role.

That version is not shown here, as it is identical except for the role being swapped.

# The Spoken Dialogue of the Role-Playing

Table 5: Evaluation prompt for the realism aspect for role-playing.

Text to speak

Speaking style

I don’t know! I swear I didn’t see anything last night. Let me go,
please!

Say it in a trembling voice and a frightened emotion.

I can’t believe this. I still remember the first day she came here,
but now she is gone.

Speak in a sobbing voice. Start with moderate volume
and gradually fade until the last word is almost unhear-
able.

I was just, uh, just out with Jake, and we were gonna come back
earlier, but his car wouldn’t start and then—then my phone died,
so [ couldn’t call you. ..

Speak with a nervous and frightened tone, including
natural stuttering.

Oh, great. Because that’s exactly what we needed right
now—another disaster.

Speak in a sarcastic tone. Prolong “Oh”, emphasize
“exactly”, and insert a pause before “another disaster”.
Speak at a moderately fast pace.

Oh my god! Oh my god! Oh my god! I can’t believe this is true!

Speak in an ecstatic tone. Start with a 2-second scream,
say the first “Oh my god” slowly, the second louder and
faster, and the third nearly shouted. Say the last part fast
and excitedly, ending with laughter.

Who’s a happy baby? You are! Yes, you are! Look at those little
toes! Teeny tiny toes!

Speak using motherese — speak in a high pitch, with
exaggerated intonation and slower tempo.

Table 6: Voice style IF examples.
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Dialogue context

Imagine the following situation: There is a couple with a newborn baby, Amy. One day, the wife is called to enroll in the army
in a foreign country. She has to separate from her spouse for more than 1 year. The couple are sad about this. Now, pretend
that you are the husband and I am the leaving wife. Engage in a dialogue with me while acting in the specified role. Let’s start
the dialogue from you. Please start the dialogue with the following sentence and do not say anything else. So you’re leaving
tOmMOIrow.

Imagine the following situation: A customer and a customer service are talking. The customer has been talking to a machine and
he is finally transferred to an operator. The customer is frustrated, and the operator is trying to change the mood of the customer
and solve the problem. Now, pretend that you are the operator and I am the customer. Engage in a dialogue with me while acting
in the specified role. Let’s start the dialogue from you. Please start the dialogue with the following sentence and do not say
anything else. Hello. This is Viacom Services. How can I help you?

Imagine this situation: A son and his mother are talking in the backyard early in the morning. His older brother, Larry, went
missing in the war three years ago. The father still believes Larry is alive, but the son thinks it’s time to accept that he’s gone. He
wants to move on with his life and marry Larry’s old girlfriend, Annie. The mother doesn’t want to let go of hope, and she’s
upset. Now, pretend that I am the son and you are the mother. Engage in a dialogue with me while acting in the specified role.
Let’s start the dialogue from you. Please start the dialogue with the following sentence and do not say anything else. What’s he
going to say? Maybe we should tell him before he sees it.

Imagine the following situation: There is a couple with a newborn baby, Amy. One day, the wife is called to enroll in the army in
a foreign country. She has to separate from her spouse for more than 1 year. The couple are sad about this. Now, pretend that |
am the husband and you are the leaving wife. Engage in a dialogue with me while acting in the specified role. Let’s start the
dialogue from you. Please start the dialogue with the following sentence and do not say anything else. How’s it going, babe?
Yeah?

Imagine the following situation: A frustrated airline passenger is speaking with a baggage claim agent after waiting hours for
missing luggage. The customer has been passed from person to person and is running out of patience—especially because the
luggage contains something very important for a funeral the next day. The baggage agent is trying to stay calm, get the details,
and solve the issue, but the conversation becomes more intense as emotions rise. Now, pretend that you are the baggage agent
and I am the customer. Engage in a dialogue with me while acting in the specified role. Let’s start the dialogue from you. Please
start the dialogue with the following sentence and do not say anything else. Can I help you sir?

Table 7: Role-playing contexts for role-playing tasks.
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