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Abstract

Understanding multimodal documents is es-
sential for accurately extracting relevant ev-
idence and using it for reasoning. Existing
document understanding models struggle to
focus on key information and tend to gener-
ate answers straightforwardly, ignoring evi-
dence from source documents and lacking inter-
pretability. In this work, we improve the visual
encoder to focus on key information relevant to
the question and address the shortcomings of
existing document visual question-answering
datasets to provide the model with the ability
to answer questions step-wise, dubbed DocAs-
sistant. Specifically, for the visual side, we
propose an effective vision-language adapta-
tion that fuses text into visual encoders without
compromising the performance of the original
model. For the language side, we use Multi-
modal Large Language Models (MLLMs) as
data generators and checkers to produce high-
quality step-wise question-and-answer pairs
for document images. Then the generated
high-quality data is used to train our enhanced
model, specifically designed to solve complex
questions that require reasoning or multi-hop
question answering. The experimental results
demonstrate the effectiveness of the model.

1 Introduction

! There are various documents in the real world,
which differ from images of real-world scenarios.
Document images are often filled with extensive
text and graph information, requiring the model to
have strong capabilities in document layout under-
standing, text semantic understanding, and numer-
ical reasoning. In the document visual question
answering (DVQA) task, as shown in Figure 1, ex-
isting document understanding models (Xu et al.,
2020b,a; Davis et al., 2022) tend to generate wrong
answers directly based on complex questions, mak-
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ing it harder to determine the source of the answers
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Figure 1: Existing DVQA models tend to mislocate informa-
tion related to the question and generate a word or phrase
directly as an answer. We modify existing vision encoders to
focus on regions of the document image associated with the
keywords in the question and generate high-quality data with
intermediate results using a strong MLLM. These augmented
and extended data are then used to enhance a small-scale
multi-modal model, achieving an effective step-wise docu-
ment understanding and reasoning model.

Recently, a number of MLLMs have made break-
throughs in document understanding, such as PaLI-
3 (Chenetal., 2023), InternVL (Chen et al., 2024b),
LlaVA-UHD (Xu et al., 2024b), and mPLUG-
DocOwl (Hu et al., 2024). By improving image
resolution and understanding documents from both
macro and micro perspectives, these models have
greatly enhanced the ability of visual encoders
to understand fine-grained information in docu-
ments. Most of them have achieved promising
performance on document understanding datasets
like DocVQA (Mathew et al., 2021), ChartQA
(Masry et al., 2022), InfographicVQA (Mathew
et al., 2022), etc. However, they can only handle
simple questions in documents. When faced with
complex layout documents, they are likely to make
errors in information identification. Additionally,
when dealing with complex questions, they tend
to ignore the reasoning steps and directly produce
answers without providing the basis for answers.
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At present, existing multi-modal document
datasets are gradually improving, encompassing
a range from scanned documents in DocVQA to
complex-layout poster documents in Infograph-
icVQA, as well as chart documents involving math-
ematical logic operations in ChartQA. This progres-
sion allows for a more comprehensive assessment
of the MLLMs’ ability to understand different types
of documents. However, most of the questions are
relatively simple, focusing primarily on document
information recognition, with fewer questions re-
quiring reasoning. Additionally, the answers do not
provide contextual information, making it difficult
to intuitively confirm their correctness.

In this paper, we aim to develop an effective and
general document understanding model. When an-
swering questions, the model is designed to read
and think like a human: first, by locating the con-
textual information related to the keywords in the
question, and then deducing the corresponding an-
swer based on this context. On the visual side, we
propose a lightweight Mixture-of-Modality Adapta-
tion module, which is inserted into the last L-layers
of the visual encoder. This enables the original
model to focus on the areas related to the question
keywords without affecting its performance, and
prevents information recognition errors. On the
language side, as no such data currently exists, we
enhance the existing DVQA data by treating the an-
swer as the supervisory signal, enabling large-scale
MLLMs to perform the reasoning process from
question to answer using our designed templates.
Since the generated data may contain noise and hal-
lucinations, we have designed a pipeline based on
multi-agent collaborative filtering and rule-based
techniques to filter out the noisy data. Finally, the
filtered data is used to train the improved model on
the visual side, enhancing its proficiency in docu-
ment understanding and reasoning.

To summarize, our primary contributions in-
clude:

* We use MLLMs to design a data generator
based on templates and few-shots, and a multi-
agent-based data filter to augment and extend
high-quality, step-wise DVQA data.

* We propose a Mixture-of-Modality adaptation,
which aims to improve the visual encoder of
the existing document understanding model
to focus on areas related to the question key-
words and prevent noise information.

e We trained an efficient SLVM, dubbed DocAs-
sistant, with both question-aware document
visual context understanding and reasoning.

* We achieved robust results on complex lay-
out document understanding and reasoning
datasets, and provided more extensive experi-
ments and analysis to validate the superiority.

2 Related Work

2.1 Visually Rich Document Understanding

The VRDU task is designed to provide a docu-
ment image and a question, requiring the model
to answer the question by understanding the text,
images, and layout of the document. Existing doc-
ument understanding models fall into two cate-
gories: OCR-based and end-to-end models that
do not rely on external tools. The former includes
models like LayoutLMv3 (Huang et al., 2022) and
DocFormerv2 (Appalaraju et al., 2024), which use
OCR to extract text and corresponding coordinate
information and design pre-training tasks based
on text, layout, and image information to under-
stand documents. The latter includes simpler ar-
chitectures such as Donut (Kim et al., 2022) and
Pix2Struct (Lee et al., 2023), which use only a
visual encoder and a text decoder to improve doc-
ument understanding through pseudo-OCR tasks
or pre-training tasks like image masking. With
the rise of MLLMs, some models (Chen et al.,
2023; Hu et al., 2024; Chen et al., 2024a) involving
DVQA tasks have achieved good results in simple
questions, such as document information extraction
with simple layouts.

However, the aforementioned models perform
suboptimally for documents with complex layouts.
To address this issue, we propose a lightweight
multimodal adaptation strategy that integrates mul-
timodal information, ensuring the model’s original
performance while focusing on the visual regions
relevant to the question, thereby enhancing the ac-
curacy of its responses.

2.2 Reasoning step-by-step

For LLMs, chain-of-thought prompting has been
found to be a simple and effective method to im-
prove reasoning performance, often used to tackle
complex tasks. For example, SymbCoT (Xu et al.,
2024a) uses LLMs to implement a system with
translation, planning, solving, and verification, fol-
lowing a logical reasoning framework to maximize
LLMs’ ability to stimulate the chain of thought.
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Figure 2: Data generator based on multi-agent interaction. Dotted arrows indicate the extended data including
question generation. The data checker uses OCR text from ordinary documents and tabular information equivalent to
charts. First, it checks for identification errors in the generated data. Second, it checks for errors in the intermediate
steps of reasoning. If any errors are found, the data is considered unqualified.

In the multimodal field, recent works such as Vis-
Prog (Gupta and Kembhavi, 2023) and ViperGPT
(Suris et al., 2023) utilize LLMs as planners to
compose domain-specific models (Lu et al., 2024;
Yang et al., 2023; Zeng et al., 2022) to solve com-
plex tasks. There are also some methods (Zhang
etal.; Li et al., 2024; Wang et al., 2024a) using aug-
mented data that have emerged to improve model
performance, but these methods rely on data with
special annotations, and their data generation meth-
ods are limited to a single field, which is not widely
applicable. Moreover, since they use small mod-
els trained in a specific field, requiring large-scale
training data. Furthermore, the improvement of
complex questions is also limited.

In the field of document VQA, there is a lack of
data and multimodal models capable of reasoning
about document images. We employ a compre-
hensive approach that includes designing templates
and exemplars, using tools, etc. This approach in-
volves teaching a smaller model by learning from
a teacher model to fill data gaps.

3 Method

Given a document image and a question, the goal
is to enable the model to process and reason sim-
ilarly to a human. First, we design a data genera-
tor and a data checker to create high-quality data.
Next, we enhance the vision encoder by introduc-

ing a Mixture-of-Modality adaptation mechanism,
which directs the model to focus on the visual re-
gions relevant to the question when processing the
document image. Finally, these generated data are
then utilized to train the multimodal DVQA model
we have developed.

3.1 Data Construction

Data Generator. The overview of our MLLM-
based data generator and checker is shown in Fig-
ure 2. We leverage InternVL2-26B (Chen et al.,
2024a) as the MLLM for data generation and the
LLaMA3-70B (Al@Meta, 2024) for data check.
Data generation includes creating data based on the
existing training set and generating triplets (ques-
tion, rationale, answer) through our designed tem-
plates, which can be found in the Appendix. Dur-
ing the generation process based on the existing
training set, we generate a raw related rationale R’
using the template P, image I, question (), and
answer A as inputs:

R/:FQ(P7]7Q7A) (1)

During the triplet generation process, we design a
question generation template, as shown in Table 10
and Table 11 of the Appendix. In particular, we use
templates for extractive or abstractive documents
and use few-shot learning for chart documents:

(QaRlaA) :FQ(P7[> (2)

3498



" L x Layers

!

fl [ Feed-forward Network 55

: [ Multi-head Attention ﬁﬁ] f
ot

f Mixture-of-Modality H
\ Adapter ,:

4 4
@DD DDD/-/---Question—v I(.;gll)

&

Extractive/Abstractive
Question: Which disease has the highest mortality rate?

Model Output :
Stepl: {“SARS”: “10%”, “MERS™: “34%”, "EBOLA"": ”40%"}
Step2: EBOLA has the highest mortality rate.

The answer is: EBOLA

Reasoning
Question: What is the average of last four countries data?

Model Output :

Rationale of step by step:

1. Identify the data for the last four countries: Germany (63), Italy
(63), Greece (62), Poland (62).

2. Calculate the sum of these values: 63 + 63 + 62 + 62 = 250.

3. Calculate the average by dividing the sum by the number of
countries: 250 / 4 = 62.5.

The answer is: 62.5

Figure 3: Model overview. The document image concerned by key regions, projected by projection layers
concatenated with a question, is fed into the LLM for step-wise generation. Answer generation for the extractive and
abstractive types consists of two steps: the first step generates the context relevant to the keywords in the question,
and the second step generates the corresponding answer based on the context. For the reasoning type of answer
generation, the steps depend on the question type and vary with the complexity of the question, using exemplars as

the prompt.

Data Checker. During data inspection, we use
tools to extract text information from documents,
specifically using OCR tools for general documents
and DePlot (Liu et al., 2022) to convert charts into
tables, using these contexts as the ground labels
(C) of the checker. By designing error detection
templates shown in Table 13 in the Appendix, the
LLM can determine whether the corresponding log-
ical step is correct based on the question and the
gold text of the image. This includes (1) the extrac-
tion of information step from the document itself
and (2) the reasoning steps based on the extracted
information. If any judgment errors are made, it
will return False and delete the piece of data:

R=F.(P,C,A) (3)

The data generation pipeline we designed can be
easily applied to other document image datasets,
demonstrating strong universality.

3.2 Model Architecture

The architecture of our trained model is shown in
Figure 3. We leverage InternVL2-Chat-2B as the
backbone for DVQA. Existing vision encoders are
unable to fully understand the information-dense
document images and, as a result, are prone to
misidentifying information when answering ques-
tions, resulting in incorrect reasoning for the final
answer. Therefore, focusing on the area relevant

to the question is necessary to prevent interference
from other noisy information.

Mixture-of-Modality Adaptation. As shown
in Figure 3, we use plug-and-play, lightweight mul-
timodality adapters that do not affect the backbone.
Inspired by LLaMA-AdapterV2 (Gao et al., 2023),
we use a late fusion strategy that allows it to inter-
act at a higher level by adjusting visual features at
different levels. Enables it to dynamically adjust
attention based on the current query and historical
context, allowing the model to dynamically adapt
to different query requirements while maintaining
the original visual coding capabilities. These mod-
ules can be the common adapters (Houlsby et al.,
2019; Luo et al., 2023). For the multimodal in-
put features Z € R'*?, the Mixture-of-Modality
Adapter can be defined as:

Z'=Z+s-f(2). “

Here, f refers to the RepAdapter (Luo et al.,
2023), and s is the scale factor. To further reduce
parameter costs, the downsampling projection of
the two adapters is shared. Based on the Mixture-
of-Modality Adapter, the training objective is to
freeze the vision encoder and LLM, fine-tuning
only the inserted adapters and the projection con-
nector. In this case, the entire multimodal language
model can be jointly optimized in an end-to-end
manner. Specifically, the end-to-end optimization
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objective can be formulated as:
arg min £(f4(Z), R; 04, projection).  (5)

Here, R and £(-) denote the ground truth and
the objective loss function, respectively. f is the
LLM, and 8, represents the adaptation parameters.

4 Experiments

4.1 Experimental Setup

Dataset. We run experiments on three document
VQA datasets: DocVQA (Mathew et al., 2021), In-
fographicVQA (Mathew et al., 2022), and ChartQA
(Masry et al., 2022). DocVQA images come from
scanned documents, including letters, tables, ar-
ticles, etc. Most of the questions are relatively
simple and involve text extraction directly. Info-
graphicVQA images are taken from posters, where
the layout is complex. Most of the questions in-
volve text extraction, and some require simple rea-
soning. The charts in the ChartQA dataset include
bar charts, line charts, and pie charts, all of which
are synthetic data or human-marked data. Most of
the synthetic data is simple chart information iden-
tification, while the human-marked data contains
complex mathematical logic operations.

Data extension. Table 1 shows the generated
QA statistics. The sum includes data based on the
original training set and data generated from the
question generation template extension. The tem-
plate can be found in the Appendix (Table 9,10,11).
For DocVQA, 3 new questions were generated
for each image, while InfographicVQA had 4 new
questions per image. Given the small amount of
original data in ChartQA Human, since there is less
raw data in ChartQA Human, we collected the re-
lated chart images of Chart-to-text (Kantharaj et al.,
2022) and the corresponding gold table to generate
more chart reasoning data. Filtered indicates the
data filtered through the LLM and rules.

In addition, we generated questions based on the
types of questions in each dataset, such as Count,
Spatial, and Reasoning data for DocVQA. For more
details, see the Appendix (Table 12 and Table 14).

Compared Methods. We compare existing doc-
ument understanding models across various cate-
gories: (1) plain text models represented by TS, (2)
the LayoutLLM series represented by LayoutLMv3,
and DocFormerv2, which has the best performance
among the T+L+V models, (3) the first OCR-free
model Donut for understanding documents with im-
age encoders, and Pix2Struct for performing best

Dataset Images Generated Filtered
DocVQA 10194 39459+30582 58324
InfoVQA 4406 23945+17624 36832

ChartQA 18317+44096 7398+80831 67649

Table 1: Statistics of generated data.

in end-to-end small-scale document understand-
ing models, and (4) multimodal document under-
standing models combined with LLMs. Most previ-
ous models adopted a fixed resolution of 224x224,
which works effectively for real-world scene im-
ages as the models can still recognize object con-
tours at this resolution. However, for dense fine-
grained document images, such a low resolution is
likely to lead to information recognition errors. To
improve effectiveness in applications, recent mod-
els are gradually eliminating the use of external
tools such as OCR and improving the resolution of
document images for corrective recognition.

Implementation Details. All of our experi-
ments were performed on 2 80G A100 GPUs. Dur-
ing the training process, we set 2 epochs with a
batch size of 8 and a learning rate of 4e-5. Specif-
ically, dynamically resizing the image, adjusting
the resolution to 448x448, and setting the maxi-
mum patch size to 12 are crucial for understanding
document-type images. All experiments were con-
ducted on a 2B model, with training focused on the
adapter layers (N-2), the projection module, and
the language model incorporating LoRA.

4.2 Main Results

Comparison with Existing Models. Existing mod-
els tend to provide single words or phrases as an-
swers for the DVQA task. On the one hand, the
complex layout of document images, prone to lo-
cating the wrong image regions. On the other hand,
for complex questions requiring reasoning, ignor-
ing intermediate reasoning steps is more likely to
lead to errors. Through our reconstruction of the
dataset and efficient training on the 2B multimodal
model, we have achieved impressive results, as
shown in Table 2. Using only a small number of
training parameters, it outperforms many larger
document understanding models and demonstrates
greater reasoning power than other existing models.

In terms of details, due to the large amount of
text information contained in the document, it is
difficult for the visual encoder to fully comprehend
all the fine-grained semantic content. The Mix-
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DocVQA InfographicVQA  ChartQA

Method Modality Params ANLS ANLS Relax Accuracy
T5 (Raffel et al., 2020) T 223M 704 36.7 59.8
LayoutLLMv3 (Huang et al., 2022) T+V+L 368M 834 45.1 -
DocFormerv2 (Appalaraju et al., 2024) T+V+L 750M  87.8 48.8 -
Donut (Kim et al., 2022) v 20IM  67.5 11.5 41.8
Pix2Struct (Lee et al., 2023) v 1.3B  76.6 40.0 58.6
mPLUG-DocOwI2 (Hu et al., 2024) A" 8B 80.7 46.4 70.0
SMoLA-PaLI-3 (Wu et al., 2024) v 5B 84.5 52.4 68.9
ScreenAl (Baechler et al., 2024) \" 5B 89.9 65.9 76.7
Qwen2-VL (Wang et al., 2024b) v 2B 90.1 65.5 73.5
InternVL2 (Baseline) (Chen et al., 2024b) V 2B 86.9 58.9 76.2
DocAssistant (Ours) A% 2B 88.5 61.5 78.9
DocAssistantf(Ourst) \" 2B 89.8 66.7 814

Table 2: Comparison with models of different scales and different modal models. T, L, and V represent text, layout,
and visual information, respectively. frepresents the result of training using the data we constructed. The evaluation
method of DocVQA and InfoVQA is ANLS, while the evaluation method of ChartQA is Relax Accuracy.

ChartQA

Model Strategy DocVQA InfoVQAm
ZS 80.2 563 53.6 75.8

Base FS 79.5 55.1 559 78.7
SFT 84.8 59.8 632 833

ZS 81.1 577 55.8 80.4

Ours FS 80.5 56.5 59.2 81.8
SFT 85.6 62.4 649 852

Table 3: The comparison results of DocAssistant under
different strategies, and the evaluation method is Ac-
curacy, where ZS stands for Zero-shot, FS represents
Few-shot, and SFT indicates a step-wise result trained
not with a special prompt but with the generated data.

ture of Modality module we designed effectively
alleviates this limitation. As shown in the experi-
mental results, except for Qwen2-VL, DocAssis-
tant outperforms all other models. Furthermore,
for the Baseline model (InternVL?2), the addition
of the Mixture-of-Modality Adaptation leads to im-
provements of 1.6%, 2.6%, and 2.7% in the three
datasets. It demonstrates significantly improved
performance and exhibits strong generalization.
Additionally, based on the improvements made
to the above model, after training through the
step-wise process we constructed, DocAssistant’s
performance on DocVQA is slightly inferior to
Qwen2-VL. This may be due to differences in the
performance of the respective visual encoders of
InternVL and QwenVL. However, existing mod-
els perform poorly on documents with complex

layouts and those requiring reasoning, such as
InfoVQA and ChartQA. Furthermore, after fine-
tuning with our step-wise constructed data, the
performance improved by 1.3%, 5.2%, and 2.5%
respectively across relevant metrics. Through these
enhancements, we have narrowed the gap in docu-
ment understanding and reasoning capabilities.

Comparison of Different Strategies. In the
strategy experiments presented in Table 3, the zero-
shot setting involved changing the original prompt
to “Answer the question step by step.” According to
the experimental results, the model performs better
on complex layout documents and complex reason-
ing questions when answering step by step. For ex-
tracted answers to simple questions like DocVQA,
the results are similar regardless of the approach.
In the few-shot setup, we conducted 3-shot experi-
ments and found that the instruction compliance of
the 2B model was poor. Its answers did not follow
the example format, especially in DocVQA and
InfoVQA, which do not require reasoning and typi-
cally have concise answers. Although the model’s
responses on ChartQA did not follow the example
format, it still provided step-by-step answers, lead-
ing to improved performance. In contrast, the other
two datasets with extracted answers performed
worse. This may be because small-scale multi-
modal models lack sufficient chain-of-thought abil-
ity and have poor capacity to follow long instruc-
tions. In addition, the results show that the adapter
module we designed does not destroy the perfor-
mance of the original model. Since the generation
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styles of different strategies are different, accuracy
is used as the evaluation metric.

Generating the answer directly can better fit the
answer format, but they lack contextual informa-
tion, are less interpretable, and are more difficult to
judge the correctness. Zero-shot and few-shot are
unstable and heavily influenced by instruction set-
tings. For documents with extractive or abstractive
answers, most answers still do not provide source
information. These are the original intentions be-
hind our approach to building step-by-step datasets
and training the model. By comparing different
strategies and methods, we conclude that only by
using our synthetic data can we achieve the answer
logic that meets our requirements for SVLMs. Not
only is the answer accuracy higher, but the source
information of the answer can also be provided,
helping users confirm the reliability of the answer.

4.3 Ablations and Analysis

The effect of the Mixture-of-Modality adaptation
is reflected in Table 2. The impact of extended data
on model performance will be analyzed below.

DocVQA InfoVQA ChartQA
w adaption 88.5 61.5 78.9
+ data_expansion  89.0 64.9 80.8
+ data_filtration 89.8 66.7 81.4

Table 4: Before and after using extended data and before
and after using filtered training data. The evaluation
method of DocVQA and InfoVQA is ANLS, while the
evaluation method of ChartQA is Relax Accuracy.

The Effect of Data Expansion. The modifi-
cation of the original training set data, combined
with our extended data, is sufficient for the model
to learn the required response style. Experimental
results in Table 4 show a performance gain after
extension. This also provides a data generation tool
for other smaller models, enabling them to further
improve performance by generating more data.

The Effect of Checker. We fine-tuned the model
using both pre-filtered and filtered data, and the re-
sults in Table 4 showed improved performance on
all three datasets. Furthermore, the data we gener-
ated is categorized into two distinct components.
The first component involves the supplementation
of rationales based on the existing training set data.
Given that this portion utilizes answers as super-
visory signals, it effectively mitigates model hal-
lucinations. The second component consists of

DocVQA InfoVQA ChartQA

Reasonin 9 Reasoning Color
2% 3% 2%

Text
Count CEid
44% Text
52%

Count
Text 33%

Spatial Spatial
1% 0%

Figure 4: Analysis of different types of questions in
three test sets.

question-answer pairs produced by MLLM in ac-
cordance with our predefined rules. Due to the
absence of supervisory signals in this part, we de-
veloped an LLM-based filter that leverages Gold
OCR Text as supervisory signals. By meticulously
reviewing each step, this mechanism successfully
suppresses low-quality data arising from model hal-
lucinations. Consequently, the data we generated
significantly reduces model hallucinations. Since
the majority of the filtered low-quality data com-
prises entirely MLLM-generated question-answer
pairs, which account for only 16.7%, 11.4%, and
23.3% of the total data respectively, their influence
on the model remains limited.

Analysis of Different Question Types. Figure 4
shows the proportion of question types of the three
datasets. The text_extractive type has the largest
proportion in all datasets, especially in DocVQA.
InfoVQA and ChartQA have a higher proportion of
Count and Reasoning data, and these types of data
can highlight more of DocAssistant’s advantages.

Dataset Method COL TXT SPA COU REA

Base - 86.2 87.0 88.2 58.7
DocVQA Ours - 89.5 88.7 88.3 61.5
Ourst - 904 87.5 88.8 68.3
Base 63.2 60.8 57.2 56.9 554
InfoVQA Ours 62.5 61.3 56.8 59.4 57.2
Ourst 66.7 59.5 57.6 66.9 79.8
Base 77.1 91.1 75.0 67.5 62.7
ChartQA  Ours 729 90.2 75.0 69.4 65.1
Ourst 70.8 92.6 100.0 77.5 75.3

Table 5: Comparison of different types of question. The
evaluation also uses ANLS and Relax Accuracy.

Table 5 shows the performance of five types of
questions in three different types of datasets under
different settings. The experimental results show
that the Count and Reasoning types are effectively
improved after inserting the Mixture-of-Modality
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Q: How many alternative Healthcare
arrangements provided?

Q: When does TBD attend the NAMS
Miami, Beach meeting?

Q: What's the average ticket price in the US
for the NHL and NBA?

Base Model: 1 (x] Base Model: Sep 17-20, 2003 ©  BaseModel: 43.44 o
DocAssistant: DocAssistant: DocAssistant:
| step | output | | step | output | | step | output |
|1 |{"HOTELS/DOMS TO HEALTHCARE |1]{ | 1 | The ticket price in the US for the NHL is

(H2HC)": “5652/552 Assessments Complete”,
“ARENT TO HEALTHCARE (A2HC)":
“603/603 Assessments Complete”} |

| 2 | There are 2 alternative Healthcare
arrangements provided. |

The answer is: 2

“authors”: “TBD”,
“Meeting”: “NAMS, Miami Beach”,
“Timing”: “Meeting Sep 19-23, 2003”

| 2| TBD attended the NAMS, Miami
Meeting in Sep 19-23, 2003|
@  Theansweris: Sep 19-23, 2003 (V]

62.18, The ticket price in the US for the NBA is
55.88. |

| 2 | The average of the NHL and NBA: (62.18
+55.88) /2 =59.03. |

| 3 | the average ticket price in the US for the
NHL and NBA is 59.03.|

The answer is: 59.03 o

Figure 5: Output comparison of DocAssistant and other models on three datasets, with red font representing
rationales relevant to the question. The heat map in the figure shows the regions associated with the question.

adapter, while for other types of questions, different
datasets exhibit their own advantages. For instance,
DocAssistant performs well on DocVQA and In-
foVQA'’s Text_extraction data, but its performance
deteriorates with chart data. This may be attributed
to misidentification in the chart and weak correla-
tion between the local areas of the chart data. For
the Color-type question, performance depends on
the original capability of the visual encoder.

Furthermore, after training with our extended
data, the performance of the Text_extraction,
Count, and Reasoning types has improved, with
the latter two showing particularly significant gains.
This suggests that the step-wise reasoning process
has a substantial positive impact on the model’s
ability to handle reasoning tasks.

Qualitative Analysis. Figure 5 shows a com-
parison between cases generated by DocAssistant
and those generated by the base model. We out-
put the attention scores from the last layer of the
visual encoder applied to the document image. It
is intuitively evident that the Mixture-of-Modality
adapter effectively integrates text and visual fea-
tures, enabling the visual encoder to focus more
on key information. As a result, the interference
from irrelevant noise is minimized, improving the
accuracy of information extraction by the model.
On the language side, the answers provided by the
base model in different documents are single words
or phrases that tend to be incorrect when faced with

questions such as chart reasoning and document
information extraction with complex layouts, and
they do not contain contextual information. The
first two examples are questions and answers about
complex layout documents, where DocAssistant lo-
cates the right visual region and provides detailed
context. The third example is a chart reasoning
question, where DocAssistant also gives specific
reasoning steps, providing stronger interpretation
and higher accuracy, and allowing users to under-
stand how the model reached the answer and easily
identify any mistakes. Most importantly, model
performance can be further improved through ex-
tensive training with step-wise data.

5 Conclusion

This paper introduces DocAssistant, designed to
perform document understanding and reasoning.
Specifically, we first propose a Mixture of Modal-
ity adaptation that can be inserted into the vision
encoder layers to make the model pay more atten-
tion to the region related to the question keywords.
Then we transform and expand the data of the ex-
isting document training set to include the interme-
diate analysis process in answering questions. The
results surpass larger-scale models. Furthermore,
we conducted extensive experiments, comparing
different strategies of the model, performance be-
fore and after data expansion and filtering, and
various types of questions to validate our work.
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6 Limitations

Although our proposed model, DocAssistant, has
demonstrated promising results in experiments, it
still has certain limitations. First, the general-
izability of the constructed dataset remains lim-
ited. While the model performs well within the
data scope we created, its effectiveness in other
domains remains uncertain, potentially requiring
dataset reconstruction. Second, although we have
enhanced the visual encoder, its performance is con-
strained by the limitations of the original backbone,
which still struggles to fully address complex prob-
lems involving cross-region and multi-structured
data. Moreover, the model is primarily effective
in single-page document understanding and cannot
efficiently handle multi-page documents. These
limitations highlight key directions for future re-
search.
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A Generated Data Analysis

We classify the generated questions into five cate-
gories to clarify the model’s performance on dif-
ferent types of questions. Among these, since
DocVQA is a scanned document dataset, we did
not generate questions involving color information.
Additionally, since the training sets of DocVQA
and InfoVQA contain a large number of text extrac-
tion questions, we limited the types of questions
generated by DocVQA to spatial, count, and rea-
soning when generating incremental questions. In-
foVQA limits the types to color, spatial, count, and
reasoning in the process of generating incremental
questions. For details, as shown in Table 6.

Dataset  Color Spatial Text Count Reasoning
DocVQA 0 3779 39769 9386 5390
InfoVQA 2019 4192 15820 10775 4026
ChartQA 5094 16 12254 23596 26689

Table 6: Statistics of different question types of gener-
ated data.

B The Effect of Data Scale

During the initial experiments, we conducted ex-
periments on 7B, 4B, and 2B models respectively
using data of the same scale, and found that the
7B and 4B models had poor instruction-following
ability on our generated data, while the 2B model
better fit the data scale. To further explore the data
scale required by DocAssistant, as shown in Table
7, we divided the generated data into equal thirds
and found that the model achieved better results on
the three datasets when using between two-thirds
and all of the data.

DocVQA InfoVQA ChartQA
1/3 of data 88.0 64.8 77.2
2/3 of data 89.4 65.7 79.8
All of data 89.8 66.7 81.4

Table 7: The performance of DocAssistant on dif-
ferent scale training data. The evaluation method of
DocVQA and InfoVQA is ANLS, while the evaluation
of ChartQA is Relax Accuracy.

C Further Analysis of ChartQA

ChartQA is divided into synthetic data (Aug-
mented) and human-generated data (Human). The
questions in Augmented are relatively simple,

mostly involving the direct extraction of chart in-
formation without complex calculations. Human
questions are more complex and include multi-step
or nested operations, which better test the model’s
reasoning ability. In Table 8, it is evident that Zero-
shot, Few-shot, and Finetune methods perform bet-
ter than straightforward methods, with the Finetune
method we trained being far superior for counting
and reasoning questions. For Text_extractive type
data, performance is more unstable, and extracting
information from complex charts, including color
information, remains a significant challenge. Given
the small amount of data in Color and Spatial cate-
gories, these results are not definitive but indicate
that after fine-tuning, the model’s understanding
of color information has declined, which is closely
related to the performance of the model’s visual
encoder.

D Error Analysis

Although DocAssistant has achieved the most ad-
vanced results on the three document datasets, it
still has shortcomings. After our analysis, we iden-
tified four types of errors.

* One type of error is information recognition.
For example, the pie chart in Figure 6 (c) fails
to identify the percentage corresponding to
"18-24". The percentage corresponding to
"24-35" is identified incorrectly (32% is iden-
tified as 35%), and the 7% corresponding to
"65+" is identified as 65.7%.

* The second type of error is the inference error
of the intermediate step, as shown in Figure
6 (b), which occurs when addition calcula-
tions are performed with accurate information
identification.

* All two types of errors may occur simultane-
ously. As shown in Figure 6 (a), no informa-
tion related to the keywords of the problem
is obtained, the information in the chart is
identified incorrectly, and there are calcula-
tion errors in the intermediate steps.

The occurrence of the above errors is related to
the performance of the model’s three main modules.
Identification errors are mainly due to deficiencies
in the visual encoder’s fine-grained understanding
of document information. Errors in the intermedi-
ate inference step show that the language model is
insufficient for inferring and calculating complex
information.
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Dataset Strategies Color Text Spatial Count Reasoning
Straightforward - 71.0 100.0 65.7 54.4
Augmented Zero-shot - 76.1 100.0 66.3 60.9
Few-shot - 80.4 0.0 72.9 65.2
Finetune - 83.8 1000 85.6 88.4
Straightforward 724 81.1  50.0 393 47.1
Human Zero-shot 67.1 79.7 75.0 425 493
Few-shot 586 78.0 250 48.0 57.3
Finetune 62.8 76.7 100.0 65.12 64.6

Table 8: ChartQA experimental results on two datasets. The evaluation method is Accuracy.

More women than men say they are
paying increased attention to politics
% wh h attention to politics

mMore mAboutthe same  © Less

Tote! | EENISEN 13

wen ESHESEI 1
women NENSSIRZEN 13

Rep/Leanrep  [INNNIIEEINNN a1 10
Dem/Leancem EENNETN 15

PEW RESEARCH CENTER

Question: What is the total value of the
More bar?

Is There Solid Evidence the Earth
is Warming?

2006 2007 2008 2009 2010 2011 2012 2013

Question: What is the sum of the three
same values in the lower graph?

>

Question: Which age group has the
maximum number of people using internet?

Gold Answer: 52 Gold Answer: 141

DocAssistant:

| step | output |

I 1| Identify the values of the More bar for
each gender: Men (46), Women (58),
Rep/Lean Rep (48), Dem/Lean Dem (88). |
| 2| Calculate the sum of the values: 46 +
58 + 48 + 88 = 235. |

| 31 The final calculation result is obtained:
235.1

The answer is: 235

DocAssistant:
| step | output |

47 + 47 + 47 = 168. |

| 31 The final calculation result is obtained:

168. |
The answer is: 168

(@ (b)

1 11 Identify the three same values in the
lower graph: 47, 47, and 47. |
| 2| Calculate the sum of these three values:

Gold Answer: 25-34

| step | output |

| 11 Identify the age groups and their
corresponding percentages in the image:
18-24 (65.7%) and 25-34 (35%). |

| 2| Compare the percentages to find the
age group with the highest percentage: 18-
24 has the highest percentage at 65.7%. |

| 3| The final answer is obtained: 18-24.
The answer is: 18-24"

(c)

Figure 6: DocAssistant error examples on ChartQA.

E Templates

Templates for Generated QA. Table 9 shows the
instructions for the DocVQA and InfoVQA train-
ing sets to generate evidence corresponding to the
question using MLLM based on the existing Q&A
pairs. Table 10 shows the generation of specified
types of questions, corresponding evidence, and an-
swers based on the training set images in DocVQA
and InfoVQA. Table 11 shows the few-shot tem-
plate designed for ChartQA. The design of the few-
shot template enables it to flexibly adapt to vari-
ous questions due to the variety of intermediate
steps. Additionally, this template can generate cor-
responding intermediate reasoning steps and ques-
tions for the existing question and answer pairs
simultaneously. Table 12 is a list of instructions
that constrain questions generated from different
datasets.

Template for the data checker. The data

checker we designed in Table 2 operates in two
aspects: First, it detects whether there is an in-
formation detection error based on the question
generation. This detection uses external tools to
extract the text information of the image. Second,
it checks whether the intermediate reasoning step
is correct, such as identifying calculation errors. If
an error is detected, the data is discarded. Thus,
if either of these two errors is present, the data is
discarded to ensure the quality of the generated
data.

Template for question classification. To fur-
ther analyze which question types DocAssistant has
improved, we used a multimodal large language
model to classify questions, and the template is
shown in Table 14. Since existing datasets do not
categorize each question specifically, we subjec-
tively designed five categories to cover almost all
the questions in the DVQA datasets.
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### Instruction:

Given an image and a question in the following, what is the answer to the question? Please complete the task in two steps:
1. In the first step, extract the relevant contexts related to the keywords in the question from the provided image.

Store these in the variable "{evidence}". If there are multiple contexts, separate them using the "#" symbol.

2. In the second step, predict the answer based on the {evidence} and store it in the variable "{answer}".

Please organize the results in the following table:
| step | output |

I'11{evidence} |

121 {answer} |

The example format of response:

### Response

| step | output |

I11{"SARS": "10%", "MERS": "34%", "EBOLA": "50%+"} |
| 2 EBOLA has the highest mortality rate. |

Follow the format of the instruction above, Generate the corresponding response based on the question and answer. ###Question
question

###Gold_answer

answer

Table 9: DVQA rationale generation template.

### Instruction:

Given an image in the following, generate a question and the corresponding answer. Please complete the task in three steps:
1. In the first step, Generate a question, the question should ... Store the question in the Variable {question}.

1. In the second step, extract the relevant contexts related to the keywords in the question from the provided image.

Store these in the variable "{evidence}". If there are multiple contexts, separate them using the "#" symbol.

2. In the third step, predict the answer based on the {evidence} and store it in the variable "{answer}".

Please organize the results in the following table:
| step | output |

I'11{question} |

121 {evidence} |

121 {answer} |

The example format of response:

### Response

| step | output |

| 1 I Which disease has the highest mortality rate? |

121 {"SARS": "10%", "MERS": "34%", "EBOLA": "50%+"} |
| 3 1 EBOLA has the highest mortality rate. |

The answer is: EBOLA.

Follow the format of the instruction above, Generate the corresponding response based on the image.

Table 10: DVQA question generation template.
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###Instruction
The following are given a chart image and five examples to complete the task of generating chart question and answer data.

Examplel:
Generate a question and the corresponding answer step by step based on the image:

Question: What is the difference in value between Lamb and Corn?

Answer:

Stepl. The values of relevant indicators in the question are identified: The value of Lamb is 103.7 and the value of Corn is 103.13,
Step2. Perform the calculation of the difference in value between Lamb and Corn: 103.7-103.13=0.57,

Step3. The final calculation result is obtained: 0.57.

Example2:
Generate a question and the corresponding answer step by step based on the image:

Question: In which year is the difference between the green and blue graphs lowest?

Answer:

Stepl. Identify the years of the chart: 2017, 2018, 2019.,

Step2. Compare the values of the green and blue graphs for each year: in 2017, the green graph is at 65 and the blue graph is at 56.

In 2018, the green graph is at 70 and the blue graph is at 41. In 2019, the green graph is at 69 and the blue graph is at 50.,

Step3. Calculate the difference between the green and blue graphs for each year: In 2017: 65-56=9, in 2018: 70-41=29, in 2019: 69-50=19,
Step4. Sort all the differences": "In 2017: 9, in 2018: 19, in 2019: 29,

StepS. Perform the calculations required in the question: in 2017, the difference between green and blue graphs is the lowest,

Step6. The final calculation result is obtained: 2017.

Example3:
Generate a question and the corresponding answer step by step based on the image:

Question: What’s the average of all the values in the green bars?

Answer:

Step1. Identify all information of the blue bar: {"Characteristic": "US, EU, China", "More": "29, 19, 17"},
Step2. Perform the calculation of the average of all the values in the green bars: 29 + 19 + 17 = 21.6,
Step3. The final calculation result is obtained: 21.6.

Example4:
Generate a question and the corresponding answer step by step based on the image:

Question: Which country has the third highest rate of cases in Europe?

Answer:

Stepl. Identify all values of countries in Europe: {"Montenegro":16111.01, "Czechia": 15 587.77, "Sweden": 10546.7, "Slovenia": 12276, "Slovakia":14259.69},
Step2. Sort all values: {"Montenegro":16111.01, "Czechia": 15 587.77, "Slovakia":14259.69, "Slovenia": 12276, "Sweden": 10546.7},

Step3. The third highest rate of cases in Europe is obtained: Slovakia.

Example5:
Generate a question and the corresponding answer step by step based on the image:

question: What is the sum of all the blue bar?

Answer:

Stepl. Identify all information of the blue bar: {"Characteristic": "Number of gamers in millions", "2012": 8.12, "2013": 9.04, "2014": 9.97},
Step2. Calculate the sum of all values: 8.12+9.04+9.97=27.13,

Step3. The final calculation result is obtained: 27.13.

Follow the format of the example above, generate a question and the corresponding answer step by step based on the image.

Table 11: Chart question generation or rationale generation from the few-shot template.
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DocVQA & InfoVQA & ChartQA

1. The question should require spatial understanding of the image.
2. The question should require counting.

3. The question should require reasoning of the image.

InfoVQA & ChartQA

1. The question should require color understanding of the image.
2. The question should require counting of colors.

3. The question should require counting and color understanding.

ChartQA

. The question should require math reasoning about min.

. The question should require math reasoning about average.

. The question should require math reasoning about the difference between max and min.

. The question should require math reasoning about difference.

. The question should require math reasoning about comparison.

. The question should require math reasoning about average and max.

. The question should require math reasoning about sum.

. The question should require math reasoning about max.

9. The question should require math reasoning about average and min.

10. The question should require math reasoning about ratio.

11. The question should require color understanding and math reasoning to compute the difference.
12. The question should require color understanding and math reasoning about comparison.

13. The question should require spatial understanding and math reasoning to compute difference.
14. The question should require spatial understanding and math reasoning about average.

0NN N AN

Table 12: Constraints on question generation for different datasets.
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Below is an instruction that describes an evidence error detection task in the general document domain, paired with an image.
Generate an appropriate response to the given instruction.

### Instruction:

Given an image, question-answer pair, and corresponding evidence, assess whether the evidence is faithful to the images and
corresponding text information and whether it accurately contains the context information of the question-answer pair in the

image and table. Please complete the task in three steps:

1. In the first step, assess whether each step of evidence is consistent with the information in the image and the table.

If consistent, store "True" in the variable {is_faithful}; otherwise, store "False".

2. In the second step, assess whether each step of evidence contains the context information of the question-answer pair in the image.
If it does, store "True" in the variable {is_include}; otherwise, store "False".

3. If {is_faithful} is True and {is_include} is True, store "True" in the variable {result}; otherwise, store "False" in the variable {result}.
Please organize the results in the following table:

| step | output |

|11 {is_faithful} |

121 {is_include} |

Finally, present the predicted answer in the format: "The answer is: {result}"

###Follow the example:

### Question_answer pairs

Llver is a source of how many of the vitamins shown here? answer: 6
### Evidences

| step | output |

|'1140% of visitors to VIC went to Melbourne. |

12160% |

The answer is: 60%

### Response

Istep | outputl

|11 False |

121 True |

The answer is: False

Follow the format of the instruction above, Generate the corresponding response based on the image, evidence, and question-answer pairs:
###Question_answer pairs

question & answer

###Evidence

rationale

Table 13: Error detection template for generated data.

Given a dataset consisting of DocVQA/InfographicsVQA/ChartQA and corresponding questions.
The task is to classify each question into one of the following five types based on the image and the type of information
required to answer the question.

Here are the definitions for each type:

Color: Questions that require an understanding of colors.

Spatial: Questions that involve spatial relationships or positions (e.g., "next to," "above," "below", "left", "right").
Text_extractive: Questions that require extracting specific text information from the document image.

Count: Questions that involve counting elements or objects in the document image.

Reasoning: Questions that require logical reasoning, inference, or combining multiple pieces of information.

For each question, analyze the content and determine the appropriate type.

Now, classify the following questions from the DocVQA/InfographicVQA/ChartQA dataset:
###Question

question

Table 14: Question classification template based on MLLM.
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