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Abstract

Recent advances in Large Language Models
(LLMs) have highlighted the challenge of han-
dling long-context tasks, where models need
to reason over extensive input contexts to ag-
gregate target information. While Chain-of-
Thought (CoT) prompting has shown promise
for multi-step reasoning, its effectiveness for
long-context scenarios remains underexplored.
Through systematic investigation across diverse
tasks, we demonstrate that CoT’s benefits gen-
eralize across most long-context scenarios and
amplify with increasing context length. Moti-
vated by this, we propose a process-supervised
framework that teaches models to generate
high-quality reasoning paths for enhanced long-
context performance. Our framework incor-
porates a self-sampling mechanism to boot-
strap reasoning paths and a novel quality as-
sessment protocol specifically designed for
long-context scenarios. Experimental results
on various long-context benchmarks demon-
strate the effectiveness of our approach, achiev-
ing significant improvements over outcome su-
pervision baselines on both in-domain tasks
(+13.6,+3.8 and +7.5 points for LLaMA/Qwen
on MuSiQue) and cross-domain generaliza-
tion (+9.3,+8.1 and +10.4 points on average
across diverse QA tasks). We release our
code and dataset at https://github.com/
lemon-progi123/LongRePS.

1 Introduction

Large Language Models (LLMs) have revolution-
ized language modeling and achieved remarkable
success in traditional NLP tasks (Brown et al.,
2020). This success has spurred their application
to increasingly complex real-world scenarios (Guo
et al., 2025; Claude, 2024; GPT4o0, 2024), partic-
ularly long-context tasks such as document-level
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Figure 1: (a) Average gain w/ CoT prompting of open-
source and proprietary models on long-context datasets
of various domains and length tiers. SQA, MQA, LICL,
Syn is short for Single-Document QA, Multi-Document
QA, Long In-Context Learning, and Synthetic tasks,
respectively. Short, Medium, Long denotes different
length tiers (<32k, 32-96k, >96k). Details see Section 3.
(b) Zero-shot majority voting results w.r.t. sampling
rounds on MuSiQue, w/ and w/o CoT prompting.

question answering (Trivedi et al., 2022), summa-
rization (Zhong et al., 2021), multi-shot in-context
learning (Li et al., 2024b), and repository-level
code generation (Bogomolov et al., 2024). These
tasks typically require implicit reasoning steps
that retrieve and aggregate information dispersed
throughout extensive contexts before generating re-
sponses, posing significant challenges for contem-
porary long-context language models (LCLMs).
As a means to elicit reasoning, Chain-of-
Thought (CoT) prompting has demonstrated re-
markable efficacy in enhancing multi-step reason-
ing tasks (Wei et al., 2022; Madaan and Yazdan-
bakhsh, 2022; Sprague et al., 2024). However, its
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effectiveness in long-context scenarios remains un-
derexplored and only a few works have analyzed
the use of CoT from limited perspectives, such as
context length (Modarressi et al., 2025), task dif-
ficulty (Bai et al., 2024b), etc. Building on prior
work, we conduct first systematic investigation of
CoT’s effectiveness across a diverse set of long-
context tasks of varying lengths and domains on
both open-source and proprietary models of differ-
ent scales. As illustrated in Figure 1(a), CoT’s ben-
efits generalize across most long-context scenarios,
and amplify with increasing context length. Even
more intriguingly, zero-shot majority voting results
(Figure 1) on the long-context multi-hop reasoning
task MuSiQue (Trivedi et al., 2022) demonstrate
that CoT substantially outperforms pure majority
voting, and exhibits a steeper improvement trajec-
tory as sampling rounds increase, but still signif-
icantly lags behind its oracle performance. This
naturally leads to the following research question
(RQ): How to enhance models’ capability in long-
context scenarios to generate high-quality reason-
ing paths ! for improved performance?

To address the question, we further investigate
methods to train models in generating high-quality
reasoning paths in long-context scenarios, aiming
to enhance overall performance. Given that real-
world annotated data typically only contains out-
come labels, we construct training data through
a two-stage approach: first bootstrapping reason-
ing paths from the model itself, then identifying
high-quality ones via a novel assessment protocol
specifically designed for long-context scenarios.
Our protocol evaluates both answer correctness
and process reliability, with the latter strategically
decomposed into source faithfulness and intrinsic
consistency for efficient and accurate assessment.
These self-sampling and quality assessment mech-
anisms together form a process-supervised frame-
work that not only guides models toward correct
answers but also teaches them appropriate reason-
ing patterns to reach these conclusions.

We train LLaMA3.1-8B (Dubey et al., 2024)
and Qwen2.5-{7B,32B} (Yang et al., 2024a) on the
MuSiQue dataset and comprehensively evaluate
their performance across a diverse set of bench-
marks, including: (1) MuSiQue, for assessing in-
domain performance; (2) Selected QA tasks from
LongBenchV1 (Bai et al., 2023), for measuring

'Tn this work, we use the terms CoT and reasoning path

interchangeably. They both refer to the models’ reasoning
thoughts including the final answer.

generalization capabilities on both single and multi-
document question answering; and (3) Selected QA
tasks from LongBenchV2 (Bai et al., 2024b), which
feature longer contexts and more diverse domains.
Compared to the baseline method of outcome su-
pervision, our proposed process-supervised frame-
work demonstrates superior performance on both
the in-domain MuSiQue dataset (+13.6,+3.8 and
+7.5 points for LLaMA/Qwen) and other QA tasks
(+9.3, +8.1 and +10.4 points on average). These
results validate the effectiveness of our approach
across long-context scenarios spanning various do-
mains and lengths.

Our contributions can be summarized as follows:

* We conduct, for the first time, a systematic exam-
ination to consolidate the effectiveness of CoT
across most long-context scenarios of varying
lengths and domains.

* We propose a long-context process-supervised
framework comprising CoT sampling and a qual-
ity assessment protocol that efficiently ensures
both answer correctness and process reliability
of reasoning paths for long-context scenarios.

* Comprehensive experiments validate the superi-
ority of our framework in both in-domain and
generalization performance, and demonstrate the
effectiveness of our quality assessment protocol.

2 Related Work

Long-Context Language Modeling Context
length is one of the most fundamental properties
of language models, determining the total amount
of information they can process at once. Long-
context language modeling seeks to extend this
capacity, pushing the boundaries of models’ con-
text windows. Research for context window exten-
sion primarily follows two directions. The first is
data-driven strategies, which focus on constructing
training data that exhibits long-range dependency
patterns (Gao et al., 2024; Fu et al., 2024; Chen
et al., 2024a; Dubey et al., 2024; Xiong et al., 2024;
Si et al., 2024; Wang et al., 2024a; Chen et al.,
2024b; Bai et al., 2024a; Wu et al., 2024). The
second is architecture-driven approaches, which
enhance models’ potential for processing long con-
texts by modifying components such as position
encodings (Chen et al., 2023; Zhu et al., 2023; Peng
et al., 2024; Ding et al., 2024) and attention mecha-
nisms (An et al., 2024; Jin et al., 2024). Build-
ing upon these advances, current LCLMs have
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demonstrated remarkable performance on simple
long-context tasks, such as needle-in-haystack re-
trieval (Kamradt, 2023; Hsieh et al., 2024; Zhu
et al., 2024). However, these models still struggle
with more complex tasks, particularly long-context
reasoning (Kuratov et al., 2024; Li et al., 2024b;
Levy et al., 2024). Motivated by this challenge, our
work investigates how to improve models’ long-
context reasoning capabilities by guiding them to
generate high-quality Chains of Thought (CoT).
Process Supervision Process supervision is a
concept proposed to distinguish from outcome su-
pervision (Uesato et al., 2022). In process super-
vision, models are not only guided toward correct
answers but also taught appropriate reasoning pat-
terns to reach these conclusions. A significant
application of process supervision is in reinforce-
ment learning (Uesato et al., 2022; Lightman et al.,
2023; Luo et al., 2024), where trained reward mod-
els for process evaluation, known as Process Re-
ward Models (PRMs), are used to supervise the
execution process of policy models. Numerous
studies have demonstrated that process supervision
outperforms outcome supervision in domains re-
quiring multi-step reasoning, such as mathemat-
ics (Wang et al., 2024b; Lightman et al., 2023). Be-
yond the reinforcement learning paradigm, many
works directly utilize high-quality CoT, obtained
either through model’s self-rejection sampling (Ze-
likman et al., 2022; Singh et al., 2023; Zhang et al.,
2024; Hosseini et al., 2024; Pang et al., 2024; Wang
et al., 2024c) or sampling from other models, to
train models’ reasoning process via supervised fine-
tuning (QwQ, 2024; Guo et al., 2025; Team et al.,
2025). Our approach falls into the latter category.
Most closely related to our work is SEALong (Li
et al., 2024a). Our method differs from it in two
significant aspects: (1) While SEALong focuses on
unsupervised scenarios with limited improvements,
we achieve substantial in-domain and generaliza-
tion gains by building upon outcome supervision
in supervised settings. (2) We specifically design a
CoT quality assessment protocol tailored for long-
context scenarios to ensure both accuracy and reli-
ability of generated CoTs, whereas SEALong pri-
marily relies on outcomes to select CoTs.

3 Efficacy of CoT in Long Context Tasks

Tasks To comprehensively evaluate the effective-
ness of CoT in long context scenarios, we curate
a diverse set of tasks encompassing both synthetic

| Real-World | Synthetic \
Tasks Total

|SQA MQA LICL|S-NIAH MNR3 |
#Data | 126 90 41 96 96 449
Avglen| 49k 48k 76k 57k 57k 55k
Source LongBenchV2 | RULER BABILong| -

Table 1: Statistics of the curated evaluation dataset. Av-
gLen is short for Average Length, which is measured
by number of tokens according to the tokenizer of
LLaMA3.1 (Dubey et al., 2024).

and real-world scenarios, covering a wide length
range from 10k to 128k tokens. For synthetic
scenarios, we select the single needle retrieval
task (S-NIAH) from RULER (Hsieh et al., 2024)
and the multi-needle reasoning task with 3 sup-
porting facts (MNR3) from BABILong (Kuratov
et al., 2024), which specifically focus on assess-
ing models’ retrieval and reasoning capabilities
within extended contexts. Since synthetic datasets
allow flexible length control, we sample an equal
number of examples at lengths of {16,32,64,128 }k
for testing. For real-world scenarios, we se-
lect three representative tasks from LongBench-
V2 (Bai et al., 2024b): Single-Document Question-
Answering (SQA), Multi-Document Question-
Answering (MQA), and Long In-Context Learn-
ing (LICL), covering various domains including
Academic, Literary, Legal, Finance, etc. For each
task type, we retain test samples with lengths less
than 128k. Basic statistics of the curated evalua-
tion dataset is presented in Table 1. In this section,
we conduct a systematic investigation into the ef-
fectiveness of Chain-of-Thought in zero-shot long
context scenarios. Below, we will first introduce
our evaluation setting (§ 3.1), and then present the
detailed experimental results (§ 3.2).

3.1 Evaluation Setup

Metrics To facilitate evaluation, we structure all
tasks into a multiple-choice QA format to standard-
ize the model’s output format, which enables us
to directly use choice accuracy as the evaluation
metric. It is worth noting that the original tasks
in RULER and BABILong are not presented in
a multiple-choice format. Therefore, we create
multiple-choice QA pairs by combining the current
sample’s ground truth with ground truth answers
from other samples to form the candidate options.
Models To comprehensively analyze the ef-
fectiveness of CoT in long context scenar-
ios, we conduct experiments using both open-
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Figure 2: Performance gain of CoT for synthetic (MNR3, S-NIAH) and real-world (SQA, MQA, LICL) long context
scenarios across all models. It is demonstrated that CoT particularly benefits proprietary and large-scale open-source
models, and its effectiveness ranges across most long context scenarios, except for extremely easy retrieval tasks.

source and proprietary models of different scales
and architectures, all supporting 128k context
length. The tested models include LLaMA3.1-
{8B,70B }-Instruct (Dubey et al., 2024), Qwen2.5-
{7B,72B}-Instruct (Yang et al., 2024b), Claude-
3.5-Sonnet (Claude, 2024), GPT-40 (GPT40, 2024)
and GPT-40-mini (GPT4o0, 2024). For ensuring
fair benchmarking, the prompts employed in the
evaluation strictly follow the two-step reasoning
framework established in LongBench v2 (Bai et al.,
2024b), as shown in Appendix A.

3.2 Observations

Figure 2 presents inference-time performance gain
of CoT for both synthetic and real-world long con-
text scenarios across all models.

First, we observe that CoT particularly benefits
proprietary and large-scale open-source mod-
els (Observation 1), as evidenced by the improve-
ment on LLaMA3.1-70B-Instruct, Qwen2.5-70B-
Instruct, Claude-3.5-Sonnet, GPT-40-mini. By con-
trast, small scale models including LL.aMA3.1-8B-
Instruct and Qwen?2.5-7B-Instruct fail to yield con-
sistent performance gains from CoT. We hypoth-
esize that this is due to smaller models’ weaker
overall capabilities, which may prevent them from
generating high-quality reasoning paths to derive
correct answers.

In addition, we find that CoT is effective across
most long context scenarios, except for ex-
tremely easy retrieval tasks (Observation 2).
This is consolidated by the results that most models
yield improvement on complex real-world scenar-
i0s (SQA, MQA, LICL) and synthetic scenarios
that requires multi-hop reasoning over long context
(MNR3), while showing no gain and even suffering

loss on the easiest single needle retrieval task (S-
NIAH). We attribute this to the fact that S-NIAH is
already sufficiently simple for most LCLMs, typ-
ically achieving 100% accuracy, and introducing
CoT may actually create interference. Notably,
while Sprague et al. (2024) indicates that CoT is
only effective for short-context tasks involving sym-
bolic operations and reasoning, our observations
complement their findings and demonstrate the im-
portance of CoT prompting for long-context tasks.
Further analysis explores how CoT benefits test
samples of different lengths. We divide the test
data into three length tiers: Short (<32k), Medium
(32k-96k), and Long (>96k), with 199, 161, and
89 samples each. Table 2 presents the performance
gains achieved with CoT across all large-scale mod-
els for each length interval. We observe that the
Medium and Long groups generally show higher
improvements with CoT compared to the Short
group. This indicates that CoT provides more
benefits for longer tasks (Observation 3), possi-
bly due to the increased need for implicit reasoning
steps for information retrieval in longer contexts.
We additionally provide a task-specific analysis
across context lengths detailed in Appendix C.

4 Improving LCLMs via Self-Sampled
Reasoning Paths

Section 3 consolidates the substantial benefits of
CoT in long-context scenarios. Encouraged by
these findings, we further explore how to enhance
models’ ability to generate high-quality CoTs in
long-context scenarios, thereby improving their rea-
soning capabilities over long contexts. This section
details the proposed process-supervised training
framework, which comprises a self-sampling phase
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Figure 3: Our process-supervised framework for long-context tasks. We begin by sampling a diverse collection of
N reasoning paths from the model. A quality assessment procedure consisting of three criteria is then applied to
these samples to select high-quality training samples, which are then used for supervised fine-tuning.

Model Short Medium Long
LLaMA3.1-70B-Instruct ~ +2.0 +9.9 +9.0
Qwen?2.5-72B-Instruct +1.0 +5.0 +6.7
Claude-3.5-Sonnet +3.5 +9.3 +1.6
GPT-40 -0.5 +5.5 +5.7
GPT-40-mini +4.0 +1.3 +6.2
Avg. +2.0 +6.2 +5.8

Table 2: Performance gain of CoT on test samples of
different length tiers: Short (<32k), Medium (32k-96k),
and Long (>96k). CoT generally provides more benefits
for longer samples (Medium & Long).

to collect reasoning paths, a quality assessment
phase specifically designed for long-context sce-
narios to identify high-quality CoTs, and a training
phase that performs supervised fine-tuning using
the high-quality CoTs. The overall training process
is illustrated in Figure 3.

4.1 Self-Sampling

We collect diverse reasoning paths via self-
sampling, generating N variants per example to
explore different reasoning strategies. During sam-
pling, we employ a prompt (See Appendix A) that
guides models through three key steps: (1) break-
ing down the question into manageable compo-
nents, (2) identifying and citing relevant excerpts
from the source text, and (3) deriving conclusions
based on these excerpts. Crucially, we require mod-
els to explicitly cite source text by marking excerpts
with ‘[Excerpt xxx]’, where each excerpt must ex-
actly match a portion of the original document.
This strict matching requirement enables efficient

and reliable assessment of source faithfulness in the
subsequent quality evaluation phase (Section 4.2).

4.2 CoT Quality Assessment

To identify high-quality CoT, we assess CoT qual-
ity via answer correctness and process reliability,
ensuring alignment with ground truth and logical
coherence.

Answer Correctness (AC) First, we require CoT
to arrive at correct answers, filtering out failed rea-
soning paths. Specifically, we compute the F1-
score between the CoT-derived final answer and
the ground truth, retaining only reasoning paths
with F1-scores above a threshold §. This straight-
forward criterion ensures the basic effectiveness of
the reasoning process.

Process Reliability Beyond answer correctness,
we further require the reasoning process itself to be
reliable. Evaluating the reliability of reasoning pro-
cesses is particularly challenging in long-context
scenarios, as it requires referencing extensive in-
put text. Even when using LLMs capable of han-
dling long inputs, ensuring assessment accuracy
remains difficult and computationally expensive.
To address this challenge, we decompose process
reliability into two components: source faithful-
ness and intrinsic consistency. The former ensures
reasoning faithfulness to the source text and can be
efficiently measured through simple string match-
ing with our novel design, while the latter focuses
on CoT’s inherent quality and can be assessed by
LLMs without requiring additional context. This
decomposition enables efficient evaluation of rea-
soning processes in long-context scenarios.
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* Source Faithfulness Source Faithfulness re-
quires reasoning paths to be grounded in the ac-
tual content present in the long context. This is
crucial to prevent hallucination or the inclusion
of irrelevant content that could contaminate the
training data. By requiring models to provide rel-
evant excerpts during sampling (Section 4.1), we
can directly employ substring exact matching to
verify citation faithfulness against the source text.
This enables efficient assessment of CoT’s infor-
mation fidelity, allowing us to filter out reasoning
paths that contain content inconsistent with the
original text.

* Intrinsic Consistency After ensuring source
faithfulness to the input text, we further examine
the quality of CoT itself, which we term as Intrin-
sic Consistency. Specifically, a high-quality CoT
should demonstrate logical coherence (appropri-
ate question breakdown, logical use of informa-
tion, and sound reasoning chain), completeness
(primary reliance on retrieved information rather
than model’s internal knowledge), and concise-
ness (avoiding irrelevant or excessive details).
Given the complexity of evaluating these dimen-
sions, we employ LLM scoring with prompts
detailed in Appendix A.

Finally, for each retained example, we select the
CoT with the highest intrinsic consistency score
for inclusion in the training data. In this way, we
construct a high-quality self-sampled dataset for
further model fine-tuning.

4.3 Supervised Fine-tuning

After collecting high-quality self-sampled reason-
ing paths, high-quality CoTs are used for super-
vised fine-tuning to improve long-context task per-
formance. Specifically, we minimize the expected
negative log-likelihood:

Ly = E(xvy),\,p[— log Mg (y|z)]

where D denotes the training dataset, and My (y|z)
denotes the conditional likelihood of CoT y under
the model parameterized by 6.

5 Experiments

5.1 Experimental Setups

Training Data We conduct our self-training ex-
periments on MuSiQue (Trivedi et al., 2022), a chal-
lenging multi-hop QA task that requires models

to integrate information from multiple Wikipedia
documents to answer questions. To better align
with modern long-context scenarios, we extend the
dataset’s context length to 10-16k tokens following
SEALong’s method (Li et al., 2024a).

Candidate Models We select LLaMA-3.1-8B-
Base (Dubey et al., 2024) and Qwen-2.5-{7B,
32B}-Base (Yang et al., 2024a) as the candidate
models for CoT self-training. Notably, we opt for
base versions rather than instruction-tuned variants,
as the latter typically undergo sophisticated post-
training procedures that may include CoT gener-
ation optimizations, which could compromise the
reliability of our experimental results. To equip
the base models with basic instruction-following
capabilities, we perform a simple warmup pro-
cess at first (details provided in Implementation
Details). We also acknowledge the necessity of
conducting experiments across models of varying
scales. Our current computational resources remain
insufficient to perform experiments on larger-scale
models such as Llama-70B even considering LoRA
fine-tuning (Hu et al., 2022).

Evaluation Setup To comprehensively analyze
the effectiveness of our proposed self-training
framework, we evaluate the trained models across a
diverse set of datasets, including: (1) MuSiQue, for
assessing in-domain performance; (2) Selected QA
tasks from LongBenchV1 (Bai et al., 2023), includ-
ing Qasper (Dasigi et al., 2021), HotpotQA (Yang
et al., 2018), MultiFieldQA-En (Bai et al., 2023),
and 2WikiMultihopQA (Ho et al., 2020), for mea-
suring generalization capabilities on both single
and multi-document question answering; and (3)
Selected QA tasks from LongBenchV?2 (Bai et al.,
2024b), which feature longer contexts and more di-
verse domains. We employ F1-score and multiple-
choice accuracy as evaluation metrics, depending
on the format in which each task is structured. We
also include the results from for LLaMA3.1-8B-
Instruct, Qwen-2.5-{7B, 32B }-Instruct, GPT-4o0,
GPT-40-mini for reference.

Implementation Details Our training dataset for
MuSiQue comprises 3,300 examples in total. For
the warmup stage, we first select 300 examples and
obtain their reasoning paths from the instruction-
tuned versions of candidate models, then fine-tune
their corresponding base models on these CoT ex-
amples for 20 steps. In the self-training stage, we
use the warmed-up models to generate reasoning
paths for the remaining 3,000 examples. Specifi-
cally, we sample 30 CoTs per example and apply
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QAs-LBV1 QAs-LBV2
Model MuSiQue Avg.
HPQA MFQA Qasper 2WMQA SQA MQA
LLaMA-3.1-8B-Instruct 45.3 57.3 53.8 429 64.0 29.3 32.2 46.4
LLaMA-3.1-8B-Base 12.6 21.2 29.9 13.4 19.9 1.2 1.7 14.3
w/ Outcome Supervision 47.0 50.0 44.4 32.1 37.1 17.1 14.8 34.7
w/ Ours 60.6(+13.6) 57.9(+7.9) 53.8(+9.4) 36.0+3.9) 50.5+134) 28.1+11.0) 31.3(+16.5) 44.0(+9.3)
Qwen-2.5-7B-Instruct 39.4 57.5 48.7 43.0 54.2 342 33.0 443
QOwen-2.5-7B-Base 23.8 43.8 46.2 29.9 28.2 30.5 32.2 335
w/ Outcome Supervision 49.2 58.1 43.2 29.7 41.2 20.7 17.4 37.1
w/ Ours 53.0(+3.8) 57.0¢-1.1) 45.6(+2.4) 38.4(+8.7) 58.1(+16.9) 30.5+9.8) 33.9(+16.5) 45.2(+8.1)
Qwen-2.5-32B-Instruct 44.1 61.2 53.6 45.1 75.1 44 4 36.6 51.4
QOwen-2.5-32B-Base 28.8 46.4 41.7 27.7 432 41.7 34.8 38.0
w/ Outcome Supervision 434 57.6 36.5 23.7 54.9 33.7 29.5 40.1
w/ Ours(LoRA) 50.9(+7.5) 63.6(+6.0) 49.4(+12.9) 41.2(+13.5) 68.3(+134) 42.1(+84) 36.0(+6.5) 50.5(+10.4)
GPT-40-mini 46.3 56.1 50.2 38.7 64.0 342 34.2 46.2
GPT-40 55.8 65.8 54.8 454 74.8 46.0 472 55.7

Table 3: Performance comparison of different models on the selected QA tasks from LongBenchV1 (QAs-LBVI) and
the longer and more domain-diverse QAs from LongBenchV2 (QAs-LBV2). HPQA, MFQA, 2WMQA, SQA, MQOA
is short for HotpotQA, MultiFieldQA, 2WikiMultihopQA, Single-Document QA, Multi-Document QA respectively.
Numbers in parentheses show changes from outcome supervision baseline, (improvements in green, degradations in
red). Our method not only excels on in-domain tasks (MuSiQue) but also exhibits strong generalization capabilities.

our proposed filtering strategy (Section 4.2) to con-
struct the training set. The remaining examples
are used to fine-tune the warmed-up models for 2
epochs. For the baseline model using outcome
supervision, we directly fine-tune the warmed-
up models on the complete 3000 examples for 2
epochs. Due to computational constraints, we em-
ploy LoRA (Hu et al., 2022) for 32B models. For
fair comparison, we report the best performance
achieved across the two epochs. Please refer to
the Appendix D for more detailed hyperparameter
configurations.

5.2 Main Results

Table 3 presents the performance of our models
across the evaluated datasets.

CoT Supervision Beats Qutcome Supervision
First, we observe that our proposed method sig-
nificantly outperforms the baseline method of out-
come supervision on MuSiQue for LLaMA-3.1-8B-
Base and Qwen-2.5-{7B,32B}-Base. The improve-
ment is particularly pronounced for the LLaMA-
3.1-8B-Base model, demonstrating a substantial
performance gain of +13.6 points. Similarly, in
the model’s majority voting performance evalua-
tion, our method also achieves a significant im-
provement (See Appendix B). This validates the
overall effectiveness of CoT supervision, which
not only guides models toward correct answers but
also teaches them appropriate reasoning patterns to

Assess Criteria MuSiQue QAs-LBV1 QAs-LBV2 Avg.

LLaMA-3.1-8B
AC check only 54.0 46.7 22.9 40.9
+ SF 54.8 46.3 25.1 414
+SF +IC 60.6 47.0 29.7 44.0
QOwen-2.5-7B
AC check only 49.8 49.7 29.2 439
+ SF 50.9 50.1 31.8 45.0
+SF+1IC 53.0 49.8 32.2 45.2

Table 4: Ablation experiments on our proposed CoT
quality assessment protocol. AC, SF, and IC are short
for Answer Correctness, Source Faithfulness, and In-
trinsic Consistency, respectively. Other notations follow
Table 3. The results show that each assessment criterion
contributes positively to the model’s performance.

reach these conclusions.

Superior Generalizability Furthermore, Ta-
ble 3 compares the generalization performance
of our method against the baseline across various
tasks. Results show that our method consistently
achieves superior performance, both on other multi-
document QA tasks from LongBenchV1 and on
tasks from LongBenchV2 featuring longer contexts
and more diverse domains. Specifically, we ob-
serve average performance gains of +9.3, +8.1 and
+10.4 points for LLaMA and Qwen models respec-
tively, reaching performance levels comparable to
GPT-40-mini. More importantly, the performance
improvement observed on Qwen-2.5-32B suggests
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Figure 4: Impact of sampling size on model perfor-
mance on MuSiQue.

that our process supervision method remains ef-
fective with increasing model size without show-
ing diminishing returns. These results demonstrate
that our method exhibits strong generalization capa-
bilities on out-of-domain tasks, bringing improve-
ments across long-context scenarios of varying for-
mats, domains, and context lengths.

5.3 Ablation Study

Efficacy of Our Quality Assessment Protocol
We further examine the effectiveness of our as-
sessment protocol in selecting high-quality CoTs
as training data. Since maintaining answer correct-
ness is a fundamental requirement and de facto stan-
dard in common practice, its effectiveness is self-
evident. We thus focus on examining the criteria for
process reliability: source faithfulness and intrinsic
consistency. As shown in Table 4, incorporating
each assessment criterion brings positive benefits,
with the highest performance achieved when all
three criteria work together. For the LLaMA-3.1-
8B model, compared to using answer consistency
check alone, adding source faithfulness check leads
to an average gain of +0.5 points, while further in-
corporating intrinsic consistency scoring brings an
additional +2.6 points. Similarly, for the Qwen-2.5-
7B model, applying all three assessment criteria
improves the average score by +1.3 points. This
consistent improvement across both models under-
scores the necessity of each component in ensuring
the quality of self-sampled reasoning paths.

6 Analysis

Impact of Sampling Size First, we analyze how
the number of sampled candidate CoTs per training
example affects model performance. As expected,
a larger sampling size provides more diverse candi-
dates, potentially enabling the selection of higher-
quality CoTs. Figure 4 illustrates the impact of

— [ Self-Sampled Data
[ GPT-40-mini Data
B GPT-40 Data

Fl-score / Acc
N %3
s 3

(9%
(=]

20 mﬂ.

MuSiQue QAs-LBVI QAs-LBV2 Avg.

Figure 5: The impact of CoTs of different quality on
model performance. Notations align with Table 3.

sampling size on model performance on the test set
of MuSiQue. Interestingly, we observe that model
performance first increases and then decreases with
the increasing sampling size. Performance peaks at
30 samples for Qwen-2.5-7B and 50 for Llama-3.1-
8B. We hypothesize that this phenomenon might
be due to the increased difficulty in maintaining
consistent quality assessment with larger candidate
pools.

Impact of CoT Source Models Beyond self-
sampling CoTs from the base model, we inves-
tigate the effectiveness of training with CoTs di-
rectly sampled from more capable models (GPT-
40-mini and GPT-40), as shown in Figure 5. We
observe that GPT-40-generated CoTs perform best
across scenarios: the in-domain MuSiQue task,
other QA tasks from LongBench V1 and V2, fol-
lowed by GPT-40-mini and then self-sampled CoTs.
Combined with our ablation results in Table 4,
these findings demonstrate that improving CoT
quality, whether through careful selection from
self-sampled candidates or direct sampling from
stronger models, effectively enhances model capa-
bilities in long-context scenarios.

7 Conclusion

In this study, we propose a process-supervised
framework to enhance the long-context reasoning
capabilities of LLM by guiding them to generate
high-quality reasoning paths. By conducting ex-
periments on various long-context benchmarks, we
demonstrate that our framework significantly im-
proves model performance on both in-domain and
out-domain tasks, highlighting the generalization
capabilities of our method. Our experiments un-
derscore the critical role of process-supervised rea-
soning paths in enhancing long-context language
models, enabling them to navigate and reason over
extensive textual information with greater accuracy
and reliability. By reducing the reliance on human
annotations and leveraging self-sampled data, our
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approach offers a scalable solution for enhancing
LLMs’ reasoning abilities.

Limitations

Our work is still limited in some aspects. Although
we have conducted experiments on Llama-3.1-8B
and Qwen-2.5-{7B,32B} to verify the validity of
our proposed framework, we lack experiments on
larger models (e.g., 70B and 140B parameters) due
to limited computational resources. Similarly, due
to GPU memory constraints, we can only fine-tune
our model on sequences up to 16K tokens in length.
We believe that fine-tuning on longer sequences
would lead to better performance on long-text tasks.
In future work, we plan to address these limitations
and further explore the effectiveness of our frame-
work on larger models and longer sequences.
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A Prompts

Prompt for CoT Analysis #1

Please read the following text and answer the questions below.
<text>

$DOCS$

</text>

What is the correct answer to this question: $Q$

Choices:

(A) $C_AS

(B) $C_B$

(C) $C_C$

(D) $C_D$

Let’s think step by step:
N

Prompt for CoT Analysis #2

Please read the following text and answer the questions below.

The text is too long and omitted here.

What is the correct answer to this question: $Q$

Choices: (A) $C_A$

(B) $C_B$

(C) $C_C$

(D) $C_D$

Let’s think step by step: $COT$

Based on the above, what is the single, most likely answer choice? Format your response as follows: "The correct answer is
(insert answer here)".

.

3208



You are given a long document such as a story, meeting script, a news article, etc, and a question. Your task is to answer the
question based on the information provided in the document. You should follow the instructions below to provide an accurate
reasoning path, as well as a concise answer to the question:

**Instructions: **

Step 1. **Reasoning:** First retrieve all relevant information, then deduce the correct answer. Begin by carefully reading the
provided context. Identify and extract all relevant information that is directly related to the question. Be succinct and only
extract the most important excerpts that will help you answer the question. Finally, deduce the correct answer based on the
retrieved information.

Step 2. **Answer:** Using the information you have retrieved, and your deduction, answer the question as concisely as you
can, using a single phrase or sentence if possible. Ensure that your answer should be brief and to the point.

Step 3. **Format Your Response:** Present your response in JSON format, comprising two components: "reasoning" and
"answer". The "reasoning" section should detail your thought process, including the breakdown of the question, the relevant
excerpts (indicated by [Excerpt xxx] at the start), and the derived conclusion. Ensure that each excerpt is an exact match to the
original document. Limit the number of excerpts to a maximum of 10. The "answer" part should contain your final answer to
the question, as concise and to the point as possible.

INlustrative Examples:

Example #1:

**Context:** [... Saltram is living with the Mulvilles at Wimbledon ... He is not working or producing anything ... He is idle
and dependent on others ...]

**Question:** What is Saltram’s living situation?

**Response: **

{{

"reasoning": "Let me first retrieve relevant excerpts from the document, then answer the question. The question asks
about Saltram’s living situation. In the document, I can first locate that [Excerpt 1] ‘Saltram is living with the Mulvilles at
Wimbledon‘. Additionally, it is mentioned that [Excerpt 2] ‘He is not working or producing anything‘ and [Excerpt 3] ‘He is
idle and dependent on others‘. From these excerpts, I can deduce that Saltram is a guest in the home of the Mulvilles.",
"answer": "He is a guest in the home of the Mulvilles."

1

Example #2:

**Context:** [... The Collegian is the bi-weekly official student publication of Houston Baptist University in Houston, Texas ...
Houston Baptist University, affiliated with the Baptist General Convention of Texas, offers bachelor’s and graduate degrees. It
was founded in 1960 ...]

**Question: ** When was the institute that owned The Collegian founded?

**Response:**

{{

"reasoning": "Let me first retrieve relevant excerpts from the document, then answer the question. The question asks about the
founding date of the institute that owned The Collegian. In the document, I can first locate that [Excerpt 1] ‘The Collegian is
the bi-weekly official student publication of Houston Baptist University in Houston, Texas®, so I need to look for information
about Houston Baptist University. I find that [Excerpt 2] ‘Houston Baptist University was founded in 1960°. Therefore, the
institute that owned The Collegian was founded in 1960.",

"answer": "1960"

1

Now, based on the context provided below, answer the question as concisely as you can, using a single phrase or sentence if
possible.

**Context:** {context}

**Question: ** {question}

**Response: **
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[Question]
{question}

[The Start of Assistant’s Reasoning Path]
{reasoning}
[The End of Assistant’s Reasoning Path]

[System]

We would like to request your feedback on the quality of the reasoning process in the given response. The model receives a
long text input and a complex question. Its task is to retrieve relevant information from the long text (marked as [Excerpt xxx]
and enclosed in ) based on the question’s requirements and provide the correct answer. Above, we have provided both the
question and the model’s reasoning process. While the model’s final answer is correct, we need you to evaluate whether its
reasoning process is sound.

Please assess the model’s reasoning process based on the following aspects:

1. Logical Coherence:

- The model should break down the question appropriately

- The use of retrieved information should follow logical patterns

- The chain of reasoning from retrieved information to the final answer should be sound

2. Completeness:
- The reasoning process should primarily rely on information retrieved from the text ([Excerpts xxx])
- The model should not heavily depend on its own knowledge base

3. Conciseness:
- Only information relevant to answering the question should be retrieved
- The model should avoid listing excessive or irrelevant information

Please rate whether this reasoning path is suitable for the question. The assistant receives an overall score on a scale of 1 to
100, where a higher score indicates better overall performance.

Please note that if the assistant’s reasoning process fully meets the above criteria, its overall rating should be full marks (100).
Please first provide a comprehensive explanation of your evaluation, avoiding any potential bias.

Then, output a line indicating the score of the Assistant.

PLEASE OUTPUT WITH THE FOLLOWING FORMAT, WHERE THE SCORE IS ON A SCALE OF 1 TO 100 BY
STRICTLY FOLLOWING THIS FORMAT: "[[score]]", FOR EXAMPLE "Rating: [[100]]":

<start output>

Evaluation evidence: your evaluation explanation here, no more than 100 words

Rating: [[score]]

<end output>

Now, start your evaluation:
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B Majority Voting Performance
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Figure 6: Majority voting results on MuSiQue, w/ out-
come supervision and w/ our proposed method. The
models align with Table 3.

The majority voting results of Llama-3.1-8B and
Qwen-2.5-7B are shown in Figure 6. We can see
that for both models, our method shows a signifi-
cant improvement compared to outcome supervi-
sion in the majority voting setting. This is consis-
tent with the phenomena we observed in Table 3.

C Task-Specific Context Length Analysis

Model Short Medium Long
LLaMA3.1-70B-Instruct ~ +1.3 +2.8 +4.0
Qwen2.5-72B-Instruct +4.3 +5.5 +4.5
Claude-3.5-Sonnet +3.2 +10.8 +2.8
GPT-40 +0.2 +0.6 +2.6
GPT-40-mini +6.5 +3.3 +13.2
Avg. +3.1 +4.6 +5.4

Table 5: Performance gain of CoT on SQA task of
different length tiers: Short (<32k), Medium (32k-96k),
and Long (>96k).

To address potential interactions between task
types and context lengths in our CoT evaluation
presented in Section 3, we provide supplementary
results for the SQA task across context length tiers
in Table 5. These results align with our core ob-
servations in Section 3.2, showing that CoT gener-
ally provides greater benefits for longer contexts
even when examining a single task type. The pat-
tern holds despite some model-specific variations,
with the average improvement increasing from +3.1
(Short) to +5.4 (Long).

D Additional Implementation Details

The following provides detailed hyperparameter
specifications for both the warmup stage and self-

training stage:

Warmup Stage Ir = 1e°, batch_size = 32
Filtering Framework Sampling Temperature
= 0.7, Answer Consistency threshold = 1.0, CoT
quality assessed via GPT-40-mini

Self-Training Stage 1Ir = 5¢=%, batch_size = 32
LoRA Configuration Rank = 128, o = 128,
dropout = 0.05 (applied to all attention and
feed-forward layers)
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