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Abstract

Visual presentations are vital for effective com-
munication. Early attempts to automate their
creation using deep learning often faced issues
such as poorly organized layouts, inaccurate
text summarization, and a lack of image under-
standing, leading to mismatched visuals and
text. These limitations restrict their application
in formal contexts like business and scientific
research. To address these challenges, we pro-
pose PreGenie, an agentic and modular frame-
work powered by multimodal large language
models (MLLMs) for generating high-quality
visual presentations.

PreGenie is built on the Slidev presentation
framework, where slides are rendered from
Markdown code. It operates in two stages: (1)
Analysis and Initial Generation, which sum-
marizes multimodal input and generates ini-
tial code, and (2) Review and Re-generation,
which iteratively reviews intermediate code and
rendered slides to produce final, high-quality
presentations. Each stage leverages multiple
MLLMs that collaborate and share informa-
tion. Comprehensive experiments demonstrate
that PreGenie excels in multimodal understand-
ing, outperforming existing models in both aes-
thetics and content consistency, while aligning
more closely with human design preferences.

1 Introduction

Visual presentations play an important role in vi-
sual communication. They are frequently used in
speeches, reports, and various forms of concept ex-
pression, helping to enhance audience understand-
ing. Early visual presentations relied on manual
creation, which was time-consuming and repetitive.
In recent years, with the rapid development of gen-
erative models and MLLMs (Alayrac et al., 2022;
Liu et al., 2023; Team et al., 2023), many efforts
have been dedicated to automating the generation
of visual presentations. However, the task of auto-
matically generating visual presentations faces sev-
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Figure 1: The PreGenie framework, powered by
MLLMSs, processes text-image inputs to generate high-
quality visual presentations. Source: (Zhang et al.,
2023)

eral challenges: (1) Aesthetic and well-organized
layouts: From a design perspective, the generated
slide content must be well-arranged and meet hu-
man aesthetic standards. (2) Support for complex
multimodal inputs and outputs: The model needs
to understand complex text-image inputs (e.g., a
research paper or blog) and generate slides con-
taining both text and images. (3) Accuracy and
relevance between text and images: The gener-
ated text must closely align with the main ideas of
the original content, and the images on each slide
must be highly relevant to the accompanying text
to aid audience comprehension.

Existing work on visual presentation generation
can be divided into two categories: (1) Direct gen-
eration of text-image slides (Ma et al., 2025; Chen
et al., 2025). These methods, often using genera-
tive models such as diffusion models, embed text
directly into images. While the layouts generated
by these methods are often visually appealing, they
cannot handle complex text-image inputs. Addi-
tionally, the generated results are not editable, and
content accuracy cannot be guaranteed. As a result,
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these methods are unsuitable for fields with high re-
quirements for professionalism and precision, such
as scientific research. (2) Generation of interme-
diate code followed by rendering (Zheng et al.,
2025; Ge et al., 2025; Cachola et al., 2024). Cur-
rently, this is the more widely adopted approach.
These methods first generate intermediate code,
which is then rendered into slides using predefined
templates or rules. However, there is often a gap
between the intermediate code and the final vi-
sual results, making it difficult to ensure the slides
are harmonious and visually appealing. Moreover,
while these methods generally handle text well,
they struggle to understand images in the input
document, and most of them only generate plain-
text slides without images (Cachola et al., 2024;
Bandyopadhyay et al., 2024).

This raises the question: Can we develop a
framework that supports multimodal inputs and
generates visual presentations that are aestheti-
cally pleasing with accurate and consistent con-
tent?

In this work, we propose PreGenie, an agentic
framework based on MLLMs that supports text-
image document inputs and generates visually ap-
pealing, accurate, and coherent visual presentations.
It leverages Slidev', a Markdown-based, flexible,
and concise presentation framework. Compared
to prior works that use intermediate code represen-
tations (Zheng et al., 2025; Ge et al., 2025) (e.g.,
HTML or Python’s pptx library), Slidev provides a
simpler structure, reducing the difficulty for LLMs
to generate correct code and making subsequent
editing easier. Based on the Slidev framework,
our workflow consists of two stages: (1) Analysis
and Initial Generation: This stage involves syntax
analysis, text summarization, and image tagging
and positioning to generate visual presentations
that closely align with the input document. (2)
Review and Re-generation: This includes code
review and page review. Code review uses Large
Language Models(LLMs) to check for formatting
and content errors in the intermediate code. Build-
ing on this, page review uses Vision-language Mod-
els (VLMs) to examine the final visual results page
by page, identifying errors that may be missed in
the code (e.g., an image partially overflowing the
slide). After these checks, problematic slides are
regenerated.

While previous works on code generation have

"https://sli.dev/

widely adopted code review mechanisms (Khan
et al., 2024; Wang et al., 2024), the lack of a vi-
sual inspection mechanism has hindered the qual-
ity of the final slide outputs. By introducing a
page review mechanism, we significantly improve
the alignment and aesthetics of the layouts, effec-
tively closing the gap between intermediate code
and the final visual results. Extensive experiments
and evaluations demonstrate that our method excels
in design aesthetics, text coverage, and text-image
consistency.
Overall, our contributions are as follows:

* We propose PreGenie, an agentic framework
based on MLLMSs, which supports multimodal
document inputs and generates well-organized
and accurate visual presentations.

* We introduce both intermediate code review
and visual page review mechanisms into
the presentation generation process, ensuring
more reliable and visually appealing results.

* Our proposed framework supports a wide
range of practical applications, providing a
practical solution for the field of visual pre-
sentation generation.

2 Related Works

2.1 LLM-powered Autonomous Agents

LLMs (Radford et al., 2018, 2019; Devlin et al.,
2019) have shown strong capabilities in language
understanding and generation. With the introduc-
tion of multimodal LLMs (MLLMs) (Alayrac et al.,
2022; Liet al., 2022; Liu et al., 2023; Team et al.,
2023), these models can now process images, au-
dio, and other inputs, enabling more comprehen-
sive reasoning and content generation.

With decision-making and tool-use abilities,
LLMs act as autonomous agents for perception,
reasoning, and goal-directed actions. Early frame-
works like ReAct (Yao et al., 2023) and Tool-
former (Schick et al.,, 2023) combine reason-
ing with tools. Multi-agent systems, such as
CAMEL (Li et al., 2023) and ChatDev (Qian et al.,
2023), enable communication and role special-
ization, while AutoGPT (Yang et al., 2023) and
MetaGPT (Hong et al., 2023) focus on task de-
composition and planning. Inspired by these ad-
vances, our method adopts a multi-agent system
that integrates multimodal understanding, task de-
composition, and iterative review and feedback for
structured presentation generation.
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2.2 Agents for Content Generation

Agent-based frameworks have become increas-
ingly prominent in multimodal content genera-
tion. In visual domains, methods such as MM-
StoryAgent (Xu et al., 2025), MovieAgent (Wu
et al.,, 2025), and Video-LLM (Huang et al.,
2024) decompose video generation into subtasks
such as scene planning, narration, and render-
ing. LayoutDM (Inoue et al., 2023) and Ren-
derAgent (Gonzalez-Morcillo et al., 2007) fur-
ther emphasize structure-aware layout synthesis.
For more structured outputs, POSTA (Chen et al.,
2025), PosterLLaVa (Yang et al., 2024b), and VAS-
CAR (Zhang et al., 2024b) generate layout-aware
posters by combining saliency modeling, image
tagging, and template-based rendering. Despite
recent progress, existing agents still struggle with
generating highly structured multimodal content.

2.3 Presentation Generation

Early approaches to presentation generation relied
on extractive summarization, rule-based templates,
or layout heuristics (Hu and Wan, 2014; Xu and
Wan, 2022; Sun et al., 2021; Fu et al., 2022), which
often lacked flexibility and multimodal support.

Recent methods powered by LLMs fall into two
categories. The first directly synthesizes slide im-
ages using diffusion or image-conditioned mod-
els (Ma et al., 2025; Chen et al., 2025), producing
visually rich outputs but offering limited structural
control and editability. The second generates in-
termediate representations, such as Markdown or
HTML, which are then rendered into slides (Zheng
et al., 2025; Ge et al., 2025; Cachola et al., 2024,
Yang et al., 2024b; Bandyopadhyay et al., 2024).
This approach improves layout controllability and
enables post-editing, but often lacks mechanisms
to verify the rendered visual output.

Representative works like AutoPresent (Ge et al.,
2025) emphasize layout-aware code synthesis,
while PPTAgent (Zheng et al., 2025) simulates hu-
man editing workflows by iteratively modifying
templates based on LLM feedback. While this
staged refinement improves structure, it lacks vi-
sual validation and often misses issues like over-
flow, misalignment, or missing images. In con-
trast, PreGenie combines structured code genera-
tion with visual-level inspection, enabling reliable
and semantically aligned presentation outputs.

3 Method

Inspired by human workflows, we decompose the
task of presentation generation into multi-stages
and a series of fine-grained steps. Our approach
integrates five LLMs and VLMs that share a com-
mon context. As shown in Fig. 2, the framework
starts with an input consisting of a webpage or
a text-image document and processes it sequen-
tially through the Text Summarizer, Image Cap-
tioner, Code Generator, Code Reviewer, and Page
Reviewer, ultimately producing high-quality text-
image presentations. Among these components,
the Text Summarizer, Code Generator, and Code
Reviewer are powered by LLMs, while the Image
Captioner and Page Reviewer utilize VLMs.

The entire process is divided into two stages.
The first stage, Analysis and Initial Generation
(Fig. 2 top), focuses on performing a fundamental
analysis of the input multimodal information and
generating the initial version of the code for sub-
sequent processing. The second stage, Iterative
Review and Re-generation (Fig. 2 bottom), takes
the output from the first stage and refines it through
iterative checks of the code and visual elements of
the rendered pages. This process ultimately results
in refined and visually appealing slides.

3.1 Preliminary: Slidev Framework

We utilize Slidev, a simple and flexible slide gener-
ation framework, which offers several advantages
compared to other commonly used intermediate
code forms like HTML and the Python pptx library
(Zheng et al., 2025; Ge et al., 2025). First, Slidev is
Markdown-based, making it simple to use and easy
for subsequent modifications by LLMs or users.
Second, it is visually professional and aesthetically
pleasing. Lastly, it supports multiple themes to fit
different scenarios, such as business and academia,
further enhancing its practicality. Fig. 3 shows an
example Slidev code with the rendered slide page.

Rendered Page

Slidev Code

Figure 3: An example of Slidev Markdown code
(left) and its rendered page (right). The code is well-
structured, and easy to edit. Source: (Radford et al.,
2021)
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Figure 2: Our PreGenie framework is divided into two stages. The first stage (top) performs foundational analysis of
the input multimodal information and generates the initial code. The second stage (bottom) iteratively reviews the
code and the visual elements of the rendered slides, ultimately producing refined and aesthetically pleasing slides.

3.2 Analysis and Initial Generation

At this stage, we conduct input analysis and gener-
ate an initial version of the presentation. First, as
shown in Fig. 2 (top), the input text is processed
by a Text Summarizer, which analyzes the content
to extract key information, including the article
summary, title, authors, affiliations, and other es-
sential details. Next, the input images, along with
the input text, are passed to an Image Captioner.
The Image Captioner assigns labels to the images,
including titles, detailed descriptions, and their lo-
cations within the original text. As a result, we
obtain two markdown files containing descriptions
of the text and images.

Subsequently, we utilize a Code Generator to
produce the code for the initial version of the pre-
sentation. Since we employ the Slidev framework,
it is necessary to first understand its syntax. To fa-
cilitate this, we provide the Code Generator with a
file containing the complete syntax and usage exam-
ples of Slidev, along with the previously generated
text and image description files. Additionally, we
specify requirements related to layout and aesthet-
ics (e.g., limits on the number of lines per slide and
the proportion of the slide occupied by images).
Based on this input, the Code Generator produces
an initial version of the Slidev code.

3.3 [Iterative Review and Re-generation

The initial code may contain syntax errors, produce
content that is inconsistent with the previous sum-
maries, or fail to adhere to certain user-provided in-
tentions, making it unable to function as expected.
To address this, the output from the Code Gen-
erator, along with the relevant context, is passed
to the Code Reviewer for auditing. As shown in
Fig. 2 (bottom), the Code Reviewer examines the
code, identifies issues, and provides feedback to the
Code Generator, which then regenerates the code.
This process is iterated until the system fully un-
derstands the user’s intent and produces functional,
error-free code.

However, some issues cannot be easily identi-
fied through code alone. For instance, images on
slides might partially overlap the page boundaries,
or the overall text-image layout might appear too
crowded. While these problems are easily notice-
able in the final slides, they may not be apparent
in the raw code. To address this, the code that
has been reviewed in the Code Reviewer loop is
rendered into slide pages. Subsequently, the Page
Reviewer inspects each slide to ensure that it ad-
heres to layout rules and meets aesthetic standards.
Feedback for problematic pages is sent back to the
Code Generator for regeneration. This process also
iterates until all issues are resolved.

Since only a small portion of problematic pages
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Figure 4: Qualitative comparisons among Ours, PPTAgent, and KCTV. Left: Slides with a similar theme. Right:
Slides with a random theme. Representative pages are selected for comparison. Design and content errors are
highlighted using colored boxes: inconsistent fonts across pages (red boxes), content overflow beyond page

boundaries (
2020; Wong et al., 2020)

need to be modified at this stage, the likelihood
of errors is significantly lower compared to earlier
phases. As a result, the Code Reviewer is not rein-
troduced for further checks. As shown in the Fig.
2(bottom), among three slides, the first one fails
to meet visual requirements. Under the iterative
checks of the Page Reviewer, its code is regen-
erated and rendered repeatedly until it passes the
review.

4 Experiment

We present the implementation details of our frame-
work, along with its qualitative and quantitative
results, as well as comparisons with other state-of-
the-art models, including PPTAgent (Zheng et al.,
2025), KCTV (Cachola et al., 2024), and AutoPre-
sent (Ge et al., 2025).

4.1 Implementation Details

Our model is built upon LLLM and VLM, specif-
ically Qwen2.5-72B-Instruct (Yang et al., 2024a)
for the LLM and Qwen2.5-VL-72B-Instruct (Bai
et al., 2025) for the VLM. The Text Summarizer,
Code Generator, and Code Reviewer components
leverage the LLM, while the Image Captioner and
Page Reviewer utilize the VLM. The dataset used
in this study is sourced from the DOC2PPT dataset
(Fu et al., 2022). From this dataset, we selected

), chaotic layouts (blue boxes), and repeated content (

). Source: (He et al.,

200 samples rich in images, tables, and other con-
tent. We compare our method with For both our
approach and PPTAgent, we employed locally de-
ployed Qwen models. For KCTV and AutoPresent,
we used the open-source code repositories provided
by their authors and followed the best practices in
their publications, using OpenAl’s official API for
computation.

4.2 Qualitative Results and Comparisons

To evaluate the effectiveness of our proposed
method, we conducted a comprehensive compari-
son with other state-of-the-art models. Our method
takes text-and-image documents as input and gen-
erates multi-page slides as output. To the best of
our knowledge, PPTAgent is the only open-source
solution that fully aligns with our setting. Addi-
tionally, we compared our method with KCTV and
AutoPresent, which are state-of-the-art models for
generating multi-page plain text and single-page
text-and-image outputs, respectively.

For multi-page content generation, as illustrated
in Fig. 4, our method significantly outperforms
others in terms of aesthetic layout and content con-
sistency. PPTAgent exhibits several issues in text-
and-image layout, such as inconsistent fonts across
pages (highlighted in red boxes), content overflow
beyond page boundaries (green boxes), chaotic lay-
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outs (blue boxes), and repeated content (yellow
boxes). Our approach leverages the lightweight
Slidev framework, resulting in stronger content
consistency and better integration with code review,
which allows for more effective detection of code
errors. Furthermore, the page review mechanism
detects visually uncoordinated elements on slides,
which are sometimes overlooked at the code level
alone. As for KCTYV, it lacks support for generat-
ing images within slides and is limited to a small
set of templates, leading to insufficient diversity in
generated styles.

AutoPresent

Figure 5: Qualitative comparisons between Ours and
AutoPresent demonstrate our superior design quality.
Source: (Wong et al., 2020; Izmailov et al., 2020)

For single-page content generation, we randomly
selected two slides generated by our framework and
asked GPT-4o (Hurst et al., 2024) to provide a de-
tailed description of their layout and content. This
description was then used as a prompt for AutoP-
resent. Since AutoPresent does not support image
recognition, we focused solely on the design of the
generated slides. As shown in Fig. 5, AutoPresent
suffers from poor design quality and suboptimal
layouts.

Additionally, the effectiveness of our proposed
page review mechanism is demonstrated in Fig. 6.
We aim for the PageReviewer to make minimal
changes to the previously generated content, focus-
ing solely on adjusting the positioning, size, and
layout of design elements. In the example shown
above, the image extended beyond the page bound-
aries, resulting in incomplete display. To resolve
this, the PageReviewer adjusted the image size.
In the example in the middle, the aspect ratio of
the image was close to 1:1, which appeared too
small in a single-column layout. Therefore, it was
adjusted to a two-column layout. In the example

below, the text crowded in the bottom-left corner
of the slide and partially hidden has been reorga-
nized into a bullet point format. These adjustments
not only make the generated slides more visually
appealing but also ensure that the information is
presented more effectively, enhancing the overall
user experience.

Resize an overly large image

\‘“5 3
Boosted Adversarial Training (BAT)

ing (BAT)

switch from single-column to double

N N
Background & Challenges Background & Challenges

=%

Figure 6: Typical design adjustments made by the Page
Reviewer address a variety of issues. These adjustments
ensure improved visual quality. Source: (Pang et al.,
2020; Tang et al., 2014; Zhang et al., 2023)

4.3 Quantitative Results and Comparisons

We compared our method with multi-page content
generation methods (PPTAgent, KCTV). Given the
complexity of the generated content, we conducted
evaluations using three approaches: traditional met-
rics, LLM scores, and human evaluations.

We adopt three categories of traditional metrics:
Text Similarity, Text-Image Relevance, and Overall
Score.

* Text Similarity: The similarity metrics eval-
uate the alignment between the reference
text and the text on the generated slides.
These metrics include the Rough-L score
(Lin, 2004), based on the Longest Common
Subsequence (LCS), and the Coverage score
(Bandyopadhyay et al., 2024), which lever-
ages cosine similarity between sentence em-
beddings. Due to the excessive word count in
the original document and the typically con-
cise nature of text in slides, similarity metrics
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Text Similarity (%) | Text-Image Relevance (%) |

Overall Score (%)

Rough-L.  Coverage | Clip LongClip | Success Rate  Figure Proportion
Ours 21.95 27.70 30.19 32.37 91.26 88.35
Ours w/o Page Review 22.16 28.08 29.02 30.82 89.68 88.61
Ours w/o Code Review 18.47 27.21 28.74 29.49 58.72 81.59
PPTAgent 20.81 29.14 29.53 30.18 88.36 76.12
KCTV 25.67 33.82 / / 94.90 /

Table 1: Quantitative comparison of three variations of our method, along with PPTAgent and KCTYV, evaluated
across different metrics. All metrics are percentage-based, with higher values indicating better performance. For
each column, bold indicates the best performance, while underlined represents the second-best.

often become highly inaccurate when there is
a significant length disparity. To address this,
we utilize GPT-4 (Achiam et al., 2023) to ab-
breviate the original text while preserving its
meaning as much as possible. The shortened
version is then used as the reference text to
calculate similarity with the text in the slides.

* Text-Image Relevance: For slides containing
images, text-image relevance measures the
alignment between each image and its corre-
sponding page text. The final score is cal-
culated as the average relevance across all
such slides. Here the relevance is assessed
using Clip (Radford et al., 2021) and Long-
Clip (Zhang et al., 2024a), metrics specifically
adapted for evaluating text-image similarity.
Since some slides contain extensive text while
others may only feature a title, we employ
similarity metrics designed to handle texts of
varying lengths effectively.

* Overall Score: Overall Score includes Suc-
cess Rate and Figure Order. Success Rate
represents the ratio of successful runs to the
total number of runs, with each model being
run three times for each data sample. Figure
Proportion refers to the percentage of images
from the original document that are included
in the generated slides. These images are typi-
cally crucial, as they often encapsulate a sig-
nificant portion of the document’s content.

For all metrics, we calculate the average score on
all successfully generated samples, with higher val-
ues indicate better performance.

As shown in the Table. 1, in the Text Similarity
dimension, our method performs on par with the
contemporary work PPTAgent, though the scores
are slightly lower than KCTV. We believe this is
because KCTV focuses specifically on text pro-
cessing, while our approach handles multimodal

inputs, taking into account layout design and text-
image pairing, which may result in a slight loss of
pure textual information. In the Text-Image Rele-
vance dimension, our method slightly outperforms
PPTAgent. This is due to our Image Captioner,
which provides detailed descriptions for images,
facilitating better matching between images and
corresponding text. For cases involving long texts,
where some text or images might be obscured or
extend beyond the page boundaries, our Page Re-
viewer effectively mitigates such issues. As a re-
sult, our approach performs significantly better in
long-clip evaluations compared to similar methods.
In the Overall Score dimension, our Code Review
mechanism significantly enhances the Success Rate
of execution. This also applies to the Figure Pro-
portion metric, as the Code Reviewer ensures that
the generated code aligns with the prior summaries,
allowing most of the images in the document to be
effectively included.

Alongside traditional metircs, we compare our
model with the concurrent work PPTAgent on LLM
scores and human evaluations. Twenty users with
experience in Al tools and research backgrounds,
along with GPT-40 (Hurst et al., 2024), evaluated
10 sets of slides generated from the same input.
The evaluation focused on four aspects: Page De-
sign, Text Coherence, Text-Image Relevance and
Page Consistency, with scores ranging from 1 to
10, higher the better. Users and GPT-40 share the
same question template.

* Page Design evaluates whether the layout of
individual slides is aesthetically pleasing and
harmonious, with a proper balance between
text and images, clarity, and readability.

» Text Coherence assesses whether the text in
the slides aligns with the reference text. Simi-
larly, we use an LLM (Achiam et al., 2023) to
preprocess the original document.
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* Text-Image Relevance measures the align-
ment between text and images on each page.

* Page Consistency examines whether the de-
sign style is consistent across all slides, in-
cluding design elements like overall theme,
font type and size.

Page Design Text Coherence
Text-Image Relevance M Page Consistency
QOurs - Human 71 6.4 6.9 8.4
PPTAgent - Human 4 6.2 6.1 6 6.6
Ours - GPT40 4 6.3 6.5 6.7 6.8
PPTAgent - GPT40 4 5.9 6.6 6.4 59
1 1 1 1
0 10 20 30 40

Figure 7: Human and GPT-40 evaluations comparing
our approach with PPTAgent across four different as-
pects. Every score ranges from 1 to 10, higher the better.

As shown in Fig. 7, our method outperforms
PPTAgent in terms of the overall scores from both
humans and GPT. For the Text Coherence dimen-
sion, the difference between the two methods is
negligible. In Text-Image Relevance, our scores
are slightly higher than those of PPTAgent, which
aligns with our previous experiments.

Our most significant advantage lies in Page De-
sign and Page Consistency. This is due to the pres-
ence of review mechanisms that ensure high visual
quality, both within individual pages and across
multiple pages. Additionally, human evaluators
tend to favor our approach in terms of design and
consistency, which we believe is because humans
are more sensitive to subtle differences in design.
This indicates that our method aligns more closely
with human aesthetic preferences.

API Calls  Generation Time
Stage 1 3 14.6s
Stage 2: Code Review 4.4 8.9s
Stage 2: Visual Review 3.8 51.5s

Table 2: Computational costs and generation time. The
costs primarily come from MLLM API calls.

We also calculate the average computational
costs and generation time, shown in Table. 2. In
Stage 1, the number of calls is fixed. In Stage 2,
due to the iterative review mechanism, the number

of API calls is not fixed, as each iteration involves
two API calls (Review and Regenerate). Our gen-
eration time is longer than PPTAgent, because the
VLM-based Page Review accounts for a significant
portion of the computational time.

THE WHITE RABBIT APPEARS

Alice started to her feet, for
it flashed across her mind
that she had never before seen
a rabbit with either a
waistcoat-pocket, or a watch
to take out of it, and burning
with curiosity, she ran across
the field after it, and

FALLING DOWN THE RABBIT HOLE

fortunately was just in time
to see it pop down a large
rabbit-hole under the hedge.
In another moment down went
Alice after it, never once
considering how in the world
she was to get out again.

The rabbit-hole went straight
on like a tunnel for some way,
and then dipped suddenly down,
so suddenly that Alice had not
a moment to think about
stopping herself before she

THE GOLDEN KEY AND THE "DRINK ME™
orTLE

found herself falling down a
very deep well.

Figure 8: Application: presentation generation from
long text. The images are generated using an image gen-
eration model (Hurst et al., 2024) based on contextual
information. Source: (Carroll, 2024)

Camera Overview Camera Overview

T
rul

Figure 9: Application: presentation generation from
existing slides. The top-left corner shows a poorly de-
signed slide generated by AutoPresent. Without altering
the content, we generate slides with various themes fea-
turing excellent layout design. Source: (Ge et al., 2025)

5 Applications

With minimal effort in modifying LLM prompts,
our framework can support a wide range of slide
generation applications, extending beyond text-
image documents. For instance, when generat-
ing slides from text-only input, Fig. 8 illustrates
an example of storyboard creation. Additionally,
our framework can extract content from poorly de-
signed existing slides and reformat them with en-
hanced layouts, as demonstrated in Fig. 9.
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6 Conclusion

In this paper, we present PreGenie, an agentic
framework powered by MLLMs for generating
high-quality visual presentations. Built on the
Slidev framework, PreGenie summarizes multi-
modal input, generates Markdown code, and re-
fines the code and slides iteratively. Experiments
show that PreGenie outperforms existing models in
aesthetics, content consistency, and alignment with
human design preferences. PreGenie also supports
diverse practical applications, offering an effective
solution for visual presentation generation.
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Limitations

The performance of our PreGenie framework is
primarily limited by two factors: the Slidev frame-
work and MLLMs.

Slidev Framework: As a Markdown-based
framework, Slidev offers simple and error-resistant
layout rules but lacks flexibility in some areas. For
example, placing an image in a specific position is
not as intuitive as directly dragging and dropping vi-
sual elements. Additionally, Slidev’s compatibility
with popular presentation tools, such as Microsoft
PowerPoint (PPT), is not seamless. Users cannot di-
rectly import PPT templates into the Slidev frame-
work, which may limit customization options for
some Uusers.

MLLMs: While current MLLMs excel at under-
standing general images, they struggle with com-
plex visual elements like charts and graphs, which
are both common and critical in documents. This
limitation can impact the quality of the generated
presentations. Furthermore, the hallucination is-
sue prevalent in MLLMs can occasionally result in
intermediate code containing content completely
unrelated to the input text and images, further com-
promising the output quality.

We believe that in the future, more flexible and
standardized presentation-generation frameworks
will emerge, and as MLLMs continue to improve
in multimodal understanding and generation capa-
bilities, they will be able to handle more complex
tasks. This progress will address these limitations
and enable higher-quality, structured presentation
generation.

Ethical Considerations

The PreGenie framework processes only the docu-
ments provided by users. If a document contains
unsafe or harmful visual content, the model may
directly include it in the generated presentation.
Therefore, we strongly advise users to avoid pro-
viding harmful input content to the model.
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A Prompt Details

A.1 PreGenie Framework

We present the prompts used in our PreGenie frame-
work, including those for the Text Summarizer(Fig.
10), Image Captioner(Fig. 11), Code Generator(Fig.
12 and 13), Code Reviewer(Fig. 14), and Page Re-
viewer(Fig. 15).

Since the Code Generator operates in two stages,
initial generation and subsequent regeneration af-
ter receiving review feedback, it has two distinct
sets of prompts. The only difference is that the
input for the latter includes the review feedback,
and the prompt explicitly instructs the generator
to consider this feedback. Fig. 12 and Fig. 13
illustrate the prompts used for the initial generation
and the regeneration after review, respectively.

A.2 GPT-40 Evaluation

We present the GPT-40 prompts used for the calcu-
lation of quantitative metrics.

* Page Design: You are a professional designer
with very strict evaluation standards. Now
please give a score of 1-10 based on the aes-
thetic quality and harmony of the layout of the
slides, considering aspects like the balance
between text and images, clarity, and read-
ability. A score of 10 represents the best and
I represents the worst.

 Text Coherence: You are a professional editor
with very strict evaluation standards. Now
please give a score of 1-10 based on how well
the text in the slides aligns with the reference
text, focusing on accuracy, clarity, and coher-
ence. A score of 10 represents perfect align-
ment and 1 represents poor alignment.

Text-Image Relevance: You are a professional
visual content reviewer with very strict evalu-
ation standards. Now please give a score of
1-10 based on how well the images on each
slide align with the accompanying text, en-
suring both relevance and effectiveness. A
score of 10 represents perfect alignment and
1 represents no alignment.

» Page Consistency: You are a professional pre-
sentation designer with very strict evaluation
standards. Now please give a score of 1-10
based on how consistent the design style is
across all slides, including elements like over-
all theme, font type, font size, and other design
elements. A score of 10 represents perfect con-
sistency and 1 represents poor consistency.
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System Prompt: System Prompt:

You are a professional text summarization You are an expert image captioning assistant. Your
assistant specializing in accurately condensing role is to generate meaningful captions for images
written content while preserving key details and based on their content and the context provided 1in
important information. Your task is to extract and a document. Ensure that your captions are accurate,
present the most relevant points of a document, descriptive, and aligned with the references 1in
including the title, author(s), affiliation(s), the document text. Present your output in a clear
and and organized Markdown format.

other critical metadata, in a clear and concise

manner. Your output must be formatted as a User Prompt:

Mankdownffille. Here are the images and the corresponding

document text:

User Prompt: <Document Text>, <Document Images>

Here is a document for you to summarize:

<Document text> Please analyze the images and, based on their
content and the context of their references in the

Please summarize this document and generate a document:

Markdown file. Ensure the summary includes the 1. Assign a title to each image.

following: 2. Provide a detailed explanation of what the

1. The title of the document (if available). image shows and its relevance.

2. The author's name(s) (if available). 3. Indicate where the image is referenced in the

3. The author's affiliation(s) (if mentioned). text.

4. A concise summary of the main content, 4. Include the filename of each image.

focusing on key points, findings, or conclusions.
Output your captions in a Markdown file named

Output the summary in a Markdown format as <ImageCaption.md>. Ensure clarity, accuracy,
<TextSummary.md>. Ensure the details are and proper formatting.
accurate and well-organized.
Input:
Input: <Document Text>, <Document Images>
<Document Text>
Output:
Output: <ImageCaption.md>

<TextSummary.md>

Figure 11: Prompts for Image Captioner.
Figure 10: Prompts for Text Summarizer.
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System Prompt:

You are a highly skilled code generation
assistant. Your role is to generate high-quality,
well-structured code based on the provided
instructions, ensuring it adheres to the specified
requirements and formatting conventions. Your
outputs should be accurate, organized, and easy

to use.

User Prompt:

Here is a Slidev grammar example file: <Slidev
Grammar>

Additionally, here are two files:

Text Summary: <TextSummary.md>

Image Captions: <ImageCaption.md>

Please merge the content of <TextSummary.md>
and <ImageCaption.md> into a single file
formatted using the Slidev grammar provided.
The merged file should meet the following
requirements:

1. Use the image descriptions from
<ImageCaption.md> as the definitive source for
image content.

2. Design each page so that elements in the
same column are not overcrowded. Split content
into multiple columns if necessary to prevent
overflow.

3. Avoid pages with too few elements. Expand
content where needed to ensure an appropriate
balance.

4, If certain columns contain only images without
text, center the images on the page.

5. Consider the aspect ratio of images:

6. If the aspect ratio exceeds 2:1, the image
should span multiple columns in multi-column
layouts rather than appearing in a single column.
7. The first page should include the title and
author information.

8. The last page should serve as a summary
page.

Output the final code in Markdown format as
<SlidevCode.md>. Ensure the code 1is clean,
adheres to the Slidev grammar, and satisfies all
specified layout requirements.

Input:
<Slidev Grammar>,
<ImageCaption.md>

<TextSummary.md>,

Output:
<SlidevCode.md>

Figure 12: Prompts for Code Generator, without review.
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System Prompt:

You are a highly skilled code generation
assistant..

% Same as the unreviewed version

User Prompt:

Here is a Slidev grammar example file:
Grammar>

Additionally, here are three files:
Text Summary: <TextSummary.md>

Image Captions: <ImageCaption.md>
Review Feedback: <CodeReview.md> or
<PageReview.md>

<Slidev

Please merge the content of <TextSummary.md>
and <ImageCaption.md> into a single file
formatted using the Slidev grammar provided.
While doing so, take into account the feedback
provided in <CodeReview.md> or
<PageReview.md> and address any relevant
issues. The merged file should meet the
following requirements:

1. Use the image descriptions from
<ImageCaption.md>..

% Same as the unreviewed version

Input:

<Slidev Grammar>, <TextSummary.md>,
<ImageCaption.md>, <CodeReview.md> or
<PageReview.md>

Output:
<SlidevCode.md>

Figure 13: Prompts for Code Generator, with review.



System Prompt:

You are a highly skilled code reviewer. Your role
is to carefully analyze and evaluate code for
correctness, clarity, and adherence to the given
specifications. Your feedback should be precise,
constructive, and well-structured.

User Prompt:

Here is a Slidev grammar example file:
Grammar>

Additionally, here are two files:

Text Summary: <TextSummary.md>

Image Captions: <ImageCaption.md>

<Slidev

Please review the code in <SlidevCode.md> to
ensure:

1. It adheres to the Slidev grammar described in
<Slidev Grammar>.

2. The content aligns with the information in
<TextSummary.md> and <ImageCaption.md>.

3. The code meets all content and layout
requirements, including handling of images, text,
and page structure as specified.

Output your review as a Markdown file named
<CodeReview.md>. Your review should clearly
identify any errors or inconsistencies in the code,
along with suggestions for improvement. If the
code is correct, confirm that it meets all
requirements.

Input:
<Slidev Grammar>, <TextSummary.md>,
<ImageCaption.md>, <SlidevCode.md>

Output:

<CodeReview.md>

Figure 14: Prompts for Code Reviewer.
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System Prompt:

You are an expert visual page reviewer. Your role
is to evaluate the layout and design of slides,
ensuring they are visually appealing and properly
aligned. Your feedback should be clear,
actionable, and focused on qimproving the layout
without altering the core content.

User Prompt:

Here are some slides: <SlidevPages>
Additionally, here are two supporting files:
Image Information: <ImageCaption.md>
Original Images: <Document Images>

Please review each slide to check:

1. Whether any text or image exceeds the slide
boundaries.

2. Whether the layout ensures a proper balance
between text and images, avoiding overcrowding
or large empty spaces.

3. Whether the font sizes and styles are legible
and consistent throughout the slide, ensuring
readability without clashing with the visuals.
4. Whether the aspect ratios of images are
preserved, and whether wide or tall images are
placed appropriately without distorting the layout.

For each slide:

1. Indicate whether modifications are needed by
answering with "yes" or "no".

2. If "yes", provide specific suggestions to
adjust

the positions of existing images. Do not add or
remove any images.

Output your review as a Markdown file named
<PageReview.md>. Ensure your feedback is
concise and easy to follow.

Input:

<SlidevPages>, <Document Images>,
<ImageCaption.md>

Output:

<PageReview.md>

Figure 15: Prompts for Page Reviewer.



B Appllcatlon Detalls High-Resolution Image Synthesis with Latent Motivation & Challenges

Diffusion Models

Presentation Generation from Long Text.
Since we only have textual input, we pass the out-
put of the Text Summarizer to an external LLM
to generate prompts for a visual generation model. Methadology [——
These prompts are then used to call the external :
visual generation model to create images. The re-
sulting images can then be used as illustrations,
which are subsequently provided to the Image Cap- — e
tioner and Code Generator for further use. e e o

Presentation Generation from Existing Slides.
After extracting information from the existing
slides, we directly use it as the output of Text Sum-
marizer and Image Captioner, which can then be  Fjgure 17: Additional result. Source: (Rombach et al.,
passed to the subsequent Code Generator for fur-  2022)

ther processing.

C Additional Results orreamion N
Here we show additional presentation results gener- :.:s "::::::::". ‘Er@%
ated by our PreGenie framework. For better demon- | “0ARSE AunoraTions Ll O
stration, the number of slides is restricted to six. ®

METHODOLOGY " METHODOLOGY "

Segment Anything Task

Segment Anything

Experiments & Results

Figure 18: Additional result. Source: (Liu et al., 2020)

Introduction

) i
HomE

‘Knowledge-Centric Templatic

Views of Documents

Figure 16: Additional result. Source: (Kirillov et al.,
2023)

Document Generation Template Adaptable Evaluation

Conclusion

Figure 19: Additional result. Source: (Cachola et al.,
2024)
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Predicting Goal-directed Human
Attention Using Inverse
Reinforcement Learning

Figure 20: Additional result.

MMPE: A Multi-Modal Interface
for Post-Editing Machine
Translation

MMPE Prototype

Figure 21: Additional result. Source: (Herbig et al.,

2020)

Hyperbolic Capsule Networks
for Multi-Label Classification

Hyperbolic Capsule Networks

Results
Key

Figure 22: Additional result. Source: (Chen et al., 2020)

Source: (Yang et al., 2020)

Introduction

Methodology

Summary

Introduction

MLt Clscstion (ALC: o e

Hyperbolic Dynamic Routing

T —

Summary

Contributions Takeaways Future Work

[ ————

Referring Image Segmentation
via Cross-Modal Progressive
Comprehension

Figure 23: Additional result. Source: (Huang et al.,

2020)

IDA-3D: Instance-Depth-
Aware 3D Object Detection
from Stereo Vision for
Autonomous Driving

Methodology: IDA-3D Framework

Results

Introduction

Methodology: Depth Adaptation & Cost
Reweighting

Conclusion

Figure 24: Additional result. Source: (Peng et al., 2020)

End-to-End Optimization of
Scene Layout

Ao Lo oo T, T W s Tererh

3D Scene Layout Network
——

© s et et it s .56, 90
+ e e el .. A .

Experiments

Key Results:
. g scen o ey 459 g

Introduction

Scene Layout Optimization: Limitations of Existing Methods:

S -

Layout Refinement

Summary

Figure 25: Additional result. Source: (Luo et al., 2020)
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