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Abstract

Inference constitutes the majority of costs
throughout the lifecycle of a large language
model (LLM). While numerous LLM infer-
ence engines focusing primarily on low-level
optimizations have been developed, there is
a scarcity of non-intrusive client-side frame-
works that perform high-level optimizations. In
this paper, we introduce CACHE SAVER, a mod-
ular, plug-and-play, and asynchronous frame-
work that facilitates high-level inference op-
timizations, thereby integrating cleanly into
existing systems without requiring changes to
the end-user application logic or the underly-
ing LLM. The key novelty is a namespace-
aware list-valued cache that ensures statisti-
cal integrity of LLM responses by generating
i.i.d. responses within a namespace as well as
ensuring reproducibility. Moreover, as a di-
rect consequence of operating at a high level,
CAcHE SavEer supports both local and online
models. We conduct extensive experiments
with five representative state-of-the-art reason-
ing strategies, five diverse benchmark tasks,
and three different LLMs. On average across
all methods, tasks, and LLMs, CACHE SAVER
reduces cost by ~ 25% and CO, by ~ 35%.
Notably, CAcHE SAVER excels in practical ma-
chine learning scenarios such as benchmarking
across multiple methods or conducting ablation
analysis of a specific method, obtaining sub-
stantial cost and carbon footprint reduction of
~ 60%. CacHE SAVER is publicly available at
https://github.com/au-clan/cachesaver.

1 Introduction

Large language models (LLMs) have taken the
world by storm. Most mainstream web applica-
tions (e.g., Facebook, Twitter/X, WhatsApp, Red-
dit, Google/Bing Search, etc.) now offer some form
of LLM-based companion or assistant. Not surpris-
ingly, LLMs are estimated to account for ~ 2%

*Equal contribution.

!pip install CacheSaver

# Client Initialisation

Iclient = CacheSaver(OpenAI()ﬂ
One-Line Change!

# Client Initialisation

client = OpenAI()

# Generate a response # Generate a response

response = response =

client.chat.completions.create( || client.chat.completions.create(

messages=..., messages=...,

n=..., n=...,

temperature=...,) temperature=...,)

Figure 1: Illustration of Cache Saver’s seamless integra-
tion: a one-line change enables its modular, transparent
optimization layer.

of global electricity consumption and greenhouse
emissions (Crawford, 2021), a figure projected to
rise to =~ 8% by 2030 (IEA, 2025). Most costs
in an LLM’s lifecycle come from inference (Fu
et al., 2024), which is expensive, especially with
the rise of autonomous agents (Fan et al., 2022),
test-time scaling (Muennighoff et al., 2025), multi-
step reasoning strategies (Yao et al., 2024; Klein
et al., 2025; Shinn et al., 2023; Hao et al., 2023),
and native reasoning models (OpenAl, 2024). For
instance, OpenAl’s 03 costs ~21000$ per task on
the ARC-AGI benchmark (Chollet et al., 2019).

Existing work and challenges. To address this
issue, numerous LLM inference engines—most no-
tably vLLM (Kwon et al., 2023a)-have been de-
veloped in recent years. However, owing to their
focus on low-level optimizations such as efficient
key-value (KV) caching and memory manage-
ment (Kwon et al., 2023b; Ainslie et al., 2023; Park
et al., 2025), it is non-trivial to leverage these en-
gines for novel applications/LLMs without either
modifying the application logic or the LLM or both.
Notably, these engines cannot be used with online
API-based LLMs. While recent work on client-side
caching (Bang, 2023a; Helicone; LangChain) is a
step in the right direction, these approaches are typi-
cally limited to generic semantic matching, and /ack
guarantees for reproducibility, statistical integrity,
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Figure 2: (Left) Search trees T; and T, corresponding to independent executions of two search strategies, and T, U
T,, the combined search tree as seen by CAcHE SAVER recognizing the reuse potential through the common states.
(Right) Analyzing the prompt redundancy for three different CAcHE SAVER configurations across 5 representative
SOTA methods and tasks. On average, CACHE SAVER results in 21%, 36%, and 45% cost savings, respectively.

or support for complex experimental workflows.
Moreover, since in many practical application sce-
narios, such as stochastic sampling, uncertainty es-
timation, or ensuring policy diversity, reasoning
strategies require multiple independent responses
to the same prompt, a naive KV cache that maps
each unique prompt to a single LLM response is
undesirable.

Reuse potential. To better illustrate the reuse po-
tential, consider a math puzzle solved step-by-step
using a tree search. Each node represents a state
in the solution trajectory, and a prompt asks the
LLM to suggest the next step. While a breadth-first
search (BFS) may try to discover all child nodes of
a current node by repeatedly calling the next-step
prompt and aggregating suggestions, a depth-first
search (DFS), by contrast, will commit to one path
and go deep, expanding it repeatedly before back-
tracking. Both strategies use the same prompts
and may visit similar regions of the state space. It
is necessary for their samples to be independent
within each search, so that repeated queries for the
next step can discover branches in the search tree.
However, to compare these two strategies fairly,
it is important that they explore the same graph,
i.e., when they encounter the same state, they re-
ceive the same samples. This is a form of stochastic
coupling and can be achieved by reusing samples
across frameworks. Fig. 2(Left) shows for toy data
how two tree-search strategies (T; and T,) may be
coupled to explore the same tree, and how the par-
tial views onto the search space are assembled into
a shared latent tree (T, U T,) in the cache. Further,
Fig. 2(Right) presents the real-world reuse potential
by showcasing average prompt redundancy across
5 representative state-of-the-art (SOTA) methods
and tasks. Notably, we observe substantial dupli-
cates ~50—65% both during executions of a single
method (Bars 1 and 3), which is expected owing to
similarity across variations of a single method, and

across methods (Bar 2), which is an interesting
and novel finding of our work.

Present work (CAcCHE SAVER). We implement
CacHE Saver (Fig. 3) as a set of pluggable, com-
posable components that together form a modular
request pipeline between the user and the LLM with-
out imposing architectural constraints or design pat-
terns. At its heart is a fundamentally novel caching
paradigm operationalized using a list-valued cache
and managed using the concept of namespacing
to control how and where samples may be reused.
Within a namespace, samples are guaranteed to be
i.i.d., whereas across namespaces, samples may be
reused. An implementation of Fig. 2(Left) would
rely on two namespaces ”T1” and ”T2”. Beyond
the novel cache, CACHE SAVER also substantially
benefits by managing incoming queries with mini-
mal redundancy and maximum efficiency (batcher
and deduplicator), ensuring deterministic request
handling and consistent output ordering for re-
producibility (reorderer), and precise tracking of
prompt-response mappings (cacher), enabling con-
trolled experimentation and more reliable bench-
marking across diverse configurations. On average,
CACHE SAVER results in 21%, 36%, and 45% cost
savings, respectively, across the three scenarios
presented in Fig. 2(Right).

Contributions.

e We convincingly motivate (both intuitively and
empirically) the existence of a substantial prompt
reuse potential in both intra- and inter-framework
settings (§ 1 and § 4).

e We propose CACHE SAVER, a modular, plug-and-
play (Fig. 1), and asynchronous framework for effi-
cient and reproducible LLM inference. Additional
advantages include low memory overhead owing
to a disk resident cache and its ease of deployment:
CacHE Saver is designed as a fully transparent
man-in-the-middle optimization layer that can be
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Figure 3: Overview of our CAcHE Saver framework: (Top) Cold-start and (Bottom) Warm-start.

readily integrated into any LLM inference stack.
(§3).

e Powered by structured namespace-aware caching,
ours is the first work to enable response reuse in
LLMs without sacrificing the statistical integrity of
the generative LLM. Our new approach to caching
works on top of existing optimizations and allows
for a new level of sample-reuse. Based on the con-
cept of stochastic coupling, it is tailored specifically
for structured reasoning algorithms and agentic Al
deployments. (§ 3.1).

e We conduct extensive experiments on five rea-
soning strategies' and benchmark tasks using three
LLMs as base models. On average across all meth-
ods, tasks, and LLMs, CAcHE SAVER reduces cost
by =~ 25% and CO, by =~ 35%. Notably, CACHE
Saver excels in performing practical tasks such
as benchmarking or ablation analysis, obtaining
substantial cost and carbon footprint reduction of
~ 60%.

2 Related Work

Backend optimizations. LLM serving engines
optimize inference on the server side, with many
optimizations focusing on efficient memory man-
agement and KV cache reuse (Kwon et al., 2023b;
Del Corro et al., 2023; Hooper et al., 2024; Chu
et al.; Ainslie et al., 2023; Zheng et al., 2024a;
Yao et al., 2025; Park et al., 2025). PagedAtten-
tion treats the attention key-value cache like a vir-

!'Single-step reasoning methods such as 10, CoT, CoT-SC,
have no reuse potential as there are no repetitions, and as such,
they cannot benefit from a framework like CACHE SAVER.

tual memory system, reducing fragmentation and
allowing KV cache sharing within and across re-
quests (Kwon et al., 2023b). KVQuant reduces
memory usage by quantizing the KV cache (Hooper
et al., 2024). Grouped Query Attention improves
memory and computation efficiency by grouping
queries to reduce redundant attention computa-
tions (Ainslie et al., 2023). CaR introduces a
multi-tier caching system to facilitate the reuse
and sharing of attention KV caches across differ-
ent requests (Chu et al.). Additional optimiza-
tions target prompt batching and scheduling ef-
ficiency (Agrawal et al., 2023; Li et al., 2024;
Stojkovic et al., 2025; Zheng et al., 2024b; Yu
et al., 2022), as well as improvements in atten-
tion and decoding operations (Dao et al., 2022; Ye
et al., 2025; Leviathan et al., 2023). For exam-
ple, FlashAttention-2 enhances attention computa-
tion through improved parallelism and work parti-
tioning (Dao et al., 2022). Most production-grade
LLM serving systems, such as vVLLM (Kwon et al.,
2023a), Hugging Face Transformers (Wolf et al.,
2020), and NVIDIA Triton Inference Server (Tri-
ton), incorporate several such optimizations. Other
engines, including DeepSpeed-FastGen (Holmes
et al., 2024), llama.cpp (ggml.ai, 2023), MLC
LLM (MLC-AI, 2023), SGLang (Zheng et al.,
2024a), and LightLLM (Lightllm Team, 2023),
further specialize for low-latency decoding, effi-
cient edge deployment, and server-side batching
and memory management. Overall, these optimiza-
tions remain largely invisible to the practitioners
and aim to reduce costs for the model providers.
However, they may increase opacity, potentially
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Table 1: Sample allocation: (Left) Independent vs. (Right) CACHE SavEr-coupled experiments.
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diminish the quality of results, and the cost savings
are rarely passed on to the end user.

Client-side caching. Client-side caching addresses
the challenges of reducing redundant requests, min-
imizing latency, and lowering operational costs.
While Retrieval-Augmented Generation (RAG)
methods reduce the need for LLMs to generate an-
swers from scratch by retrieving relevant informa-
tion from external sources (Lewis et al., 2021), their
primary focus is not caching. Instead, we examine
various client-side caching systems that aim to op-
timize LLM performance. Helicone implements a
key-based caching mechanism by storing LLM re-
sponses at the edge using Cloudflare Workers (Heli-
cone). GPTCache is an open-source semantic cache
that transforms queries and LLM responses into em-
beddings, conducting similarity searches to retrieve
cached responses (Bang, 2023a). Developer frame-
works like LangChain offer a framework-specific
caching layer that supports both exact and semantic
matching (LangChain). GPT Semantic Cache uti-
lizes semantic embedding caching by storing query
embeddings in in-memory storage systems, such as
Redis (Regmi and Pun, 2024). MeanCache intro-
duces a user-centric semantic caching system that
preserves privacy through a learned federated simi-
larity model (Gill et al., 2024a). GenerativeCache
goes beyond traditional caching by synthesizing
new responses from multiple cached entries (Iyen-
gar et al., 2025). LLMProxy is a proxy service that
implements a single endpoint for applications, sup-
porting model selection, context management, and
caching (Martin et al., 2024). In summary, client-
side caching solutions for large language models
(LLMs) are commonly used, primarily addressing
generic workloads through semantic caching (Zhu
et al., 2024).

Key differences. Existing client-side solutions of-
ten lack guarantees for statistical integrity and re-
producibility. To the best of our knowledge, by
employing a namespace-aware list-valued cache,
CacHE SAVER is the only framework that enables

response reuse without sacrificing the statistical
integrity of the generative LLM.

3 CACHE SAVER

Overview. CACHE SAVER is a modular framework
composed of three key modules: (1) a Batcher
(§ 3.2), (2) a Deduplicator (§ 3.2), and (3) a
Cacher (§ 3.1). Fig. 3 presents an overview of
its inner workings using a toy example, where
three search strategies, independently exploring
a dynamic search tree in their own namespace
(NS; through NS.), request responses for the same
prompt (). Fig. 3 (top) illustrates the cold-start sce-
nario, where the cache is empty. The asynchronous
batcher collates the five incoming requests into a
single batch and passes it to the deduplicator, which
groups identical prompts for each namespace and
emits two aggregate requests, requesting three and
two i.i.d. responses to () for NS; and NS,, re-
spectively. The cacher, which relies on a system
of asynchronous mutexes to avoid redundant or
overlapping requests, receives these two aggregate
requests and sends a single request to the LLM,
asking for three responses to (). Finally, the LLM
responses ([R, R, R3]) are stored in the cache and
used to resolve the requests from NS; and NS,. In
the warm-start scenario (Fig. 3 bottom), an aggre-
gate request asking for four i.i.d. responses to () is
triggered from NS;, however, since three responses
are already cached, the cacher asks for one addi-
tional response from the LLM and stores it in the
cache. The four requests are then resolved by serv-
ing ([R,, Ry, R3]) from the cache along with the
newly generated response ([?,). For additional de-
tails (pseudocode, practical considerations: cache
eviction, consistency, etc.), please see Appx. A.

3.1 The Cacher

As motivated in Fig. 2 (§ 1), the prompts issued
by internal reasoning steps of multi-step reasoning
strategies are highly repetitive. Moreover, in many
practical application scenarios, such as stochastic
sampling, uncertainty estimation, or ensuring pol-
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Table 2: Comparison of CACHE SAVER alongside existing inference-time optimization methods across key attributes.
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icy diversity, reasoning strategies require multiple
independent responses to the same prompt. A naive
KV cache that maps each unique prompt to a single
LLM response is undesirable in such scenarios.

Our cacher circumvents the aforementioned con-
cerns by employing a /list-valued cache (Appx. C.4
shows a snapshot of the cache on real-world tasks)
that maintains a sequence of responses for each
unique prompt. Additionally, to enable response
reuse without sacrificing the statistical integrity of
the generative model (in this case, an LLM), we
introduce the concept of namespaced caching. This
implies that all responses to a given prompt are in-
dependent within a namespace, whereas responses
may be reused across namespaces. In other words,
responses can never be reused within a namespace.
Revisiting the example presented in Fig. 3, let’s
say that the search strategy in NS; now requires
two additional responses to (). The cache contains
four responses ([R, Ry, R3, R,]) to @, of which
the first three have already been used once in NS;;
thus, they cannot be reused. Following namespaced
caching, one new response Ry will be obtained by
the LLM, and [R,, R5] will be used to resolve the
request. Formally, namespaced caching is achieved
via a stochastic coupling of LLM responses.

Sample reuse through stochastic coupling. Con-
sider an LLM as a probabilistic oracle. Given a
prompt p and a parameter set § (e.g., sampling tem-
perature, top-p threshold, etc.), LLM responses fol-
low a probability distribution p,, ,. We assume that
the pair (p, ) fully parameterizes this distribution.

Initially, consider a scenario with a series of ex-
periments £, (corresponding to namespaces NS;.),
each independently requesting samples drawn i.i.d.
from p,, . Formally, let (Z;)72, denote an infi-

. . . iid
nite sequence of random variables with Z;, ~ p,, ,.

Each experiment independently accesses distinct
samples leading to a non-overlapping partitioning
of the infinite sequence.

However, in practice, generating independent
samples for each experiment is inefficient. CACHE
Saver explicitly couples these experiments by us-
ing a shared prefix of the same infinite sequence
(Z;)2,. Intuitively, this corresponds to using a
shared random seed across all experiments and
caching seeded random samples. Within each
experiment E,, samples are i.i.d. by construc-
tion, directly inherited from the infinite sequence
(Z;). For two experiments E; and E,, let m =
min(n;, n;). Their first m samples coincide almost
surely: fi(Z), = f{(Z2), = Z Yk <m.

Table 1 shows a side-by-side comparison of the
two sampling strategies. The cacher (Alg. 1) en-
sures a shared seed for all coupled random variables.
The first evaluation of a random variable sets its
value across all experiments. Race conditions be-
tween experiments are resolved by the use of a
dynamically generated asynchronous mutex table.

3.2 Beyond Caching

Batcher. CacHE SAVER’s position between the rea-
soning strategy and the LLM allows for a range of
additional, transparent optimizations. As shown in
Fig. 3, we extend the caching layer into a pipeline
of modular and composable building blocks. The
first of these is a batching layer (Alg. 2), which
uses an asynchronous producer-consumer queue
to collect incoming requests and group them into
batches. The batching mechanism is governed by
two tunable parameters: a timeout and a batch size,
which together control the trade-off between respon-
siveness and throughput. Under light load, small
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batches pass through quickly with minimal delay;
under heavy load, larger batches form naturally, im-
proving efficiency. This batching is immediately
beneficial for local models, where it allows better
hardware utilization. In combination with other
CacHE SAVER building blocks, it also improves ef-
ficiency and reproducibility in online API settings.

Reordering Requests for Reproducible Results.
The order in which requests are resolved in asyn-
chronous computing is non-deterministic and can
therefore change results even across identical runs.
To ensure reproducibility, CACHE SAVER includes a
reordering module (Alg. 3) that ensures a determin-
istic order within each batch. Requests are sorted by
a stable identifier before being passed to the LLM
and reordered back to their original positions after
the LLM responds. The asynchronous reorderer
can guarantee reproducible request resolution in
scenarios where the asynchronous batcher is able
to group all in-flight requests into a single batch.

Deduplicator. Many LLM inference engines sup-
port efficient same-input, multiple-response use
cases, which are enabled by optimizations such
as paged attention, prefix prompt caching, input
sharing, etc.. Such optimizations are afforded by
most online platforms (e.g., OpenAl, Anthropic,
etc.), allowing users to request multiple i.i.d. sam-
ples for a given prompt, charging for input tokens
only once, and returning a list of completions; and
can be enabled for local deployments via infer-
ence engines such as vVLLM (Kwon et al., 2023c).
Overall, these optimizations incentivize grouping
identical requests to reduce redundant input pro-
cessing. CacHE SAVER’s deduplication module
(Alg. 4) takes advantage of this by identifying re-
quests within a batch that share the same prompt,
parameters, and namespace. These requests are
merged into a single LLM call with an aggregated
sample count, reducing both cost and latency.

4 Experiments

We assess the effectiveness of CACHE SAVER
through extensive experiments and analyses com-
prising 6 reasoning strategies, 5 benchmark tasks,
and 3 LLMs. Additional details, e.g., implementa-
tion, hyperparameters, additional results, etc. are
presented in Appx. C. The resources for repro-
ducing our experiments are available at https://
github.com/au-clan/cachesaver.

4.1 Setup

Base model. We use GPT4.1-Nano as the base
model for the main results presented in this pa-
per. To showcase the generalizability of our find-
ings, we report results with other base models,
namely, Llama4-Scout and Claude3.5-Haiku in the
Appendix. While Llama4-Scout is run locally on a
machine with 8 H200 GPUs, an AMD EPYC 9555
64-Core Processor, and 2TB of RAM, experiments
with other LLMs were performed via API calls to
their respective online platforms.

Number of runs. For § 4.2,4.3, and § 5.1, we run
each experiment 10 times and report both mean and
standard error of the evaluation metrics. For cost
reasons?, other experiments were only run once.

Prompts. To ensure a fair assessment of the bench-
marked reasoning strategies, we reuse the prompts
provided by the existing methods. For cases where
there are no existing prompts, e.g., novel tasks or
base LLMs, we adapt the original prompts provided
by the methods. For details, please see Appx. C.4.

Tasks and data. We conduct experiments on
a judicious mix of 5 benchmark tasks that re-
quire a variety of reasoning, planning, and gen-
eral problem-solving skills. Our tasks span diverse

2Since we report results for multiple reasoning strategies,
tasks, and base LLMs, costs blow up owing to a combinatorial
explosion; thus, experiments crucial for the main takeaways
were prioritized for multiple runs.
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application domains: (1) mathematical reasoning:
Game of 24 (Yao et al., 2024), (2) coding: Hu-
manEval (Chen et al., 2021), (3) question answer-
ing: HotpotQA (Zhilin et al., 2018), (4) scientific
reasoning: SciBench (Wang et al., 2024a), and
(5) creative writing: Shakespearean Sonnet Writ-
ing (Suzgun and Kalai, 2024). For evaluation, we
use the test sets as provided in the original bench-
marks. For additional details, please see Appx. C.1.

Reasoning strategies. We conduct experiments
with 5 representative SOTA reasoning strategies:
(1) React (Yao et al., 2023), (2) ToT (Yao et al.,
2024), (3) RAP (Hao et al., 2023), (4) ReST-
MCTS* (Zhang et al., 2024), and (5) FoA (Klein
et al., 2025). We only include methods that have
made their code available for at least one task bench-
marked in this study. Thus, we exclude GoT (Besta
etal., 2024), TouT (Mo and Xin, 2024), and Rec-
Mind (Wang et al., 2024b). Moreover, we exclude
BoT (Yang et al., 2024), where although the code is
available, an important resource (the meta-buffer)
to reproduce their results is unavailable. We ex-
clude LATS (Zhou et al., 2024) owing to its exor-
bitant cost footprint. Finally, owing to their lack of
reuse potential, we exclude all single-step reason-
ing strategies such as 1O prompting, CoT (Wei etal.,
2022), CoT-SC (Wang et al., 2023), and AoT (Sel
et al., 2024). For details, please see Appx. C.2.

Evaluation metrics. We assess the efficacy: Qual-
ity, efficiency: Latency, Throughput, #Tokens, and
Running Time, and cost. For API-based LLMs,
we report the cost (in USD), whereas for locally
hosted LLMs, we report the energy consumption
(in kWh) and the carbon footprint (CO, emissions
in grams) measured using Carbontracker (Anthony
et al., 2020). For details, please see Appx. C.3.

4.2 Basis for CAcHE SAVER Effectiveness

Fig. 6 shows the reuse potential using GPT4.1-
Nano as the base LLM by analyzing the percent-
age of duplicate prompts across all tasks and rea-

soning strategies benchmarked in this study. Re-
sults with Llama4-Scout are similar and are there-
fore presented in the Appendix. It is evident that
overall ~ 50% prompts are duplicates, which im-
plies that there exists a large overall reuse poten-
tial, which is not an artefact of a particular rea-
soning strategy or benchmark task or base LLM.
Moreover, Fig. 6(Left) further shows that while
all methods possess a similar number of duplicate
prompts, React reports a substantially low reuse
potential. This is largely expected as, despite being
an iterative strategy, React only performs 2 retrials,
which is consistent with conventions in the litera-
ture (Shinn et al., 2023). Thus, more retrials should
result in a larger reuse potential. On the other hand,
Fig. 6(Right) does not show any aberrations.
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Figure 6: Reuse potential: Analyzing the prompt redun-
dancy for (Left) each method by averaging over all tasks
and (Right) each task by averaging over all methods.

4.3 Statistical integrity of CACHE SAVER

Figs. 4(a)-(b) shows the quality across all tasks and
reasoning strategies benchmarked in this study us-
ing GPT4.1-Nano and Llama4-Scout, respectively.
We report the average and standard error over 10
independent runs. It is clear that the quality values
with and without CACHE SAVER are statistically in-
distinguishable (overlapping intervals), which fur-
ther provides strong empirical validation to our
claim (by construction) regarding the statistical
integrity of CAcHE SAVER (§ 3.1). At the same
time, Figs. 4(c)-(d) portray substantial cost (=~225%)
and carbon emission (=~235%) savings, respectively,
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Figure 7: Ablation analysis to study the impact of the deduplicator and cacher modules of CACHE SAVER on the
performance of FoA (Klein et al., 2025) in the Game of 24 task with GPT4.1-Nano as the base LLM.

with the biggest improvements achieved for RAP
while the least for React, which is consistent with
the findings from Fig. 6(Left). It is important to
note that while the absolute values (e.g., cost in
Fig. 4c) might appear small, which is just due to
the extremely low cost of GPT4.1-Nano, we report
relative percentage savings. In fact, we conducted
the same experiment with GPT4.1, and found that
RAP required 34.87 and 12.56 US$ with and with-
out CACHE SAVER, respectively, roughly portraying
a similar savings as for GPT4.1-Nano.

4.4 CacHE SAVER for practical applications

In this experiment, we evaluate CACHE SAVER’S
ability to support practical machine learning ap-
plications, namely, Al: tuning hyperparameters,
A2: performing ablation analysis of a reasoning
strategy, and A3: benchmarking multiple reason-
ing strategies to identify the best. In all cases, we
use GPT4.1-Nano as the base LLM, three bench-
mark tasks, namely “Game of 24”, “HumanEval”,
and “SciBench”, and report average cost (with and
without CacHE SavER) and the marginal cost (with
CacHE SAVER), which represents the additional cost
of adding a new method (A3) or a new hyperparam-
eter configuration (A1l). The results are presented
in Fig. 5.

Al: Hyperparameter tuning. For Al, we tune
the hyperparameters for ToT (Yao et al., 2024)
by conducting a grid-search over tree-width: [1,
3, 5], tree-depth: [2, 3, 4], and #evaluations of
the value prompt: [1, 2, 3]. We find that CAcHE
SAVER reports substantial performance improve-
ments: 6x lower cost, tokens, and latency and 7x
higher throughput. While average (with CS, yel-
low bar) presents the realistic setting of executing
the full experiment, the marginal (with CS, green
bar) is also valuable as it presents the added cost of
incorporating a new variation in the experiment.

A2: Ablation analysis. For A2, we analyze the
three major variations of the FoA (Klein et al., 2025)
algorithm, in particular, by removing the (1) selec-
tion phase, backtracking mechanism, and resam-
pling strategy. Here, CACHE SAVER only obtains a
2.5x performance improvement. We hypothesize
that running the same method with a different hy-
perparameter configuration should result in a more
similar reasoning strategy when compared to run-
ning a different variation of a method, which offers
a plausible explanation for the differences in the
observed performance improvements.

A3: Benchmarking. For A3, we evaluate all the
structured reasoning strategies benchmarked in our
study, i.e., ToT (Yao et al., 2024), GoT (Besta et al.,
2024), and FoA (Klein et al., 2025). Here, CACHE
SAVER obtains a 2x (slightly lower than A2) perfor-
mance improvement. The hypothesis remains simi-
lar: the potential for reuse is even lower when con-
sidering entirely different reasoning strategies than
variations of a specific reasoning strategy. That
said, a cross-framework reuse potential is an inter-
esting and novel finding in its own right.

5 Analyses

5.1 TImpact of Namespace Size

§ 3.1 formalized the relationship between the
namespace configuration and statistical integrity
of an experiment. Let n and N be the number of
datapoints in a namespace and a benchmark, re-
spectively. We define namespace fraction (NF) to
be n/N, which naturally lies between [0, 1] as n
is upper-bounded by N. Here, we analyze the im-
pact of NF on the cost and carbon footprint (Fig. 15
presents the results). Recall that NF=1 corresponds
to the statistically correct configuration (§ 3.1),
whereas NF=0 corresponds to the maximum cost-
saving configuration. We find that the cost and
carbon footprint increase with increasing NF; how-
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ever, interestingly, we noticed that the quality still
remains statistically indistinguishable across all NF
values. While all the main results reported in the
paper correspond to NF=1, in practical settings, NF
could even be set to a lower value to increase cost
savings even further.

5.2 CacHE SAVER Ablation Analysis

Fig. 7 presents the impact of the deduplicator
and cacher of CacHE Saver. We report perfor-
mance metrics: (1) without CACHE SAVER, (2) with
only deduplicator, (3) with only cacher, and (4)
with CacHe Saver. We find that the cacher con-
tributes the most to the improvements seen by
CACHE SAVER, followed by the batcher. This result
shows the strength of our novel caching paradigm,
while also highlighting the practical improvements
obtained by other CACHE SavER modules.

5.3 Existing optimizations vs. CACHE SAVER

Table 3: Analyzing the impact of existing optimizations
and CAcHE Saver on the cost (in US$) of ToT (Yao et al.,
2024), FoA (Klein et al., 2025) and GoT (Besta et al.,
2024) across Game of 24, SciBench, and HotpotQA
using GPT-4.1-Nano as the base LLM. Values indicate
the percentage reduction in cost relative to the original.

Task Existing CacheSaver Both
Game 24 0.0% 29.7% 29.7%
SciBench 0.3% 47.8% 48.0%
HotopotQA 6.2% 33.2% 38.5%
Average 3.2% 36.9% 38.7%

Finally, we study how much CACHE SAVER saves
over and above existing platform-specific optimiza-
tions (such as KV caching, paged attention, etc.)
as already provided by OpenAl or vLLM. Table 3
presents the results. We find that while existing
optimizations lead to savings of ~3.3% on aver-
age, CacHE SAVER alone obtains ~36.9%. How-
ever, when both optimizations are switched on,
the overall improvement reported by CACHE SAVER
alongside existing optimizations is ~38.7%. This
shows that these optimizations do not collide with
each other, but rather complement each other, with
CAcHE SAVER providing orthogonal gains to those
from low-level platform-specific techniques.That
said, studying co-optimization strategies constitutes
as future work.

6 Discussion and Concluding Insights
6.1 Summary of Findings

Reasoning strategies portray ~ 50% prompt re-
dundancy. We show, both intuitively (§ 1) and em-
pirically (§ 4.2), the existence of substantial prompt
reuse potential across five representative SOTA rea-
soning strategies and diverse benchmark tasks.

Namespaced caching preserves statistical in-
tegrity of LLM responses. We convincingly
present the statistical correctness of CACHE SAVER
by construction (§ 3.1) and experiments (§ 4.3).

Other advantages. CACHE SAVER saves up to 60%
cost and carbon emissions of LLM reasoning strate-
gies across a variety of reasoning strategies and
benchmarks. Moreover, CACHE SAVER does not
possess any memory overhead, is plug-and-play,
and easily extendible to new reasoning strategies
or benchmark tasks.

6.2 Implications and Broader Impact

Integrity in Experimentation. We have intro-
duced a principled approach to LLM evaluation
by enforcing consistent seeding and input order-
ing, enabling statistically sound and reproducible
experimentation.

Environmental Efficiency. We have demon-
strated that avoiding redundant computation leads
to substantial reductions in energy usage and carbon
emissions, contributing to more sustainable LLM
experimentation.

Accessibility, Reproducibility, and Collabora-
tion. We have designed the cache to be publicly
shareable with the broader ML community, par-
ticularly benefiting researchers conducting applied
work with LLMs. This facilitates low cost follow-
up studies, ensures reproducibility of benchmark re-
sults, and significantly accelerates new community-
driven research by making shared resources easily
accessible.

Limitations

Currently, we evaluate each method in a plug-and-
play fashion; however, the implementations could
be further optimized to fully leverage the capabili-
ties of the CacHE SAVER framework. Additionally,
we could extend our workflows to optimize multi-
step pipelines by optimizing and then leveraging
the parallelization between independent steps.
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While the CAcHE SAVER framework is designed
to be modular and compatible with existing infer-
ence engines, optimizations within our system may
not always align with those in other frameworks.
For example, caching strategies or batching heuris-
tics used by CAcHE SAVER may conflict with the par-
allelism, memory management, or scheduling deci-
sions employed by underlying inference systems.
At present, we do not focus on co-optimization
across such system boundaries.

Our caching mechanism currently relies on ex-
act matches, which limits reuse when inputs vary
slightly. In future work, we aim to explore more
advanced strategies. Fuzzy caching could support
approximate or semantic matches to increase hit
rates. Cascading caches across memory tiers (e.g.,
RAM, SSD, distributed) could help balance latency
and cost. Sparsity-aware caching could store only
the most relevant context fragments, especially for
long prompts. Additionally, improving cache ob-
servability—through tools for hit/miss analysis, er-
ror tracing, and adaptive tuning—will be essential
for enhancing performance and debugging.

Because the framework operates at the user level,
our current focus is on high-level orchestration
rather than hardware- or system-level optimization.
Future work will explore low-level improvements
such as a hardware-optimized batcher that groups
requests by context length or cache affinity to im-
prove GPU utilization. We also plan to implement
prefetching strategies that proactively load or gen-
erate likely-needed cache entries, thereby reducing
latency and improving responsiveness.

Ethical considerations

In our opinion, this work has no major ethical con-
siderations. All the datasets and resources used in
this work are publicly available and do not contain
any private or sensitive information about human
subjects. Moreover, we use standard and vetted
benchmark datasets following the corresponding
licensing and fair use terms and conditions. Fi-
nally, the research presented in this paper does
not involve any interactions whatsoever with hu-
man subjects. That said, and similar to all other
LLM-based research, our work does have a neg-
ative impact on the environment, in particular by
contributing to the stark rise in greenhouse gas emis-
sions and electricity consumption on account of
generative Al models and tools. However, with
CacHE SAVER, our work provides an explicit solu-

tion to mitigate the negative impact of LLM-based
research on the environment by reducing the infer-
ence time, cost, and carbon footprint of LLM-based
reasoning frameworks. Furthermore, in the spirit
of complete transparency and for enabling external
scrutiny, all the resources required to reproduce the
experiments in this paper are publicly available in a
well-documented and organized GitHub repository.
We confirm that we have read and abide by the
EMNLP code of ethics.
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A CAcHE SAVER: Additional Details

The pseudocode for different modules of the CacHE SavER framework are presented in Algorithms 1—4.

Algorithm 1 CAcHER

Global State:

Cache C : (p,0) — [Z,, Z,, ... ], initially empty
Usage counters U : (Ey,p,0) — u € Ny, initially 0
Mutex table M : (p, 6) > async lock

Asynchronous Procedure RequestSamples(r)
Input: Request r = (E,,p,0,n,id)
Output: Future fresolvingto (Z,,q,..., Z,1n)

f < new Future

key < (p,0)

. ifkey ¢ M then

M [key] < new async mutex

: end if

R T AN AN S

—_—
W NN = O

14: async acquire ) [key]

15:  ifkey ¢ C then

16: Clkey] <[]

17:  endif

18:  if (Ey,p,0) ¢ U then

19: U(E),p,0)] <0

20:  endif

21w+ U[(Ey,p,0)]

22: 7 < Clkey]

230 Mpegy < max(0, u+n—1[Z|)

24:  if ng.y > 0 then

25: Draw fresh samples (Z| 5.1, s 27140, ) N Pp.6
26: Extend: Clkey| <= Z + (Z 71315+ Z 1 7/4m,,,)
27: 7Z <+ Clkey|

28:  end if

29:  Extract samples: (Z,, 1,..., Z, )

30:  Resolve fwith value (Z,,,,...,Z,,,)

31:  Update usage: U[(Ey,p,0)] < u+n
32: release ) [key]
33: return f

A.1 Cache management: storage and eviction

Since retrieving cached responses from the disk is many orders of magnitude faster than issuing a new LLM
query, especially for remote APIs, CACHE SAVER persists all cache entries to the disk by default. Unlike
typical in-memory caches, where storage is a limiting factor, here storage is cheap and recomputation
is costly, so no advanced eviction policy is necessary for most use cases. That said, should eviction be
required (e.g., due to storage constraints), the simplest approach is to evict all responses associated with a
given prompt and parameter set. When the evicted prompt is encountered again, the cache miss results in
requests to the underlying LLM, and the newly generated responses are stored in the cache. This preserves
the cache’s guarantee of i.i.d. samples within each namespace.
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Algorithm 2 Async BATCHER

1: Global State: Queue O < ||

2: Parameters: batch size NV, timeout ¢, overflow flag overflow
3:

4: Asynchronous Procedure RequestSamples([ry, ..., 7,,])
5. Input: List of m requests r, = (E.,p*, 6%, n', idi)
6:  Output: List of futures [f}, ..., f,,], where each f; resolves to n’ samples
7: fori=1tomdo
8: t < current time

9:  f, + new Future

10:  enqueue (7;,t, f;) into Q

11: end for

12: return [f;,..., f,,]

13:

14: Asynchronous Background Task BatchWorker()
15: while true do

16:  (rq,ty, f1) < async Q.get()

17:  Initialize: B < [ry], F < [f4]

18: tstart A tl

19:  while true do

20: T <— § — (current time — tg,, )

21 if | 3| > N or 7 < 0 then break

22: try

23: (r;,t;, f;) < async Q.get() with timeout 7

24: Append r; to B, f; to F

25: catch timeout: break

26:  end while

27:  if overflow then

28: while Q is not empty do

29: (r;t;, f;) < Q.get_nowait()

30: Append r; to B, f,to F

31: end while

32:  endif

33:  responses <— model.batch_request(25)

34:  fori=1to|B|do

35: resolve f; < responses|[i]

36:  end for
37: end while

A.2 Cache consistency

To ensure cache consistency in concurrent asynchronous environments, CACHE SAVER utilizes per-key
mutex locks. When a request is received, a unique hash-based key is generated, and a corresponding
mutex is initialized if no other request holds the mutex. Alternatively, if a different request currently
holds the mutex, it is retrieved from that request once it is freed. This mutex guards access to the critical
section where the cache, potentially updated with fresh model responses, is read, and usage counters are
incremented. By serializing access to cache entries on a per-key basis, the implementation prevents race
conditions and ensures accurate tracking of response usage. At the same time, requests for different keys
proceed concurrently, maintaining overall efficiency.
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Algorithm 3 Async REORDERER

1: Asynchronous Procedure RequestSamples([ry, ..., 7,,])
2:  Input: List of m requests r; = (EL, p’, 0", n’,id")
3. Output: List of futures [f;, ..., f,,], each resolving to n’ samples
4: Create futures: f; <— new Future fori = 1tom
5: Let R« [ry, ..., Jand F < [fy, ..., fo.]
6: Compute sorted indices: J .4 < sort indices of R by id"
7. Reorder requests and futures:

8 ‘Wsorted — W[ysorted]

9: ‘,)Tsorted — ?[jsorted]

10: asynchronously:

11:  responses <— await model.request( K oq)

12:  for i =1 to m: resolve F 47| < responses[i]

13: return [f17 ) fm]

Algorithm 4 Async DEDUPLICATOR

1: Asynchronous Procedure RequestSamples([ry,...,7,,])
2:  Input: List of m requests r; = (EL, p’, 0", n’,id")

3:  Output: List of futures [f;, ..., f,,], €ach resolving to n’ samples
4: Initialize:

5. X < {} {Deduplication key — (E,,p,0)}

6: N « {} {Key + total requested samples}

7. M + {} {Key > list of (future, count) pairs}

8: fori =1tomdo

9. r, = (ELp 0 n, idi)

10:  k; « Hash(E!,p’, 6"

11:  f; < new Future

12: Append (f;,n?) to M[k,]

13 X[k;| < (E},p',0")

14: N[k, < N[k;] +n’

15: end for

16: for each key k do

17 (E,p,0) « X[k

18: Nyotal <~ N[k]

19:  asynchronously:

20: responses <— await model.request(Fy, p, 0, 1)
21: resolve all futures in M [k] using responses, in order
22: end for

23: return [fy, ..., f,.]

A.3 Batcher: Handling batch overflows

To improve efficiency in scenarios where multiple clients issue identical requests concurrently, CACHE
Saver includes an option that allows the batch to overflow. When enabled, this mechanism allows
additional requests to be added to a batch even after the specified batch size has been reached, but only if
they are duplicates, i.e., they share the same input (prompt and decoding parameters) as an existing request
in the batch. Overall, this enables the deduplicator module of CacHE Saver to work at full efficiency,
improving the overall performance of the CACHE SAVER pipeline.
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A.4 Practical considerations

CAcCHE SAVER is built from modular building blocks, allowing users to flexibly compose different pipelines
that combine caching, batching, deduplication, and reordering in any order or subset, depending on their
application needs. In particular, the choice of namespace assignment gives precise control over the
trade-off between strict sample independence (one namespace per benchmark) for unbiased benchmarking
and maximal cost savings (one namespace per benchmark puzzle or /V namespaces per benchmark, where
N is the number of puzzles in the benchmark) for large-scale ablations or production deployments. For
example, users can construct pipelines with full independence across benchmarks or enable aggressive
reuse within a benchmark as appropriate.

B The Statistics Of Cachesaver

CacHE SAVER’s namespacing paradigm offers a way to cache randomness while preserving statistical
integrity. This is useful for experiments that study a random distribution with a high sample cost, e.g.
LLMs. For each experiment, it is important to obtain a number of independent samples sufficient for
statistical significance. At the same time, it is permissible, even desirable, to seed the randomness across
experiments, to make individual experiment outcomes more comparable. CACHE SAVER is based on
the concept of stochastic coupling and implements a transparent, man-in-the-middle caching layer that
associates samples with namespaces and ensures that within a namespace (e.g. an experiment) all samples
are i.i.d., while across namespaces the sample reuse is maximized. To illustrate this behaviour, consider a
simple toy example: Drawing samples from a normal distribution.

* First, draw N samples without CACHE SAVER.
* Then draw N samples with CACHE SAVER, in a namespace "A”.
* Finally, draw 2N samples with CACHE SAVER, in a namespace ”B”.

We assert: All three sets of samples follow a normal distribution. For a statistical test, the three sets seem
to come from the same underlying distribution (which is indeed true). The direct samples, drawn in the
first step, are different from the samples in A and B. The first /V samples in A and B are identical. The
second N samples in B are different. All 2 «+ N samples in B are i.i.d.

This behaviour is illustrated in Fig. 8. We draw 200 samples from a 2D multivariate Gaussian distribution
in namespace ”A”, then 400 samples in namespace ”B”. The 200 samples in ”A” and the first 200 samples
in ”B” are identical. All samples in ”A” and ”B” are jointly Gaussian and, within their namespace, i.i.d.

C Additional Experimental Details

C.1 Detailed Task Descriptions
C.1.1 Game of 24

The Game of 24 is a math puzzle where players are given four numbers and must use each of them exactly
once, along with the basic arithmetic operations (+, —, X, +), to form an expression that evaluates to 24.

Our benchmark includes 1,362 such puzzles collected from 4nums.com, organized in ascending order
of difficulty. Each puzzle provides four input numbers, and the goal is to generate a valid equation that
results in 24. Following the approach of ToT (Yao et al., 2024), we designate puzzles numbered 901 to
1000 as our test set.

C.1.2 SciBench

SciBench (Wang et al., 2024a) is a scientific reasoning benchmark designed to evaluate college-level
problem-solving abilities across subjects such as mathematics, physics, and chemistry. Each task presents
an open-ended problem that requires multi-step reasoning, domain-specific knowledge, and advanced
computations, including calculus and differential equations. Problems are drawn from widely used
textbooks and university exams.
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Figure 8: Sample Reuse for a Multivariate Gaussian

Following the approach of ReST-MCTS (Zhang et al., 2024), we sampled 109 problems spanning
different subjects to form the test set. Quality is measured using an accuracy metric, defined as the
proportion of problems correctly solved according to the official solutions (exact matching).

C.1.3 HumanEval

HumanEval (Chen et al., 2021) is a code generation benchmark where participants are given natural
language docstrings and must generate Python functions that correctly implement the described behavior.
Each problem includes a hidden test suite used to verify functional correctness.

Following the setup from Reflexion (Shinn et al., 2023), the benchmark consists of 100 programming
tasks in the test set. We evaluate performance using the pass@ /! metric, which measures the proportion of
problems solved correctly on the first attempt.

C.1.4 HotpotQA

HotpotQA (Zhilin et al., 2018) is a large-scale question answering benchmark that tests an agent’s ability
to perform multi-hop reasoning across multiple documents. Multi-step approaches, such as ToT, are
permitted to interact with an API that enables document retrieval and targeted information lookup.
Following prior work (Zhou et al., 2024; Shinn et al., 2023), we evaluate on a set of 100 randomly
selected questions. The quality of a response is judged based on exact match (EM) with the oracle answer.

C.1.5 Shakespearean Sonnet Writting

Shakespearean Sonnet Writing (Suzgun and Kalai, 2024) is a creative generation task where the goal is to
compose a 14-line sonnet adhering to the classic rhyme scheme “ABAB CDCD EFEF GG”. Each sonnet
must include three provided words verbatim.

Following Suzgun et al. (Suzgun and Kalai, 2024), we randomly sampled 50 datapoints to form the
test set. Quality is measured using an accuracy metric, which reflects the proportion of sonnets that both
satisfy the rhyme scheme and include all three required words exactly as given.
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C.2 Detailed Descriptions of Reasoning Strategies

Multi-step reasoning strategies can be broadly grouped into two high-level categories: (1) structured
reasoning and (2) iterative reasoning, which capture the major design paradigms in the space of LLM
reasoning. To systematically assess the effectiveness of CACHE SAVER in contemporary multistep reasoning
settings, we pick three and two representative state-of-the-art (SOTA) methods from the two categories,
respectively, that incorporate distinct algorithmic choices and reasoning dynamics. Specifically, we pick
ToT and FoA from structured reasoning, and React, RAP, and ReST-MCTS from iterative reasoning. The
five representatives are described below.

C.2.1 Tree of Thoughts (ToT)

Decomposes the problem into multiple chains of thoughts, organized in a tree structure. Thought evaluation
and search traversal algorithms are utilized to solve the problem (Yao et al., 2024).

C.2.2 Fleet of Agents (FoA)

Decomposes the problem into multiple chains of thoughts. Employs a genetic-type particle filtering
approach to navigate through dynamic tree searches to solve the problem (Klein et al., 2025).

C.2.3 Graph of Thoughts (GoT)

Allows the organization of thoughts in a graph structure (Besta et al., 2024). It introduces arbitrary
graph-based thought transformations such as thought aggregation and thought refinement.

C.24 ReAct

A reasoning method that interleaves reasoning (thought generation) and acting (taking environment-
interacting actions) to solve problems interactively. Each action’s output informs subsequent reasoning,
enabling adaptive and dynamic problem-solving (Yao et al., 2023).

C.2.5 Reasoning via Planning (RAP)

is a reasoning framework that equips Large Language Models (LLMs) with an internal world model and
employs Monte Carlo Tree Search (MCTYS) for strategic exploration of reasoning paths. RAP repurposes
the LLM to simulate future states and evaluate potential actions, enabling deliberate planning and improved
problem-solving performance (Hao et al., 2023)

C.2.6 ReST-MCTS*

A reasoning method that employs a modified Monte Carlo Tree Search (MCTS) algorithm, guided by a
process reward model (PRM), to explore and evaluate reasoning paths. In this work, we only evaluate
in-context reasoning strategies; thus, we utilize only the MCTS* component of ReST-MCTS*, excluding
the self-training aspects involving policy and reward model updates (Zhang et al., 2024).

C.3 Detailed Descriptions of Evaluation Metrics

* Quality indicates how well a reasoning strategy performs on a benchmark task. It depends on the
task type and can be measured by accuracy, score, or success rate. The exact definition of the quality
metric is provided with the description of each benchmark task in Appx. C.1.

+ Latency measures how long it takes for an LLM to respond to a request. For each reasoning strategy
and benchmark task, we report the average latency, i.e., the average time required per call.

* Throughput. Let each datapoint in a benchmark task be referred to as a puzzle. For each reasoning
strategy, we report the number of puzzles solved per second. Overall, throughput reflects a system’s
ability to process multiple tasks concurrently.

+ #Tokens denote the total number of tokens used by a reasoning strategy to solve a benchmark task.
We report the total, including both the input tokens sent to the model and the output tokens in the
response generated by an LLM.
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* Time refers to the wall clock time, i.e., the total time taken by a reasoning strategy to solve a
benchmark task from start to finish, including all processing and waiting times.

* Cost (API-based LLMs only) denotes the total monetary cost (in USD) of executing a reasoning
strategy on a benchmark task when using an LLM via an API call to an online platform. We compute
the cost based on the number of tokens processed and the platform provider’s pricing.

* Energy consumption and Carbon footprint (Local LLMs only) measures the total energy con-
sumption (in kWh) and the estimated CO, emissions (in grams) to run a reasoning strategy for a
benchmark task. We measure these quantities using Carbontracker (Anthony et al., 2020).

C.4 Implementation Details
C.4.1 Platforms, Model checkpoints, and Prices

The GPT models were accessed through the OpenAl API while Claude models were accessed through
the Anthropic API. For our local experiments, our models were deployed using the vLLM (Kwon et al.,
2023a) inference engine.

To compute the costs of the online experiments, we used the current model prices indicated by the
corresponding platform. The specific models snapshot used in this work, along with their respective prices,
are presented in 4. Note that Llama4-Scout was run locally, and thus, the cost is listed as N/A.

Table 4: Base LLM snapshot prices. OpenAl and Anthropic prices for each model used during the implementation
of the project.

USS per IM prompt tokens | US$ Per 1M completion tokens
GPT4.1-Nano-2025-04-14 0.10 0.40
Claude3.5-Haiku 0.8 4
Llama4-Scout-17B-16E-Instruct N/A N/A

C.4.2 Model configurations

Generation parameters specified when making calls to any of the models used throughout this project.
These parameters were not defined by us, but by the implementation where the respective prompts were
introduced. However, as newer models were used for this study, we only adjusted the maximum allowed
completion tokens as needed to ensure compatibility and successful completion of responses.

C.4.3 CacHE SAVER Hyperparameters

The CacHE Saver framework itself has two hyperparameters: (1) batch size and (2) timeout of the
asynchronous batcher. The batch size should be chosen large enough to allow the deduplicator to identify
and group duplicate prompts efficiently. At the same time, too large a batch size can trigger timeouts.
We use CACHE SAVER in a setup where many tasks, frameworks, configurations, etc. are evaluated
asynchronously and choose a batch size of 300 and a timeout of 2 seconds.

Importantly, when running a set of experiments at the same time, tuning the batch size carefully can
lead to further cost savings. The batch size for the asynchronous batcher may be larger than batch sizes
that can be processed within the memory constraints of a local model or the rate limits of a third-party

Table 5: Generation parameters specified when making requests to a base LLM.

max_tokens | temperature | top_p | stop
Game of 24 200 0.7 1 Null
SciBench 300 0.7 1 Null
HumanEval 200 0.7 1 Null
HotpotQA 300 0.7 1 Null
Sonnet Writing 800 1.0 1 Null
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API to a model hosted at an online platform. Slicing a batch into optimal chunks is a downstream task and
should be implemented in a model-specific wrapper.

C.4.4 Prompts

Due to the large number of methods and tasks presented in this paper, including all corresponding prompts
would be impractical within the main text. Therefore, we provide a comprehensive collection of all
prompts used in our experiments on our GitHub repository: https://github.com/au-clan/cachesaver/
prompts.md.

C.5 Additional Results
C.5.1 Hyperparameter tuning
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Figure 11: OpenAl: Ablation analysis for Fleet of Agents across tasks

C.5.3 Benchmarking
C.5.4 Impact of Namespace size
C.5.5 Optimization interference

3The best performing implementation of Mini Crosswords for ToT is using its Depth-First Search variation. As a result, by
definition all the states that the algorithm traverses through are unique, and because of this, most prompts are as well. Since the
prompts are unique, minimal reuse is possible and by extension the percentage of cache retrievals is nominal in this experiment.
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Figure 14: Namespace impact: Analyzing the effect of the percentage of puzzles sharing the same namespace on

the Game of 24 task, for the Fleet of Agents method.
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Figure 15: Namespace impact: Analyzing the impact on cost as a function of the percentage of puzzles sharing
the same namespace for GPT-4.1-Nano (Left, cost in USD) and LLaMA4-Scout (Right, cost in estimated CO,

emissions)

Cache retrievals (%) ToT  FoA ‘ Average
Game of 24 50.39 43.04 | 46.71
Mini Crosswords 1.983 5278 | 27.38

Average

26.19 4791 | 37.04

Table 6: Percentage of prompt responses retrieved from the cache instead of being generated by the LLM during the
intra-framework namespace sharing experiment. By allowing each puzzle instance to reuse responses produced by
others (with one-time usage constraints), CacheSaver significantly reduces redundant generation, highlighting its
effectiveness in promoting efficiency through controlled response sharing.
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